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Abstract

Manufacturing test has established itself as an enabling technology for the system-on-a-
chip (SOC) design paradigm. Although the IEEE Std. 1500 for embedded core test and
prior work on test access mechanism design ease the SOC testing process, there are several
emerging problems not treated explicitly or cost-effectively by the state-of-the-art methods.
For example, the number of clock domains is stepping-up and the specific test access and
isolation problems posed by multi-frequency cores have not been treated explicitly; detec-
tion of timing failures, which are predominant in deep sub-micron technologies, requires
support from the test access architectures for at-speed application of two successive pat-
terns; glue logic defined by system integrators for product differentiation is increasing in
size and its test can adversely influence either the chip area or testing time; the continuous
growth in the size of SOCs leads to multiple levels of design hierarchy, which imposes an
additional constraint on the design and reuse of test architectures.

This dissertation shows how at-speed test application, without test hazards, can be
achieved for cores with multiple clock domains, by embedding small custom logic in the
wrapper. It also introduces novel test architectures for SOCs containing unwrapped logic
blocks without any loss in fault coverage, by combining dedicated bus-based test access
mechanism and functional interconnects for test data transfer. With some minor changes,
this new test architecture can be utilized to effectively apply two-pattern test for core-based
SOCs, which is essential for detecting delay faults and CMOS stuck-open faults. Test ac-
cess mechanism design algorithms for the new SOC test architectures are also proposed
and design trade-offs between test area and testing time are discussed. Finally, this disser-
tation presents a new framework for the design space exploration of multi-level test access
mechanisms, which is important for future hierarchical SOCs that reuse past-generation
SOCs with existing test infrastructure as internal mega-cores.
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Chapter 1
Introduction

Semiconductor manufacturing technology has advanced significantly over the past several
decades and continues to do so. The International Technology Roadmap for Semiconduc-
tors (ITRS) B9 projects that integrated circuits (ICs) with multi-billion transistors will be
manufactured by the end of this decade, with feature sizes in the ra@arafand clock
frequencies in the range 80GHz In order to fully exploit the capabilities of the advanced
process technologies and at the same time meet the shrinking product development sched-
ules, the electronic industry is moving toward a design flow that integrates pre-designed
and pre-verified cores into system-on-a-chip (SOC) platforms, based on the "reuse” phi-
losophy B6]. Manufacturing test, a key step at the back end of the implementation flow

of very large scale integrated (VLSI) circuits, used to isolate good chips from the defective
ones, has become an essential technology that enables the fabrication yield, certifies the
product quality and influences the final cost of the devicg. [

Recently a vast body of resear@v[l] has been endeavored to address the SOC testing
challenges. Nevertheless, several emerging problems in SOC testing are not addressed and
the known methods cannot be easily adapted to solve them in a cost-effective way due to
their simplified assumptions. For example, embedded cores are considered to have only a
single clock domain or design hierarchy is assumed to be flattened during test development.
While these assumptions were valid in the past, they are becoming obsolete for state-of-the-
art SOC designs. As a consequence, the topic of this dissertation is to tackle the emerging
problems in modular SOC testing.
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Figure 1.1:General Architecture of Core-Based System-on-a-Chip.

This chapter is organized as follows. We begin with an introduction to the core-based
SOC design paradigm in Sectidnl. Sectionl.Z illustrates the SOC test challenges and
elaborates on several open questions that motivate this research work. Finally, $&€&tion
outlines the main contributions of this research and presents the organization of the thesis.

1.1 Core-Based SOC Design

The benefits of integrating an entire system on a single chip are manyfold. The reduction in
chip count decreases the system cost because the cost of integrating multiple components is
usually higher than the cost of the single SOC. The interconnect distance between compo-
nents on a single silicon die is much shorter than on a board, which not only reduces timing
delays and power dissipation, thus boosting the system performance, but also increases
the system reliability. Further, a high integration is particularly desirable for applications
where the product size is crucial, such as embedded mobile devices (e.g., cell phones or
portable music players).

The main limitation of SOCs is the implementation time. To address this, SOC de-
velopment is based on the design reuse philosophy, where two parties are involved: core
providers and system integrators. Core providers create libraries of pre-designed and pre-
verified building blocks, known as embedded cores, virtual components or macros. Em-
bedded cores can be digital logic blocks, memories or analog (including radio frequency)
circuits. Examples of cores include microprocessors, digital signal processors, analog-to-
digital converters, network controllers, flash memories and peripherals. System integrators
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put the SOC together by combining the available cores and their custom user-defined logic
(UDL) [54], as shown in Figurd.l.

Embedded cores come in different forms: soft, hard or firm. A soft core comes in the
form of synthesizable hardware description language (HDL) code and has the advantage of
being able to be easily re-targeted to different technologies. The trade-off for this flexibility
and portability is unpredictability in area, performance and power. Hard cores, on the con-
trary, come with physical layout information and hence are technology-dependent. Despite
the lack of flexibility, they are optimized for timing or power and have well-known perfor-
mance parameters. Firm cores provide a trade-off between soft and hard cores. They are
gate-level netlists and hence they are more predictable than soft cores, however, their size,
aspect ratio and pin location can be tuned according to the system integrator’s needs. Cores
are often products of technology, software, and know-how that are subject to patents and
copyrights. Hence, a core block represents intellectual property (IP) that the core provider
licenses to the system integratéd]. Therefore, the system integrator, who is in charge of
core integration, verification, and also manufacturing test of the entire SOC (including the
IP-protected internal cores), is not always entitled to make any changes to the core and is
forced toreuse it "asis” (i.e., as a black box), knowing only the core’s functionality without
any implementation details.

In addition to the reusable cores from third-parties, SOCs often include UDLs for prod-
uct differentiation and core interfacing. Because the UDLs are custom logic designed from
scratch, the system integrator has full knowledge about both its functionality and structure.

1.2 Thesis Motivation

Although the design process for core-based SOCs is conceptually analogous to traditional
board design, the manufacturing test process is fundamentally diffdi&Gjt [n the tradi-

tional system-on-board approach, as shown in Fiduz@), the IC provider performs chip
design, manufacturing and test. The system integrator can assume the ICs are fault-free
and he is only responsible for the design, assembly and test of the printed circuit board
(PCB). Therefore, testing is usually limited to the interconnects between chips. In contrast,
for the SOC approach, as shown in Figrg(b), the cores are not yet manufactured when
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Figure 1.2:Design Development Variations between Board and Cha6j[

the system integrator puts them together, thus the core providers cannot test their products
for manufacturing defects. Manufacturing test can only be done by the system integrator
once the chip is fabricated. This makes the testing of embedded cores a joint responsibility
of both core providers and system integrators. Since the system integrator is usually forced
to deal with cores as black boxes as discussed above, the core provider has to provide the
model, the design for testability (DFT2§] structures and the corresponding test vectors.
The main difficulty for the system integrator is to provide a reliable and scalable test in-
frastructure for accessing the cores. This is required, since, contrary to PCBs where direct
physical access to the chip pins is available, in SOCs the cores are embedded in the chip
and thus, no direct access to the cores’ terminals is available.

To enable the reuse of tests when a core gets embedded in multiple different SOCs,
as well as to enable interoperable core-based testing of SOCs, the IEEE Std. 1500, i.e.,
IEEE standard for embedded core test (SE@I) b5], has been developed by the IEEE
P1500 working groupl17] (detailed in Sectior8.1). A module-level test wrapper, similar
to IEEE 1149.1 boundary-scan structur#&87], is suggested to surround each embedded
core, which allows inter-core and intra-core tests to be carried out via test access mecha-
nisms (TAMs). IEEE Std. 1500 also standardizes a test information transfer model, i.e.,
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IEEE 1450.6 core test language (CTBY[. IEEE Std. 1500, however, does not standardize
the core’s internal test methods or DFT structure, nor SOC test integration and optimiza-
tion because of the differences in the test requirements for different technologies and the
design styles of different cores and SOCs. Therefore, numerous strategies and algorithms
in SOC test architecture design and optimization, test scheduling and test resource parti-
tioning techniques have been proposed in the literature in order to reduce test cost of the
SOC, based on the IEEE Std. 1500 test infrastructure.

Although the IEEE Std. 1500 and prior work in core-based SOC testing ease the task
of system integrators for SOC test, with the ever increasing design complexity, many new
problems are emerging:

e How to deal with the increasing number of clock domains inside embedded cores?
Many embedded cores operate internally with multiple frequencies. In functional
mode care has been taken so that only safe transitions exist between the different
clock domains. In test mode, however, if specific test clocking strategies are not
employed, the test data might be corrupted due to clock skew. How to provide a
reliable test strategy for such embedded multi-frequency cores is an open question.

e How to apply delay tests for embedded cor@éth the continuous increase in speed
of SOCs, verifying only logic correctness during manufacturing test is not sufficient
to guarantee high quality products. To find out timing-related defects, dedicated at-
speed delay test is required, which typically needs the application of consecutive test
vector pairs. This consecutive testability, however, is not covered by prior research
in modular SOC test architecture design.

e How to effectively and efficiently test unwrapped logic blodkstbedded cores may
have a large number of primary inputs (PIs) and primary outputs (POs) , which can
incur a large DFT area overhead when wrapping them. More importantly, IEEE Std.
1500 wrapper may also result in performance penalty because each wrapper cell adds
a multiplexer on circuit’s functional path. As a result, unlike the assumptions made
by prior work that all embedded cores are 1500-wrapped, system integrators usually
prefer to keep certain cores unwrapped in practice. In addition, the unwrapped UDLs



1.3. Thesis Organization and Contributions Ph.D. - Qiang Xu - McMaster

are typically distributed on chip and may contain many storage elements. The inter-
core test strategy provided by IEEE Std. 1500 treats these unwrapped logic blocks
(including both unwrapped cores and UDLS) as non-scanned circuits and hence can-
not provide sufficient controllability and observability for the circuits’ internal mem-
ory elements, thus leading to fault coverage loss. Motivated by the above fact, a
modular test strategy that provides the same testability for unwrapped logic blocks
as when they are 1500-wrapped is required.

e How to effectively and efficiently test SOCs with multiple levels of hierarhyst
of the prior work in this field assumes that the SOC hierarchy is flattened during
test. This assumption, however, is becoming unrealistic. This is because, with the
increase of reusability, sometimes the older-generation SOCs are themselves used as
embedded cores in the new-generation SOC designs, thus leading to a hierarchical
SOC design paradigm. Therefore, novel test strategies for hierarchical SOCs need to
be developed.

Based on the above observations, the contributions and organization of this dissertation
are presented in the next section.

1.3 Thesis Organization and Contributions

The remainder of this dissertation is organized as follows. First the background for this
research work is introduced in Chaprincluding the basic VLSI manufacturing test
concepts, various delay fault testing and multi-frequency testing strategies. CBagter
scribes IEEE Std. 1500 in detail and presents a comprehensive overview of prior work in
core-based SOC testing domain. Various test access strategies and the relevant solutions
available for the design and optimization of SOC test architectures are reviewed.

Motivated by the fact that most SOCs today include embedded cores that operate in
multiple clock domains, Chapter 4 shows how at-speed test application can be achieved
without test hazards by embedding custom logic in the multi-frequency core wrapper. The
introduced limited DFT hardware can synchronize the external tester channels with the
core’s internal scan chains in the shift mode, and provide safe at-speed capture via a careful
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capture window design. In addition, wrapper optimization algorithms are proposed, which
efficiently utilize the available tester bandwidth and guarantee low test application time
(TAT) within the given power ratings.

Although the at-speed testing strategy proposed in Chapter 4 is able to uncover some
timing-related defects, to increase circuit reliability and manufacturing yield, system inte-
grators are constrained to develop dedicated delay tests since more delay faults are emerg-
ing with the advancement of the VLSI fabrication technology. Therefore, in Chapter 5, we
propose a novel architecture for two-pattern test of core-based SOCs, which can be used to
achieve a reliable coverage of delay faults and complementary metal oxide semiconductor
(CMOS) stuck-open faults. The proposed solution combines the dedicated bus-based test
access mechanism and functional interconnects for test data transfer, in order to provide
full controllability of the wrapper input cells in the two consecutive clock cycles required
by two-pattern testing. This technique, however, introduces test schedule conflicts among
different cores and hence increases the overall SOC test application time. Consequently,
new algorithms for TAM design and test scheduling are proposed and design trade-offs
between DFT area and testing time are discussed.

The main idea behind the proposed architecture for two-pattern test in Chapter 5 is a
modular strategy that applies the test stimuli for the CUT through the functional intercon-
nect. Following the same idea, Chapter 6 proposes solutions for reducing the number of
wrapper boundary register cells without loss of the SOC test architecture’s modularity and
scalability for one-pattern tested cores. By utilizing the functional interconnect topology
and the wrapper cells of the surrounding cores to transfer test stimuli and test responses, the
wrapper of some cores can be removed without affecting the controllability/observability of
the SOC. We present novel modular SOC test architectures for concurrently testing both the
1500-wrapped cores and unwrapped logic blocks. Since wrapper cells of cores that transfer
test stimuli and test responses for unwrapped logic blocks become shared resources dur-
ing test, conflicts arise during test scheduling that will negatively impact the SOC TAT. As
a consequence, to alleviate this problem, we also present optimization algorithms for the
proposed SOC test architectures.

Chapters 4, 5 and 6 present solutions for several emerging problems in testing SOCs
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that have one level of hierarchy (SOC and cores). With the increase of reusability, past-
generation SOCs might be used as embedded cores in next-generation designs, and hence
an emerging problem is how to test such SOCs that have multiple levels of hierarchy. This
problem is tackled in Chapter 7, which describes a new framework for the design and opti-
mization of an hierarchical SOC test architecture. We first explore the concept that TAMs
on the same level of design hierarchy employ multiple frequencies for test data transporta-
tion. Then, we extend this concept to hierarchical SOCs and, by introducing frequency
converters at the inputs and outputs of the hierarchical cores, the proposed solution not
only removes the constraint that the system level TAM width must be wider than the inter-
nal TAM width of hierarchical cores, but also facilitates rapid exploration of the trade-offs
among TAT, test power and DFT hardware.

Finally, Chapter 8 summarizes the presented research work and concludes this thesis.
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Chapter 2
Background

This chapter presents the background knowledge in VLSI testing, the process of identify-
ing defects in an IC, for a better understanding of this dissertation. We first describe the
manufacturing test concepts in Sectia, which lay the foundation for SOC testing. Sec-
tions2.3 and2.2 present the advancement of knowledge in delay fault testing and multi-
frequency testing over the past decades, respectively. Finally S&tdaoncludes this
chapter. Some of the descriptions and figures in this chapter are excerpted 8d&4j.

2.1 VLSI Testing Concepts

The basic principle of manufacturing test is illustrated in Figiz Circuit under testan

be the entire chip or only a part of the chip (e.g., a logic block or a memory clmeiit

test vectorsre binary patterns applied to the inputs of the circuit and the assoociateat
responsesre the values observed on the outputs of the circuit. Usicgngparator out-

put responses are checked against the expectedct response datavhich are obtained
through simulation prior to design tape-out. If all the output responses match the correct
response data, the circuit has passed the test and it is labeled as fault-free, otherwise, the
circuit is said to be erroneous, and designers can either make a complete failure diagnosis
or simply throw it away.Automatic test equipmefRATE), a powerful computer and mea-
surement system operating under the control t&fsh programis typically used to control

the process of testing VLSI devices.
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Figure 2.1:Principle of VLSI Testing.

Manufacturing test method used to identify defective chips can be dividedunte
tional testand structural test. A complete functional test usually needs to check every
entry of the truth table, which leads to extremely long testing time and makes it infeasible
for complex digital systemdl3] (one exception is the test of semiconductor memories due
to their regularity and simple operations). Structural test, on the other hand, depends on the
structure of the design. One of the greatest advantages of structural test is that it allows us
to develop structural search algorithms to achieve efficient testing strategies, based on the
fault modeling technique, discussed in the following.

2.1.1 Defectvs. Fault Modeling

A defect in an electronic system is the unintended difference between the implemented
hardware and its intended desid8]. Various kinds of defects exist in VLSI circuit§Q):

1. Process Defects - for example, missing contact window, parasitic transistors, oxide
breakdown.

2. Material Defects - for example, bulk defects (cracks, crystal imperfection), surface
impurities.

3. Age Defects - for example, dielectric breakdown, electromigration.

4. Package Defects - for example, contact degradation, seal leaks.

10
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di

8 11 (9)

(a) (b)

Figure 2.2:Commonly Used Fault Models: (a) Stuck-at Fault; (b)Delay Fault.

However, it is very hard to generate tests for every possible type of physical defects.
Because the defects lead to faulty behaviors, they are usually modeled at a certain level of
design abstraction for efficient testing, such as behavioral level, logic/gate level or transistor
level. Fault models at behavioral level usually have no clear correlation to manufacturing
defects and hence are used more often in design verification rather than manufacturing test.
Transistor level fault models are also known as technology-dependent faults and are mainly
used in analog circuit testing. Fault models based on logic gates (i.e., circuit is modeled
as an interconnection of boolean gates, called netlist) are technology-independent and over
time have been proven to be very efficient for testing digital circdig. [In the following
we discuss some commonly-used fault models.

e Stuck-at Fault;

Stuck-at fault model, specifically, single stuck-at fault model is the fundamental fault
model in digital testing, and it is also the most popular fault model used in the in-
dustry. In stuck-at fault model, each connecting line in the structural netlist can have
only two types of faults: stuck to a logic value 0 (SA0) or 1 (SA1), as shown in Figure
2.2(a). In general, several stuck-at faults can be simultaneously present in the circuit,
however, because the combinations of multiple stuck-at faults are prohibitively large,
it is common practice to model only single stuck-at fault8]] This single stuck-at

fault model (based on the assumption that only one line is faulty at a time) has been
extensively studied and is shown to be very effective to verify the logic correctness
of the circuit [13].

11
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e CMOS Stuck-Open and Stuck-Short Faults

CasellL4] found that the input-output behavior of a faulty CMOS logic circuit cannot

be exactly represented by the stuck-at fault model. Since a CMOS logic gate consists
of more than one transistor, instead of modeling faults at the gate level, these fault
models assume just one transistor todbeck-operor stuck-short The effect of
stuck-open faults is to produce a floating state at the output of the faulty logic gate.
The effect of a stuck-short fault is to produce a power supply to ground conducting
path.

e Delay Fault:

A digital system may also have timing failures without logic errors, i.e., it fails to
operate at the specified speed but can produce correct outputs at slower or faster
speed. Digital systems are usually synchronized by clock signals. Therefore, if the
combinational logic elements cannot attain steady state within a clock period, the ex-
cessive propagation delay violates satup timeconstraint of storage elements (i.e.,
flip-flops or latches). Alternatively, if the propagation delay through combinational
logic is too short, it violates thbold timeconstraint of the storage elements. We
mainly consider the former case because defects leading to excessive delay happen
more often during manufacture. For example, as shown in F@2(b), because of

the transition delay the output signal turns low at 11 instead of 9, if the period of
system clock is 10, the storage element next to this logic will load the wrong value.

Commonly used delay fault models include tin@nsition fault modelalso called
gross-delay fault modeblnd thepath delay fault model Transition fault model is
based on the assumption that only a single gate delay is changed. It has the advan-
tages of easy test set generation and comparably small test set size, but it is less
accurate due to its simplistic assumption. Path delay fault model, however, considers
the cumulative propagation delay of a combinational path and hence is much more
accurate, but the test generation is extremely hard and normally requires a large num-
ber of test patterns. In addition, although path delay fault test generation has been
researched for two decades, a large part of path delay faults remains untestable for
state-of-the-art designS4.

12
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Different fault models may require different kinds of test pattern application strategies.
For example, each stuck-at fault can be detected by a single test pattern. The delay fault,
however, requires to examine signal transitions and hence consecutive test vector-pairs are
needed, in which the first vect¥j initializes the circuit while the second vecidr causes
the desired transitions. Similarly, CMOS stuck-open fault is also detected by consecutive
test vector-pairs, wheré, is used to initialize the circuit appropriately akg detects a
stuck-at fault on the gate output. CMOS stuck-short fault is usually tested by quiescent
current (ppg) measurement because of its specific fault behavior.

2.1.2 Test Pattern Generation

The task of the automatic test pattern generation (ATPG) process is to find a set of excitation
vectors that cover a sufficient large portion of the fault set by the adopted fault model. To
achieve this, ATPG algorithms first inject a fault into the circuit, and then use a variety of
mechanisms to activate the fault and cause its effect to propagate through the hardware and
manifest itself at circuit outputdB]. ATPG is an extremely complex process, which may
take weeks even months to achieve a high fault coverage for large designs, even with the
help of specific test hardware.

In essence ATPG algorithms can be divided into combinational ATPG algorithms and
sequential ATPG algorithms. The first and seminal combinational ATPG algorithm is D-
algorithm proposed by Rotd47], which established the calculus and algorithms for ATPG
using D-cubes. The next significant improvement is Goel's PODEM algoriéh He
efficiently used path propagation constraints to limit the ATPG algorithm search space.
Fujiwara and Shimono’s FAN algorithn38, 39] further restricts the ATPG search space
significantly by efficiently constraining the backtrace and considering signal information.
Sequential ATPG algorithms are even more complex due to the unknown internal memory
states at the beginning of test. As a result, the test must first initializes the internal states,
and after test inputs are applied for several clock cycles the final states of memory elements
must be propagated to primary outputs. The lack of controllability and observability to
the internal nodes dramatically increases the test generation complexity. Commonly used
algorithms for sequential ATPG are backward justification procedures through time-frame
expansion/13]. To decrease the number of time-frames and hence ATPG complexity, it is

13
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common practice to limit the sequential steps during test, using specific test hardware, as
discussed in Sectich. 1.3

Since a test pattern can potentially detect several faults at the same time, ATPG algo-
rithms are usually combined with fault simulation techniques during test generation. One
possible approach is to start from a random set of test patterns. Fault simulation then de-
termines how many faults are detected and these faults are then declared to be covered and
removed from the fault set. After this trial random pattern phase, an ATPG algorithm is
executed to target the remaining undetected faults. Whenever a deterministic test pattern is
acquired, fault simulation is utilized again to find other faults that can be detected by this
pattern. This process is repeated over and over until a desired fault coverage is achieved. It
should be noted that the test patterns generated from ATPG process feature a large portion
of "don’t-care” bits (i.e., they can be assigned to any logic value without affecting the fault
coverage of the test set), and test data volume can be dramatically reduced by manipulating
these unspecified bits using efficient compaction and/or compression methods.

2.1.3 Design for Testability (DFT)

DFT is the design process which embeds special hardware for testing purpose only. With
the ever increasing transistor to pin ratio in VLSI circuits, test generation is impractical
without introducing DFT logic. The main purpose of DFT is to increase the controllability
(i.e., the ability to set a particular logic signal to a 0 or a 1 within the circuit) and the
observability (i.e., the ability to observe the state of a logic signal within the circuit) of
the circuit’s internal node. Two widely accepted DFT methodologies are illustrated in this
section: scan based DFT and built-in self-test (BIST).

Scan based DFT:The main idea for scan based DFT is to obtain controllability and
observability for internal flip-flops. This is done by replacing all or part of the flip-flops
of the circuit with scanned flip-flops (SFFs). In the test mode, these scanned flip-flops
functionally form one or more long shift registers (callszhn chains The input/output
(I/0) of these scan chains are connected to primary I/Os of the chip, hence, all the SFFs
can be set to any desired state by shifting those logic states into the scan chains. Similarly,
the states of these SFFs can be observed by shifting out the contents of the shift registers.

14
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Figure 2.3:A Single Scan Chain Design Schematic.

There are various types of implementation of SFFs, e.g., mux-based SFF, double latched
SFF, level sensitive scan latches SEF13]. The one illustrated in Figur2.2 and consid-
ered in this dissertation is the mux-based SFF, which is composed of a multiplexer and a
D flip-flop. The SFF has two data inputs: the original data irpaind the scan-data input
SD, a scan enable sign8E controls which input is stored in the flip-flop. The scan chain
is constructed by connecting the data outQudf one SFF taSD signal of the following
SFF, as illustrated in the figure. Applying a test vector using scan based DFT implies three
steps: (i) scanning-in the test stimuli, i.e., SE is set to 1 (test mode), the data is loaded from
the scan inpu$l into the scan chain iNgc clock cycles, wherélscis the scan chain length;
(ii) capturing the circuit responses, i.e., SE is set to 0, the data is loaded from the combina-
tional logic outputs in 1 clock cycle; and (iii) scanning-out the test responses, i.e., similar
to scan-in where the circuit responses are scanned out. It should be noted that the last step
is usually performed simultaneously with the first step in a pipelined fashion, where new
control values are loaded.

The amount of time needed to perform the above procedure for all the test patterns in
a test set is mainly dependent on the scan chain length and the number of test patterns. To
reduce test application time, flip-flops are usually arranged in multiple scan chains in which
test data can be shifted in/out in parallel. When these multiple scan chains have varying
length, the TAT for one test pattern is dependent on the length of the longest scan chain.
Each scan chain requires dedicaB@andSOpins, if extra pins are not available, however,
the scan 1/0O pins can be multiplexed with the normal primary 1/O pins under the control of
the test control signal SE.

15
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Figure 2.4:Conceptual BIST Design Scheme.

Full-scandesign, in which all flip-flops are replaced by SFFs, forms the foundation on
which most other DFT techniques are built and is considered the best DFT discidjne [
however, at the expense of penalties in area and performance. To reduce the overhead of
full-scan design, sometimes only part of flip-flops inside the circuit are transformed into
SFFs (calledpartial-scar) [3, 24]. Since most embedded cores are full-scanned today to
achieve high fault coverage, partial-scanned cores are not considered in this dissertation.

It is important to note that chips with scan design in test mode might dissipate more
power than they do in normal mod&7q7], because more transitions might happen in test
mode than in the normal mode. As a result, to avoid destructive testing and at the same
time reduce testing time, test engineers must trade-off scan shift frequency and test power
dissipation when selecting their test strategy. This is especially important for complex chips
that contain a large number of flip-flops.

BIST: The motivation behind BIST is to decrease the test cost by using low-cost ATESs.
In traditional test, test stimuli are loaded to the chip from ATE and test responses are shifted
out and compared with the correct response data stored in the ATE memory. As transistor
to pin ratio and circuit operating frequencies continue to increase, there is a growing gap
between the ATE capabilities and circuit test requirements (especially in terms of speed
and volume of test data). Moreover, the increasingly long time for test pattern generation
is also a major concern in today’s testing. The enormous cost of high-end ATE and its own
limitations make BIST technology an attractive alternative to external test for complex
chips.

In a BISTed circuit, part of the circuit is used to test the circuit itself, i.e., a test pattern
generator (TPG) generates a set of test stimuli and a signature analyzer (SA) analyzes the
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Figure 2.5:Scan-Based BIST Architecture.

test responses and makes the decision of good/bad chip, as shown in EQJuRdST

needs only an inexpensive tester to initialize BIST circuitry and to inspect the final results,
which obviously decreases the test execution cost. The most common BIST setup is to use
a linear feedback shift register (LFSR) as the TPG, and a single input signature analyzer
(SISR) or a multiple input signature analyzer (MISR) as the '§/A8].

Logic BIST can be further divided into pseudo-random BIST and deterministic BIST.
The former implies that the TPG is allowed to run freely for a given number of clock
cycles, which may cause low fault coverage because of the random-resistant faults inside
of the circuit. The latter implies that the TPG is controlled using techniques such as "bit-
flipping” [169, "bit-fixing” [ [16{, "re-seeding” 14§ and "pattern-mapping’43] in order
to generate deterministic test vectds€,[88]. When the two are combined, mixed-mode
BIST solutions are derived. The main challenge for logic BIST lies in the computational
overhead required to synthesize compact and scalable TPGs and SAs, such that high fault
coverage is achieved in low testing time with limited interaction to external equipment.
The state-of-the-art logic BIST DFT is to combine scan design and BIST in a mixed-mode
solution, i.e., combining the pseudo-random BIST and deterministic BIST methodology to
generate the scan inputs of the circuit under test, as shown in Edire
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2.1.4 Costof Test

ITRS |69] anticipated that, if the current trends are maintained, the cost of testing a tran-

sistor will approach and may even exceed the cost of manufacturing it at the end of this

decade. Research in VLSI testing is in essence to find reliable yet low cost test strategies.
Nag et al. [127] pointed out that the cost of testitsy) can be computed as follows:

Cest= Cprep+ Cexect Csilicon + Cquality (2-1)
where:

e Cprep: the fixed costs of test generation, tester program creation, and any design ef-
fort for incorporating test-related features (all nonrecurring costs, including software
systems). Test generation cost depends also on die area and personnel cost. Tester
program preparation is a function of test generation cost. Test-related design effort
is a function of the extra silicon area required to incorporate testability-enhancing
features such as scan and BIST.

e Ceyeg the cost of test execution. It is mainly dependent on ATE execution cost, in-
cluding tester setup time, tester execution time, capital cost of the tester (as a function
of die area and number of 1/0O pins) and capital equipment depreciation rate.

¢ Csiicon: the cost required to incorporate DFT features. It is a function of wafer size,
die size, yield, and the extra area required by DFT.

e Cquality: the cost of imperfect test quality. That is, the profit loss from performance
degradation caused by the added DFT circuitry, the cost of test escape (the relation
between fault coverage and fault occurrence - or simply yield), and cost of good dies
being deemed faulty by imperfect test.

Test engineers must make trade-offs among the above costs and apply a test strategy
to decrease the overall cost. For example, introducing more DFT logic can r€glggat
the expense of an increasedgicon andCquaiity- A high delay fault coverage normally can
reduceCquaiity at the expense of increas€grep andCexec
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2.2 Scan Design with Multiple Clock Domains

After introducing the basic concepts of VLSI testing, this section describes the main dif-
ficulties of testing designs with multiple clock domains and discusses the corresponding
solutions, which lay the foundation for one of the focuses of this dissertation.

Many of today’s complex chips, especially communications chips often have many
asynchronous data streams coming into them, making multiple clocks a common necessity.
Furthermore, design for low power often requires different parts of the chip to operate at
their minimum permitted frequency. Therefore, designs with tens or even hundreds of clock
domains are no longer isolated cases in industry at pre$édit

Ideally, clock signal triggers all the memory elements it drives simultaneously. How-
ever, due to a variety of process and environment variations, the relative arrival time for
different register points is different. This spatial variation in arrival time is commonly re-
ferred to axlock skew13€], which is caused by static mismatches in the clock paths and
differences in the clock load. Clock skew often limits the operational speed of the circuit,
and can invalidate the operation of the circuit in some circumstances. While clock skew
within the same clock domain can be well controlled below a desired limit through clock
tree synthesis, clock skew between different clock domains, however, is often indefinite,
and hence transitions between different clock domains are usually made safe with the help
of synchronizers or First-in First-out (FIFO)/136] memory elements. Although clock
skew problem is avoided through careful design in normal functional mode, when the stor-
age elements are chained in test mode, clock skew can still occur between different clock
domains 15§. For scanned circuit, we can separate this problem into two subproblems:
clock skew during shift and clock skew during capture, discussed in the following sections.

2.2.1 Avoiding Clock Skew during Scan Shift

During the shift operation, the scan chain operates as a shift register. When scan chains
are built from flip-flops within a single clock domain, they can operate correctly without
clock skew problem. However, when scan chains are built from flip-flops within multiple

LA circuit implemented to resolve asynchronous signal as a 1 or a 0 is called a synchib@€ter [
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Figure 2.6:Hazard of Clock Skew during Scan Shift.

clock domains, clock skew may occur and corrupt test data, as described in the following
example.

Example 2.1 As shown in Figur2.€, SFF1 and SFF3 are clocked wi@LK1, while SFF2

is clocked withCLK2 in the functional mode. Although during test all the three flip-flops
are clocked with the same test clock, this test clock traverses their original clock trees. As
a result, the test clock to the two domains may still be misaligned.

e If CLK1 triggers before CLK2. In the first clock cycle, a value will be loaded into
SFF1, and then in the same clock cycle this value will be loaded incorrectly into
SFF2. The error is propagated in the following pulse of CLK1, where SFF3 will
load the incorrect value from SFF2. Hence, SFF2 in this case operates rather as a
combinational buffer instead of a storage element.

o If CLK1 triggers after CLK2. In this case, SFF1 and SFF2 can register the correct
value, however, SFF3 now suffers the same problem as what SFF2 did in the previous
situation. Since CLK2 is triggered before CLK1, SFF3 loads the value one cycle
earlier.

Fortunately, for scan design with multiple clock domains, the problem of clock skew
during shift can be efficiently solved by one of the following techniques:
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Figure 2.7:Timing Diagram for Multi-Frequency Design with Combinational ATPG Help.

e Having separate scan chains for each clock domain. This is the safest and easiest
solution. Unfortunately, the number of scan chains in a design is usually limited
by the affordable scan I/O number. If the number of clock domains exceeds this
limitation, the designer has to resort to other solutions. In addition, this solution often
leads to unbalanced scan chain length, which will increase test application time.

e Usinglevel-sensitive scan desighSSD) SFFs/13] rather than mux-based SFFs to
build scan chains. LSSD has an additional clock for test purpose and hence does not
suffer from clock skew during shift probler34]. However, this additional feature
of LSSD comes with two costs. First, It requires the routing of the additional test
clock with stringent timing accuracy. Second, LSSD SFFs are larger than mux-based
SFFs.

e Grouping the flip-flops from the same clock domain together and adding lockup
latches in between different clock domains. Adding the lockup latches as buffers
causes half cycle delay and hence reduces the possibility of registering values in the
earlier cycle. This strategy is commonly used in industry.

2.2.2 Avoiding Clock Skew during Scan Capture

The above techniques used to solve clock skew problem during scan shift, unfortunately,
cannot solve the skew problem during scan capture. This is because there can be paths
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Figure 2.8:Timing Diagram for Multi-Frequency Design with Sequential ATPG Help.

between clock domains in both directions, and simply skewing the clock inputs might not
help. Hardware approach (e.g., d-mimic modeé{]) to solve this problem requires even
larger scan cells with one more clock signal during capture compared to LSSD SFFs, and
is not utilized in practice since IC vendors do not provide this type of cells. As a result, we
mainly discuss the solutions for this problem from the ATPG perspective here.

The scan capture strategy in multi-frequency testing is strongly related to the ATPG
technique. To illustrate this, we use an example circuit with three clock domains. Each
clock domain has one scan chain and hence eliminates the clock skew problem during
shift. The clock skew during capture can be avoided by one of the following techniques
[15§:

e The easiest and safest way to avoid clock skew during capture is to pulse only one
clock per pattern, as shown in Figuge/(a). This method leads to short ATPG run-
ning time, however, at the expense of a large number of test patterns. Since the ex-
ample design has three clock domains, this method requires up to three times pattern
count of the design with single clock.

e If clock domain analysis is done prior to ATPG and two or more clock domains
are shown to be independent, these clock signals can be treated as equivalent in
ATPG process and hence these clock domains can be safely captured together, which
decreases the number of test patterns. As shown in FRidfie), CLK1 and CLK3
are pulsed together during capture while CLK2 is pulsed alone which can decrease
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pattern count without the help of complex sequential ATPG tools.

e If sequential ATPG is utilized, the capture phase can now have multiple clock cycles,
as shown in Figur@.8 Thisclock concatenatiomethod leads to the most compact
test pattern set at the expense of increased ATPG running time. Designers often
combine the clock domain analysis with this method. In addition, designers often
make trade-offs between ATPG complexity and test pattern count. For example, if the
design has eight clock domains, the first capture phase can pulse four clocks, and the
second capture phase pulses the other four clocks, and then repeat the same process.
The pattern count might be increased, however, the ATPG runtime will decrease
exponentially because of the much smaller number of sequential depth. It should
be noted that many advanced ATPG to@6, 110 that support clock concatenation
have been available for the last few years.

2.3 Delay Fault Testing Strategies

In addition to multi-frequency testing, another focus of this dissertation is how to efficiently
and effectively detect timing-related defects in SOC devices. Consequently, we discuss
several fundamental techniques for testing delay faults in this section.

There are mainly three delay fault testing strategies for scanned cirenitanced scan
broadside testingalso calledunctional justificatioror last-shift capturg andskewed-load
testing(also calledscan shiftingor last-shift launch.

DasGupta et al./28] described a Scan-Hold Flip Flop (SHFF), which stores two bits
instead of just one bit. Although SHFF was originally designed to isolate the scan and non-
scan portions of a circuit, this technique finds more applications in applying vector-pairs
for delay fault testing, called enhanced scan. Enhanced scan flip-flops allow a pre-scan of
any arbitrary vector pairs and the two vectors are applied to the circuit in consecutive clock
cycles, which makes the test generation much easier by considering combinational logic
only. The disadvantages of using enhanced scan flip-flops are the associated high DFT area
overhead, long test application time and high volume of test data.

Generating tests for delay faults with standard SFFs (i.e., each SFF stores only one bit)

23



2.3. Delay Fault Testing Strategies Ph.D. - Qiang Xu - McMaster

v

>
_>
Pl . Combinational Logic « PO Pl . Combinational Logic - PO

. > . >

R

SI—>sF SFF —>SFF®> SO Sl|==——p SFFL SFFL > SFFI—’ SO

cw L T T T

SE=0 . SE=1

27
W

(a) Launch for broadside testing (b) Launch for skewed-load testing

Figure 2.9:Data Flow of Launch Pattern for Broadside Testing vs. Skewed-Load Testing.

unch
pture

(@)
—
A
|
(@)
—
A
é

[
Shift Fast Shift

Shift Shift transtion
(a) Broadside testing timing (b) Skewed-Load testing timing

Figure 2.10:Timing Diagrams of Broadside Testing vs. Skewed-Load Testing.

corresponds to a two time-frame sequential circuit test generé@€n Primary inputs
are fully controllable in both time frames. For the states of the internal flip-flops, the first
vectorV is scanned in and hence fully controllable, the second v&6toan be acquired
by either (i) applying a one-bit shift to the scan register, called skewed-load testing; or (b)
propagatingvi through the combinational logic in the functional mode, called broadside
testing. The data flow of launching pattern for the two techniques is shown in FE2gjre
and the timing diagrams are shown in Fig@r&Q

To effectively detect timing-related defects, the delay faults need to be activated at rated
speed. However, to perform such at-speed test, for both broadside testing and skewed-load
testing, itis not necessary to load/unload data at functional frequencies, but only the launch
and capture must be done at-spe®g B8]. The low frequency shifting not only avoids
destructive testing with high test power during scan shift phase, but also makes high-speed
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scan chain design unnecessary. How to apply at-speed launch and capture, however, leads
to the specific advantages and disadvantages in broadside testing and skewed-load testing.
The test generation in skewed-load testing is simpler because the circuit can be treated as
purely combinational, while broadside testing requires sequential ATPG and usually leads
to longer test generation time and more test patterns. The main drawback for skewed-load
testing is that the control sign&8E needs to operate at rated speed because it must toggle
before and after the capture edge of the high-speed cldi% /111, 134]. The strict delay

and skew design requirement for SE signal is a big challenge for physical design of the
chip. However, the timing of SE in broadside testing is not critical because both launch
and capture occur in normal functional mode. In addition, test application via skewed-load
testing delivers tests that may not be sensitizable in the normal operation, which can cause
unnecessary yield los§45. In contrast, broadside testing limits the space of the possible
consecutive patterns to only those that affect the timing in the normal mode, thus covering
the worst-case operational behavior of the manufactured circuit.

2.4 Concluding Remarks

Although the introduction of fault modeling, ATPG, various DFT techniques, and many
delay fault testing and multi-frequency testing strategies, discussed in this chapter, has
significantly improved the test quality and reduced the cost of VLSI testing, innovative
solutions are required to apply the existing test methodologies for core-based SOCs in a
cost-effective way. This is mainly because, system integrators typically have very little
knowledge of the structure of embedded cores, which makes the test of embedded cores
a joint responsibility of both core providers and system integratt8§]] Motivated by

the fact that challenges for testing core-based SOCs have become major contributors to the
widening gap between design capability and manufacturabllidly f vast body of research

work has been endeavored to this domain recently, including the industry standardization
effort, the IEEE Std. 1500, as discussed in detail in the following chapter.
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Chapter 3
Previous Work

Zorian et al. .80 proposed a conceptual infrastructure for SOC test, as illustrated in
Figure3.1. The basic elements of this SOC test infrastructure are:

e Test source and sinKhe test source generates test stimuli and the test sink compares
the actual test responses to the expected responses. The test source and sink can be
off-chip ATE, on-chip BIST hardware, or even an embedded microproceb4dr Jt
is possible to have several test sources and sinks at the same time. It is also possible
that the source and the sink are not of the same type. For example, an embedded
core’s test source can be ATE, while its test sink is a MISR located on-chip.

e Test access mechanism (TAfdgilitates the transport of test stimuli from the source
to the core-under-test (CUT) and of the test responses from the CUT to the sink.

e Core test wrappeconnects the core terminals to the rest of the chip and to the TAM,
which isolates the embedded core from its environment during test. It facilitates
modular testing at the cost of an additional area and potential performance overhead.

Based on this conceptual test infrastructure, recently numerous test strategies and algo-
rithms in SOC test architecture design and optimization, test scheduling and test resource
partitioning have been proposed in the literature. This chapter provides a comprehensive
overview of the research in this domain. IEEE Std. 1500, a standard that aims at improving
ease of reuse and facilitating inter-operability for SOCs, is introduced in detail in Section
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Figure 3.1:Conceptual Infrastructure for SOC Testiri@B[.

3.1 Sectior3.2 describes different test access methods and compares their advantages and
disadvantages from the test cost standpoint. Then in Se@tione overview the relevant
solutions available for the design and optimization of test architectures. S8dlibnefly
discusses the various test resource partitioning techniques. Finally, S&é&iooncludes

this chapter.

3.1 |IEEE Std. 1500

IEEE Std. 1500 concentrates on standardizimgtest access to embedded caadthe
core test knowledge transfemhe corresponding two main elements of this standard, de-
tailed in this section, are a scalable core test wrayildEi]| designed by the P1500 scalable
architecture task force, and a core test language (C33]) fleveloped by the P1500 CTL
task force.

3.1.1 Scalable Core Test Wrapper

IEEE 1500 wrapper, as shown in FigiBe, is a thin shell around a core that allows that
core and its environment to be tested independently. The wrapper has three main oper-
ational modes117, 111§ : (i) functional mode, in which the wrapper is transparent and
operates as if not existing, (iipward-facingtest modes, in which test access is provided

to the core itself and (iiiputward facingtest modes, in which test access is provided to the
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circuitry outside the core. The wrapper has a mandatory one-bit input/output pair, wrapper
serial input (WSI) and wrapper serial output (WSO), and optionally one or more multi-bit
input/output pairs, wrapper parallel input (WPI) and wrapper parallel output (WPO). The
wrapper also comprises wrapper boundary register (WBR) to provide controllability and
observability for the core terminals and wrapper bypass register (WBY) to serve as a by-
pass for the test data access mechanism. In addition, the wrapper has wrapper serial control
(WSC) port and an internal wrapper instruction register (WIR), used to control the different
operational modes of the wrapper. We describe these elements in detail as follows:

e Wrapper instruction register (WIR)

The WIR controls the operation of the wrapper. It determines the wrapper operational
mode, the wrapper data register being accessed, and whether serial or parallel test
access is used. It has a dual register implementation, consisting of a shift register and
an equally sized update register. Instructions are scanned into the shift register and
become active only when clocked into an update register.

e Wrapper serial control (WSC)

The WSC facilitates the load of instructions corresponding to different operational
modes into WIR, and also controls the operation of WIR. For example, the WSC
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determines whether WSI and WSO is used to load/unload test instructions or test
data. The WSC consists of the following six signals:

— WRCK Clock signal for WIR, WBY and WBR.

— WRSTNAsynchronous reset signal used to place the wrapper into normal func-
tional mode when asserted.

— SelectWIRControl signal that determines whether WSI and WSO are used for
test instructions or test data.

— CaptureWR, ShiftWR and UpdateWZontrol signals when asserted, a capture,
shift or update operation will be enabled for the selected wrapper register.

e Wrapper boundary register (WBR)

The WBR is composed afrapper boundary register cel(®r simply,wrapper cell3.
Figure3.3 shows simple implementation examples of wrapper input cell (WIC) and
wrapper output cell (WOC). It is important to note that, while the basic functionality
of the wrapper cells is standardized, how to implement them is not defined by IEEE
Std. 1500. This flexibility allows the extension of functionality of wrapper cells.

Test data can be fed through either serially between WSI and WSO or parallelly
between WPI and WPO with a user-defined TAM width. When in the serial test
mode, for core internal testing, the WBR is combined with core-internal scan chains
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(if any) to shift in/out test data. While for inter-core testing, the WBR alone forms
one shift register. When in the optional parallel test mode, multiple wrapper scan
chains (Wrapper SCs) are constructed to reduce test application time for both core
internal and external testing. How to partition and re-order the core-internal scan
chains to get optimized wrapper scan chains, however, is not defined by IEEE Std.
1500.

e Wrapper bypass regist€¥WBY)

The WBY serves as a bypass for the serial test access mechanism between WSI and
WSO, which reduces the test data shifting time when multiple 1500-wrapped cores
are daisychained into one serial TAM. Likewise, when parallel test access is enabled,
a parallel bypass register can be implemented in the wrapper to shorten the test access
to other cores.

3.1.2 Wrapper Instruction Set

The various operational modes of IEEE 1500 wrapper are determined by the WSC signals
and the instructions loaded into the WIR. The IEEE Std. 1500 defined a minimum set

of mandatory wrapper instructions and also some optional instructions, here we mainly
discuss the wrapper instructions with the following modes:

1. Normal Mode The mandatorywBYPAS$struction configures the wrapper to work
in its functional mode. In addition, the serial TAM connects WBY in between WSI
and WSO to shorten test access to other cores.

2. InTest mode wWCORETESTthe main instruction to test the core’s internal logic,
is a flexible instruction that allows any core test to execute. For example, test stim-
uli/response can be fed through WSI-WSO, WPI-WPO, or even BIST inside the core.
Two other core test instructiongCORETESTW&8NdwCORETEST&re defined ad-
ditionally to standardize two types of testing using serial TAM7Y).

3. ExTest modewEXTESTSs a mandatory instruction to be implemented in order to
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test the circuitry (i.e., interconnects and/or UDL) between cores. This serial instruc-
tion avoids the risk of not having enough pins to activate all of the wrappers. Alter-
natively, the optionalvExTESTRnstruction which allows parallel external testing is
needed if the circuitry between cores is complex.

It should be noted that the wrapper instruction set can be extended with user-defined in-
structions, which suit the specific test requirements of the core.

3.1.3 Core Test Language (CTL)

CTL is a language for capturing and expressing test-related information for reusable cores
[83,184]. The system integrator should be able to create a complete SOC test with the help
of CTL, i.e., the core test wrapper can be constructed and the appropriate TAM can be
determined according to the test constraints described in CTL. Once the test infrastructure
is in place, the CTL description can be translated from the core boundary to the SOC

boundary.

CTL is developed on top of IEEE Standard Test Interface Language (®FBIL)[here-
fore, similar to STIL, CTL is both human- and computer-readable. As a result, it not only
can be used for documentation purpose, but also can be used by automatic test integration
tools. In addition, by using macro statements (M statements) in CTL rather than vector
statements (V statements) in STIL, the test patterns in CTL can be reused without modifi-
cation whatsoever because the system integrator can modify the vector application protocol
according to his own requirements.

After introducing IEEE Std. 1500, in the following sections we discuss various SOC
test architecture design and optimization techniques proposed in the literature. These tech-
niques are not suitable for standardization and hence are not covered by IEEE Std. 1500,
due to the fact that the test requirements differ for various technologies and design styles
of distinct SOCs.
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3.2 SOC Test Access

One of the major challenges for core-based SOC testing is to design an efficient TAM to
link the test sources and sinks to the CUI7H. There are a number of solutions for
accessing the embedded cores from chip’s /0 (lA$if (i) direct parallel access via pin
muxing; (ii ) serial access and core isolation through a boundary scan-like architecture (also
called isolation ring access mechanisiij);) functional access through functional busses

or transparency of embedded cores; émgaccess through a combination of core wrappers

and dedicated test busses. In this section, we review the above test access strategies and
compare their advantages and disadvantages from the cost standpoint discussed in Section
2.1.4

3.2.1 Direct Access

The simplest approach to test a core is to multiplex the core terminals to the chip level
pins so that test patterns can be applied and observed diré€€llylhe CUT can be tested

as if it is the chip itself and hence the test sets/program can be reused almost without
modification. It is also unnecessary to isolate the CUT using core test wrapper. While
this approach apparently solves the TAM problem, due to the large number of cores and
high number of core terminals, it introduces a large routing overhead. Furthermore, this
approach does not scale well when the number of core terminals exceeds the number of
SOC pins. In addition, since this approach does not provide access for the shadow logic of
the CUT, it also results in degraded fault coverage.

Bhatia et al. 1] proposed a grid-basedoreTestmethodology that uses a test-point
matrix. Three types of test points were introduced: storage elements, embedded cells and
observation test points. Direct parallel test access is provided through the "soft” netlist to
these test points via the SOC 1/O pins. The basic idea is to place bi-directional test points
at the input and output of the embedded core and matrix accessible storage elements and
observation test points in the UDL to provide sufficient fault coverage. This methodology
allows the test logic and wiring used for testing UDL to be shared for testing cores and
hence it reduces DFT area. However, new library cells for the proposed test points are
required and global routing of the test grid is also necessary. In addition, test point selection
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and test matrix assignment require an additional development effort.

3.2.2 Isolation Ring Access

IEEE 1149.1 test architecture is a widely-used DFT technique to simplify the application
of test patterns for testing interconnects at the board or system [Hvel[serial scan

chain is built around every chip which allows indirect yet full access to all the I/O pins. In
core-based SOC testing, system testability can be obtained in a similar way, by isolating
each core using boundary scan and serially controlling and observing the 1/Os of the core.
This ring access mechanism can be implemented either internally by the core provider or
externally by the system integrator. 1065, Whetsel presented a test access architec-
ture, which utilizes the 1149.1 test access port (TAP) for core-level DFT and a novel TAP
Linking Module for the overall SOC test control.

When compared to the direct access scheme, the isolation ring access has a significant
lower routing overhead and supports testing cores with more ports than chip pins. Another
important advantage lies in the effective core isolation from its surrounding logic, which
not only protects the inputs of the CUT from external interference and the inputs of its
superseding blocks from undesired values (e.g., bus conflicts), but it also facilitates the test
of the surrounding logic by putting the core into the external test mode. However, the main
shortcoming of this technique is the long test application time due to the limited bandwidth
caused by serial scan access. To decrease the hardware cost and performance overhead
(i.e., a multiplexer delay for every path to and from the core) associated with full isola-
tion ring, Touba and Pouyd61] described a method for designing partial isolation rings.
This method avoids adding logic on critical paths, without affecting the fault coverage, by
justifying a part of the test vectors through the surrounding UDL. Latet 3%][ the same
authors proposed to modify the output space of the UDL and completely eliminate the need
for an isolation ring for certain cores. Instead of scanning core test vectors into an isola-
tion ring, the core test vectors are justified by controlling the inputs of the UDL. Despite
avoiding the high number of multiplexers, the main limitation of the solution presented in
[135,161]] lies in its computational complexity. This is because prior to deciding which in-
put/output ring elements need to be inserted or removed, an analysis needs to be performed
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to check whether each test vector can be functionally justified. Therefore, the extensive
usage of ATPG for this analysis reduces the the scalability of this methodology.

3.2.3 Functional Access

Functional access involves justifying and propagating test vectors through the available
mission logic. Making use of the existing functional paths as test paths may significantly
reduce the hardware cost. For a bus-based design, a large number of embedded cores are
connected to the on-chip bus. Harr&¥] described a test strategy employed by ARM that
enables test access through reusing the 32-bits functional bus. Test harness is introduced
to isolate the AMBA-compliant core and communicate with the functional bus during test.

In the test mode, the AMBA test interface controller becomes the AMBA bus master and

is responsible for applying the test stimuli and capturing the test responses. The proposed
approach is best suited for cores that are functionally tested and have a small number of
non-bus I/Os. In addition, only one core is allowed to be tested at a time in this methodol-
ogy, which may lead to long testing time.

Beenker et al. [{, [12] introduced a rather different test strategy, utilizing the module
transparency (e.g., existing functional paths) for test data transfer. Althoughl#ti®
Testwas developed originally to improve test quality by testing "macros” with different
circuit architectures (e.g., logic, memories, PLAs and register files) using different test
strategies, later Marinissen and Lousbdri showed that the approach is also useful for
testing core-based SOCs. The techniques described in Macro Test for introducing trans-
parency, however, are rather ad hoc. Ghosh et 4P] dssumed that every core has a
transparent mode in which data can be propagated from inputs to outputs in a fixed number
of cycles. Their approach is based on the concept of finding functional test paths (F-paths)
[37] through test control/data flow extraction. Although the proposed method successfully
lowered the test area and delay overheads, it requires functional description of each core to
make it transparent, which in most cases is not available or it is hard to extract. In addition,
because test data cannot be pipelined through a core in this method, the potentially large
transparency latency of each core (number of cycles needed to propagate test data from in-
puts to outputs of the core) may incur a relatively large test application time. To address the
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above issues, irfl] the same authors extended their approach by describing a trade-off be-
tween the silicon area consumed by the design-for-transparency hardware and propagation
latency. They suggested that the core providers offer a catalogue of area/latency versions
for their cores, from which the system integrator can select one in order to meet the test
access needs of its neighboring cores. By associating a user-defined cost function with the
transparent test paths in the core connectivity graph, the system integrator is able to select
the version of cores that achieve an optimized test solution at the system level. This ap-
proach, however, requires a large design effort at the core provider side. Another limitation
of [41, 42] stems from the difficulty to handle other popular DFT schemes, such as scan or
BIST, in the SOC.

Solutions from#1, 42] require that all the 1/Os of a core to be simultaneously, though
indirectly, controllable/observable. Ravi et all4f] showed that this complete control-
lability and observability is unnecessary and proposed to provide them on an "as needed
basis”. Their approach allows for complex core transparency modes and is able to transfer
test data to and from the CUT in a more aggressive and effective manner. For example,
if the behavior of a core is such that input data at titp@ndt; combine to generate out-
put data at timey, [142] can achieve the transparency objective without additional DFT
cost, which is unlike41, '42] that have to resort to the use of test multiplexers. This is
achieved through transparency analysis using non-deterministic finite-state automata and
transparency enhancement via symbolic justification and propagation based on a regular
expression framework. Since integrated system synthesis with testability consideration is
able to output a more efficient architecture compared to performing test modifications post-
synthesis, later irli41] Ravi and Jha combined the synthesis flow of MOCSE] jwith
the symbolic testability analysis id4Z] so that testability costs are considered along with
other design parameters during synthesis.

The ability to apply an arbitrary test sequence to core’s inputs and observe its response
sequence from the core’s outputs consecutively at the speed of the system clock is impor-
tant for non-scanned sequential circuits. It also facilitates an increase in the coverage of
non-modeled and performance-related defects. Yoneda and FujiWwé&ilarjtroduced the
concept of consecutive transparency of cores, which guarantees consecutive propagation
of arbitrary test stimuli/responses sequences from the core’s inputs to the core’s outputs
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with a propagation latency. An earlier synthesis-for-transparency approach presented by
Chakrabarty et al 18] had tackled the same problem, i.e., it made cores single-cycle trans-
parent by embedding multiplexers. When compared.8), the area overhead for making
cores consecutively transparent with some latency instead of single-cycle transparent is
generally lower172]. In order to further decrease the hardware cost, the same authors
[173 proposed an integer linear programming (ILP) technique to make soft cores consec-
utively transparent with as few bypass multiplexers as possible. This is achieved by effi-
ciently exploiting the data path description. Later,/1i74], area and time co-optimization
methodology for the TAM design problem was given using an ILP techniquel3d,|
Nourani and Papachristou presented a similar technique to core transparency, in which
cores are equipped with a bypass mode using multiplexers and registers. They modeled
the system as a directed weighted graph, in which the accessibility of the core input and
output ports is solved as a shortest path problem. While this approach eases the problem
of finding paths from the SOC inputs to the CUT, it requires packetization of test data (to
match the bit width of input and output ports), and the help of serialization/de-serialization
bit-matching circuits.

3.2.4 Dedicated Bus-Based Access

Since time-to-market is the overriding goal of core-based design, the ease with which cores
can be designed and tested is crucial. As a result, the increased size of the logic and routing
resources consumed by dedicated test infrastructure is acceptable for large SOC designs.

Aerts and Marinisser] described three basic scan-based test access architectures for
core-based SOCs, as shown in Fig8r4:

e Multiplexing architecture: All cores connect to all the TAM input pins and get
assigned full TAM width. A multiplexer is added to select which core is actually
connected to the TAM output pins, as shown in Fig8ré(a) Only one core can
be accessed at a time, and hence the total test application time is the sum of all the
individual core test application times. Since core external testing needs to access two
or more cores at the same time, it is hard to test circuits and interconnects between
cores using this architecture.
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Figure 3.4:Three Basic Scan-Based SOC Test Architectui@s. ([

e Daisychain architecture: Long TAMs are constructed over all the cores from the

TAM input pins to the TAM output pins. By-passes are introduced to shorten the
access paths to individual cores, as shown in Figud€b)l Cores can be tested
either simultaneously or sequentially in this architecture, however, concurrent testing
increases test power with almost no test application time reduction. Due to the bypass
mechanism, external testing can be done efficiently using this architecture.

Distribution architecture: The total TAM width is distributed to all the cores, and
each core gets assigned its private TAM lines, as shown in F@u4ie) Hence

the total TAM width has to be at least as large as the number of cores. Cores are
tested concurrently in this architecture, and the test application time of the SOC is
the maximum of individual core test application times. In order to minimize the SOC
test time, the width of an individual TAM should be proportional to the amount of
test data that needs to be transported to and from a core connected to the TAM.

Based on the above basic architectures, two more popular test architectures, which sup-

port more flexible test schedules, were proposed. Tds Busarchitecture proposed by

Varma and Bhatiedl6Z] can be seen as a combination of the Multiplexing and Distribution

architectures, as shown in FiguBes(a) A single Test Bus is in essence the same as the

Multiplexing architecture. Multiple Test Buses on an SOC operate independently (as in
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Figure 3.5:Test Bus and TestRail Architectures.

the Distribution architecture) and hence allow for concurrent testing, however, cores con-
nected to the same Test Bus can only be tested sequentially. Cores connect the Test Bus
through a proposed test wrapper calléest collai’ in order to facilitate test access and

test isolation. However, the test collar does not support test width adaptation and external
testing of its surrounding logic. It should be noted that the width of the input and output
test busses can be different in the original Test Bus architect6g}, although most of the

later approaches consider them equal.

Marinissen et al. 113 proposedTlestRailarchitecture, which can be seen as a combi-
nation of the Daisychain and Distribution architectures, depicted in F§j6(®) A single
TestRail is in essence the same as the Daisychain architecture. Multiple TestRails on an
SOC operate independently (as in the Distribution architecture). Cores on each TestRail
can be tested sequentially as well as concurrently. A test wrapper daé8hells pro-
posed to connect each core to the TestRail. TestShell has four mandatory modes: function
mode, IP test mode, interconnect test mode and bypass mode. A core specific test mode
can be introduced, in addition to the four mandatory modes, if required. An advantage of
the TestRail architecture over the Test Bus architecture is that it allows access to multiple
or all wrappers simultaneously, which facilitates core external te<4iglg [

3.2.5 Cost Analysis for Different SOC Test Access Strategies

As discussed in Sectick.1.4 the cost of test(eesy) can be computed &est = Cprep+
Cexect Csilicon + Cquality, WhereCprep, Cexeo Csilicon andCquality are the nonrecurring test
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] Access Strategy

H Cprep ‘ Cexec ‘ Csilicon ‘ Cquality ‘

Direct Access Low Medium | High High
Isolation Ring Access || Medium | High Medium | Medium

Transparency-based Access High Medium Low Low
Bus-based Access Medium | Medium | Medium | Medium

Table 3.1:Test Cost Comparison for Different Access Strategies.

development cost, test execution cost, DFT hardware cost and imperfect test quality cost,
respectively. To reduc€prep in SOC testing, the test architecture must be optimized au-
tomatically in a short time, even for SOCs with a large number of cores. In addition, the
translation of core-level tests to system-level tests should also be easily autoGated.

is mainly dependent on the test access strategy and the amount of added test-related re-
sources. To redud€qyuaiity, System integrator should try to decrease the performance over-
head brought by DFT features and also balance fault coverage with yield loss. In particular,
the system integrator must provide an efficient testing strategy for UDL and interconnects.
To reduceCeyeg System integrators should avoid using high-end ATE and also minimize test
data volume and test application time by efficient test architecture design and optimization
and test scheduling techniques.

A generic comparison of the test cost for different test access strategies is shown in Ta-
ble3.1 Direct access scheme has the advantage of making core test translation unnecessary
(low Cprep), however, it introduces large routing overhead (Hlhcon) and has difficulty
with testing UDL and interconnects (higly,aiity). The main disadvantage of ring access
scheme is its long test application time (hi@ked. Although functional access through
core transparency introduces the least DFT routing/area and performance overhead (low
GCsilicon andCquaiity), it is very difficult to design the system-level test access scheme (high
Cprep)- Modular test architecture using bus-based test access mechanism, being flexible
and scalable, appears to be the most promising and cost-effective, especially for SOCs with
a large number of cores. Its cost-effectiveness stems also from the fact that using design
space exploration frameworks, the system integrator can trade-off different test cost para-
meter (e.9.Cexec@0ainsCsiiicon). FOr bus-based TAMs, an acceptaBlgaiity is guaranteed
by providing test access to all the blocks in the SOC with the help of core test wrappers
and the dedicated test busses. Within a satisfactory test developmentgiay, the main
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source of SOC test cost reduction lies in the reductio@fc andCsjjicon. The two most
important factors irCexecare the volume of ATE test data and the test application time.
Test data volume affects both the number of scan clock cycles and the test data manage-
ment on the ATE. For example, if test data volume exceeds the ATE buffer size, buffer
reload is necessary, which takes longer than test application and hence it dramatically in-
creases the overall testing time. In addition, the test application time also depends on the
test data bandwidth (the product of number of ATE channels and transfer rate), and more
importantly, the TAM distribution to cores and the test schedule. Therefore, the reduction
in CexecCan be achieved through efficient test architecture optimization and test scheduling
techniques, which also affect the routing cost and the amount of DFT hardware, and hence
Csilicon-

Most of the relevant research on SOC testing has been focused on dedicated test bus
access (due to its modularity, scalability and flexibility in trading-off different cost factors)
and it was concentrated in two main directions:

e Test Scheduling and Test Architecture Optimizat®iven the number of TAM lines
or test pins, efficient test architectures and test schedules are determined in a short
development time, under constraints such as test power and physical layout. Numer-
ous algorithms have been proposed on this topic and they are surveyed in Section
3.3

e Test Resource PartitioningBy moving some test resources from ATE to the SOC,
both the volume of test data that needs to be stored in the ATE buffers and the SOC
testing time can be reduced. Since this technique is out of the focus of this disserta-
tion, we just briefly overview the relevant work in this direction in SecBoh

3.3 Test Scheduling and Test Architecture Optimization

The optimization of modular test architectures (e.g., Test Bus and TestRail) and test schedul-
ing have been subject to extensive research. For an SOC with specified parameters for its
cores, a test architecture and a test schedule are designed to minimize the test cost, which
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must account for test application time and the amount of DFT on-chip resources (both logic
and routing).

Various constraints need to be considered during test scheduling, which is the process
that determines the start and end test times for all the cores. For example, testing more
cores in parallel usually can decrease TAT, however it will also increase the test power,
which may lead to destructive testirtiq7]. In addition,concurrency constraintay exist
due to sharing of test resources (e.g., a wrapped core cannot be tested at the same time
with its surrounding unwrapped UDL because both of them use the wrapper boundary cells
during test). Furthermore, in certain cases a user-defined partial ordering prattedence
constraintsis helpful in test scheduling. For instance, the core tests which are more likely
to fail can be scheduled in front of the core tests that are less likely to fail. This helps
to reduce the average test application time when "abort-at-first-fail” strategy is 8&ed [
Because test architecture optimization and test scheduling are strongly interrelated, next we
formulate the integrated test architecture optimization and test scheduling pra®igg (
as follows:

Problem P45 Given the number of available test piNg for the SOC, the peak test
power constrainPpeqi the user-defined precedence constrdiptc, the test set parameters
for each core, including the number of input termirig)she number of output terminadg,
the number of test patterns, the number of scan chaisg and for each scan chakithe
length of itl « (for cores with fixed-length internal scan chains) or the total number of scan
flip-flops fc (for cores with flexible-length internal scan chains), determine the wrapper
design for each core, the TAM resources assigned to each core and a test schedule for the
entire SOC such thati) the sum of the TAM width used at any time and the test control
pin count does not exceed,; (ii) Power, concurrency and precedence constraints are met;
and (iii ) the SOC test coshest=0 - T + (1 —a) - Ais minimized, in whichT is the SOC
testing time A is the DFT cost of the test architecture ants a parameter specified by the
system integrator in optimization.

ProblemPa0s is strong NP-hard. This is because, wites: 1 and there are no power,
concurrency and precedence constraints, probBlggais reduced to probledypawin [73],
which was proven to be NP-hard. Because of its complexity, only a p&t&fwas ad-
dressed in individual prior works. We start by reviewing various test scheduling techniques
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Figure 3.6:Test Scheduling Technique Categorization.

with fixed DFT hardware, then we continue with wrapper design methods and we conclude
with the integrated wrapper/TAM co-optimization and test scheduling approaches.

3.3.1 Test Scheduling

Test scheduling is the process that allocates test resources (i.e., TAM lines) to cores at
different time in order to minimize the overall test application time, while at the same time
satisfying the given constraints. As shown in Fig8r€, test scheduling techniques can be
divided into 35,100:

e Session-based testing.
e Sessionless testing with run to completion.
e Preemptive testing, in which a core’s test can be interrupted and resumed later.

Early session-based test scheduling techniques suck5ad 77 result in long test
application time. This is because the division of the schedule into test sessions leads to
large idle times, as shown in FiguB6(a) Hence, most of the proposed approaches for
SOC testing fall into the other two sessionless test schemes. Preemptive testing@e.g., [
105]) can decrease test application time. It is useful in particular in constraint-driven test
scheduling where there is more idle blocks in the schedule (due to additional constraints)
and an entire core test is frequently not able to fit in these idle blocks. It should be noted,
however, not all core test (e.g., memory BIST) can be preempted. In addition, the system
integrator must consider the added overhead caused by the use of test preemption, i.e., the
extra control and time to stop and resume the preemptive core tests.
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Several techniques for SOC test scheduling, independent of TAM optimization, have
been proposed in the literature. Sugihara etHb€] addressed the problem of selecting a
test set for each core from a set of test sets provided by the core vendors, and then schedule
the test sets in order to minimize the test application time. The problem was formulated as a
combinatorial optimization problem and solved using a heuristic method. Itis assumed that
each core has its own BIST logic and external test can only be carried out for one core at
a time. Chakrabartyll5] generalized the problem and assumed the existence of a test bus.
He formulated the problem as an m-processor open shop scheduling problem and solved it
using a mixed-linear integer programming (MILP) technique. Marinis4ég][addressed
test scheduling problem from the test protocol expansion point of view. A test protocol is
defined at the terminals of a core and describes the necessary and sufficient conditions to
test the core. He modeled the test scheduling problem as a No-Wait Job Shop scheduling
problem and solved it using a heuristic.

Power-constrained test scheduling is essential in order to avoid destructive testing. Zo-
rian [177] presented a power-constrained BIST scheduling process by introducing a distrib-
uted BIST controller. In25], Chou et al. proposed a method based on approximate vertex
cover of a resource-constrained test compatibility graph. Muresan el 24] hodeled
the power-constrained scheduling problem as job scheduling problem under the constraint
some jobs must be executed exclusively. Then left-edge algorithm, list scheduling and
force-directed scheduling are proposed to solve the problem. Larsson andlBértgéd
to reorganize scan chains to trade-off scan time against power consumption. Ravikumar et
al. [144] proposed a polynomial-time algorithm for finding an optimum power-constrained
schedule which minimizes the test time. Laterid§, the authors considered SOCs com-
posed of soft and/or firm cores, and presented an algorithm for simultaneous core selection
and test scheduling. In both papers, they assumed that BIST is the only methodology for
testing individual cores. Zhao and Upadhye¥@d] considered the test resources (e.g., test
buses and BIST engines) as queues and the core tests to be scheduled as the job entering
corresponding queue. The power-constrained test scheduling problem was then formulated
as the single-pair shortest path problem by representing vertices as core tests, directed
edges between vertices as a segment of a schedule sequence, and the edge weight as the
core testing time at the end of the segment. An efficient heuristic was proposed to solve
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this problem.

3.3.2 Wrapper Design and Optimization

It is important to note that IEEE Std. 1500 standardizes only the wrapper interface, as
shown in Figure3.2. Therefore the internal structure of the wrapper can be adapted to the
specific SOC test requirements.

Core wrapper design mainly involves the construction of wrapper SCs . A wrapper SC
usually comprises a number of wrapper boundary cells and/or core internal scan chains.
The number of wrapper SCs is equal in number to the TAM width. Since the test application
time of a core is dependent on the maximum wrapper SC length, the main objective in
wrapper optimization is to build balanced wrapper SCs. For soft cores or firm cores, in
which the internal scan chain design is not decided yet or can still be changed, balanced
wrapper SCs are guaranteed to be constructed (lock-up latches may need to be inserted
when wrapper SCs contain memory elements from multiple clock domains). For hard
cores, in which the implementation of the internal scan chains is fixed, wrapper SCs are
constructed by concatenating the set of core internal scan chains and wrapper boundary
cells.

Marinissen et al.114 first addressed the wrapper optimization problem of designing
balanced wrapper SCs for hard cores. Two polynomial-time heuristics were proposed. The
LPT (Largest Processing Time) heuristic, originally used for Multi-Processor Scheduling
problem, was adapted to solve the wrapper optimization problem in a very short computa-
tional time. Since the number of internal scan chains and core I/Os are typically small, the
computational complexity of LPT heuristic is quite small. The authors proposed another
COMBINE heuristic which obtained better results by using LPT as a starting solution, fol-
lowed by a linear search over the wrapper SC length with the First Fit Decrease heuristic.
lyengar et al. T3] proposed th&esignwrapperalgorithm based on the Best Fit Decreas-
ing heuristic for Bin Packing problem, which tries to minimize core test application time
and required TAM width at the same time. They also showed an important feature of wrap-
per optimization for hard cores, i.e., the test application time varies with TAM width as
a "staircase” function. According to this feature, only a few TAM widths between 1 and
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Whax the maximum number of TAM width, are relevant when assigning TAM resources to
hard cores and these discrete widths are cdidto-optimalpoints.

Koranne P2, 95] described a design of reconfigurable core wrapper which allows a
dynamic change in the TAM width while executing the core test. This is achieved by
placing extra multiplexers at the input and output of each reconfigurable scan chain. He
also presented a procedure for the automatic derivation of these multiplexers using a graph
representation of core wrappers. Instead of connecting the outputs of each scan chain
to multiplexers, Larsson and PerntQE] presented a reconfigurable power-conscious core
wrapper by connecting the inputs of each scan chain to multiplexers. This approach com-
bines the reconfigurable wrapp®?2[/95] with the scan chain clock gatind 2§ concepts.

The reconfigurable core wrapper is useful for cores with multiple tests, where each of the
tests has different TAM width requirements. For example, a core might have three tests: a
BIST test for internal memory, a scan test for stuck-at faults, and a functional test for some
un-modeled detects. The scan test needs a higher test bandwidth than the BIST test, while
the requirement of the functional test is in the middle.

In [16F, Vermaak and Kerkhoff presented a 1500-compatible wrapper design for delay
fault testing, based on the digital oscillation test method. To be able to use this method,
they introduced extra multiplexers and a cell address register to each wrapper cell. This
approach for delay testing is only suitable for combinational cores, because only paths
between the core’s inputs and outputs are testet¥4}) Goel described a wrapper archi-
tecture for hierarchical cores, which allows for parallel testing of the parent and child cores,
at the cost of an expensive wrapper cell design.

Since wrapper design, TAM optimization and test scheduling all have direct impacts
on the SOC test cost, they should be considered in conjunction to achieve the best result.
Consequently, the next section will review the state-of-the-art techniques for the integrated
problem.

3.3.3 Integrated Wrapper/TAM Co-Optimization and Test Schedul-
ing

The bus-based TAM architecture can be categorized into two tyiggs [
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Figure 3.7.TAM Bus Categorization.

e Fixed-width Test Bus architectyna which the total TAM width is partitioned among
several test buses with fixed-width, as shown in FigBuga) It operates at the
granularity of TAM buses and each core in the SOC is assigned to exactly one of
them.

e Flexible-width Test Bus architecturen which TAM lines are allowed to fork and
merge instead of just partitioning, as shown in FigBr&Db) It operates at the gran-
ularity of TAM lines and each core in the SOC can get assigned any TAM width as
needed.

A number of approaches have been proposed for optimizing both architectures. lyengar
et al. [78] advocated flexible-width architecture to be more effective because it improves
the TAM wire utilization. They argued that cores are frequently not assigned with a Pareto-
optimal TAM width for fixed-width architecture, which wastes part of the test resources.
Another reason is that, test scheduling is usually more tightly integrated with TAM design
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in flexible-width architecture design, while in fixed-width architecture design it is often
performed after TAM design by shifting tests back and forth to satisfy the given constraints.
However, due to the complexity of the SOC test problem it cannot be generalized that
the test cost of the flexible-width architecture is lower than the cost of the fixed-width
architecture. This is because of the following reasons. Firstly, the Pareto-optimal TAM
width only exists in hard cores for which internal scan chain design is fixed. For soft or
firm cores, there is no waste of test resources when assigning them to any fixed-width TAM
bus. Secondly, because of the strong NP-hard attributg,gf the size of the solution
space for this problem is enormous, even with the fixed-width TAM constraint. Hence,
the effectiveness of an approach is to a large extent dependent on the effectiveness of the
search algorithm embedded in the approach instead of the architecture. Thirdly, and most
importantly, because cores on the same TAM bus can share the same scan enable signal
in fixed-width architecture, the test control pin requirement is usually lower for the fixed-
width architecture than for the flexible-width architecture. These test control pins will
reduce the available TAM width for test data transk3][ which will impact significantly

the SOCs with a large number of cores.

Fixed-width Test Bus architecture Optimization

The main optimization techniques for fixed-width Test Bus architecture include integer
linear programming (ILP), graph-based heuristics, and merge-and-distribution heuristics.
lyengar et al. T3] first formulated the integrated wrapper/TAM co-optimization prob-
lem and broke it down into a progression of four incremental problems in order of increas-
ing complexity. For the fixed-width architecture, core assignment to a TAM bus can be
represented as a binary value, and the width of each TAM patrtition is an integer value
between 1 antVmayx, WhereWaxis the maximum TAM width. They can be treated as vari-
ables in an ILP model. The main drawback of the ILP method is that the computation time
increases exponentially because of the intractability of the problem and hence the method
is not suitable for SOCs with a large number of cores and/or TAM partitions. To decrease
the CPU running time, the same authors proposed to combine efficient heuristics and ILP
methodsT4]. By pruning the solution space the computation time is significantly reduced.
However, the proposed approach returned in longer test application time than ILP in most
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cases. In154], Sehgal et al. presented another optimization method based on Lagrange
multipliers and achieved better results.

Instead of optimizing the finish time of the last core test, Korarg# proposed to
optimize the average completion time of all the TAM partitions. Then he reduced this
revised problem to the minimum weight perfect bipartite graph matching problem (not NP-
hard) and proposed a polynomial time method to solve it. He also considered the TAM
partitioning problem within the search space of his method, by projecting the ratio of the
bitwidth® requirement for each core to the total bitwidth of the SOC (i.e., the sum of all
cores’ bitwidths). However, this projection method introduces the restriction that the over-
all TAM width of the SOC must exceed the total number of cores. By modeling the test
sources/sinks as sources/sinks in a network, TAMs as channels with capacity proportional
to their width, and each core under test as a node in the network, Kor@gjrfejmulated
the test scheduling problem as a network transportation problem. The overall test applica-
tion time of the SOC is thought of as the time taken to transport the test data between cores
and the test source/sink, assuming the capture time is negligible as compared to the scan
shifting time. A 2-approximation algorithm was proposed to solve this problem by using
the results of single source unsplittable flow problem.

While the above approaches concentrate on Test Bus architecture, Goel and Marinis-
sen B7] addressed the same problem for fixed-width TestRail architecture with the con-
straint that the total TAM width must exceed the number of embedded cores inside the
SOC. This constraint is removed idd] and a new efficient heuristi€ R— Architect is
presented, which works for both cores having fixed-length and cores having flexible-length
scan chains. Next, the same authors exterided Architectin [48] to support both Test
Bus and TestRail architectures. They also presented the lower bounds of SOC test appli-
cation time in this work. Sinc& R— Architectis adapted to solve the problems presented
in Chapters 6 and Chapter 7, we briefly discuss its main idea here, for the sake of self-
containment, please refer 4§, 51] for more details and terminology. R— Architecthas
four main steps. The basic idea is to divide the total TAM width over multiple cores based
on their test data volume. The algorithm first creates an initial test architecture by assigning

hitwidth is the minimum TAM width value beyond which there is no decrease in the test time for a given
core.
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value 1 to each core’s TAM width. Since the overall test application time of the RQC
equals théottleneckTAM with the longest test application time, in the second and the third
steps, the algorithm iteratively optimiz&s,cthrough merging TAMs and distributing freed
TAM resources. Either twoon-bottleneck/AMs are merged with less TAM width to re-
lease freed TAM resources to the bottleneck TAM, or the bottleneck TAMs is merged with
another TAM to decreaskc In the last step the algorithm tries to further minimizg. by
placing one of the cores assigned to the bottleneck TAM to another TANCInGoel and
Marinissen extended thelrR— Architetalgorithm to minimize both testing time and wire
length. For a given TAM division, based on a proposed simple yet effective wire length cost
model, they described a heuristic to determine the ordering of the cores on each TAM bus
so that the overall TAM wire length is minimized. By including the wire length cost into
the optimization procedure @fR— Architect, a test architecture that can co-optimize time
and routing overhead was obtained. Latei4€]]the same authors discussed the influence

of test control on test architecture optimization. Given the more practical test pin constraint
Np instead of total TAM width constraiinay the TR— Architectis extended again to a
control pin-constrained version. Finally, Krundel et 289 described a Test Architec-

ture Specification language, in which the user can express various test constraints. They
then modifiedl R— Architectto incorporate the ability to satisfy these user constraints, by
providing them as inputs to the tool.

Flexible-width Test Bus architecture Optimization

For flexible-width Test Bus architectures, several core test representations and their corre-
sponding optimization techniques are summarized next.

Huang et al. 2] mapped the TAM architecture design to the well-known two-dimensional
bin packing problem. Each core was modeled as a rectangle, in which its height corre-
sponds to the test application time, its width corresponds to the TAM width assigned to
the core, and its weight corresponds to the power consumption during test. The objective
is to pack these rectangles into a bin of fixed width (SOC pins), such that the bin height
(total test application time) is minimized, while not exceeding the power constraint. A
heuristic method based on the Best Fit algorithm was then proposed to solve the problem.
Later in [6]], the authors described a new heuristic which gives better results. Another
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advantage of this method is that, it supports multiple tests for each core. lyengar et al.
[76] described another heuristfiAM_ScheduleOptimizerfor the rectangle packing prob-

lem without considering power constraints. Since this algorithm is adapted to solve the
problems presented in Chapters 5 and Chapter 6, we briefly discuss its main idea here,
for the sake of self-containment, please refera6 [78] for more details and terminology.
TAM_ScheduleO ptimizerfirst finds out the pareto-optimal TAM widths for all cores with
fixed-length scan chains. Next, aréferred TAM width for each core is identified from
these pareto-optimal TAM widths, such that the core’s TAT is within a small percentage
of its testing time at a maximum allowable TAM width. The test for each core is then
scheduled using the preferred width, as long as there are enough TAM lines available. If
the number of available TAM lines is insufficient to schedule any new tests, the resulting
idle time is filled using several heuristics that insert tests to minimize the idle time. When-
ever a currently-running test completes, the number of available TAM lines is incremented,
and the algorithm repeats the scheduling process for the remaining tests. By taking pareto-
optimal TAM width into account] AM_ScheduleO ptimizeris shown to be more effective

than the algorithm presented 62]. Next in [75], lyengar et al. extended their algorithm

to incorporate precedence and power constraints, while allowing a group of tests to be pre-
emptable. They also discussed the relationship between TAM width and tester data volume
in this work, so that the system integrator can identify an effective total TAM width for the
SOC. Later in[79], the same authors considered to minimize the ATE buffer reloads and
multi-site testing, again by extending their rectangle packing algorithm. Since idle time on
a TAM wire between useful bits appears as idle bits on the corresponding ATE channel,
they tried to move these idle time to the end of the TAM as suggested alS@)jrsp that

these bits do not need to be stored in the ATE. Although the test application time might
be increased for a single chip, the total test data volume is reduced and hence the average
testing time can be decreased when multi-site testing is employeti81j Zou et al. used
sequence pair® represent the placement of the rectangles, borrowed from the place-and-
route literature123. They then employed the simulated annealing optimization technique
to find a satisfactory test schedule by altering an initial sequence pair and rectangle trans-
formation. Their approach is shown to be more effective in terms of test application time
than earlier methods, however, constraint-driven scheduling was not considered.
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To include the peak power constraint into their optimization procedure, Huang et al.
[65] proposed to model the core as a 3-D cube, where the TAM width, peak power and
core testing time represent the three dimensions. They then formulated the integrated
wrapper/TAM co-optimization and test scheduling problem under power constraints as a
restricted 3-D bin-packing problem and proposed a heuristic to solve it. Following this
idea, when additional constraints exist, the problem formulation can be extended as a bin-
packing problem with appropriate number of dimensions.

Koranne and lyengai9l/] proposed g-admissible representation of SOC test sched-
ules based on the use of k-tuples. Compared with rectangle and 3-D cube representations,
p-admissible representation has the benefits to be readily amenable to several optimiza-
tion techniques, such as tabu-search, simulated annealing, two-exchange, and genetic algo-
rithms. A greedy random search algorithm was presented to find an optimal test schedule.

By utilizing the reconfigurable wrapper concep®2,[95], Koranne modeled the core
test schedule as a malleable job rather than a stati®©glb A new polynomial time algo-
rithm was then presented using a combination of a network flow algor@3hahd a mal-
leable job scheduling algorithm. 1401, 105, Larsson et al. showed the test scheduling
problem is equivalent to independent job scheduling on identical machines, when reconfig-
urable wrapper and preemptive scheduling are used. Consequently, a linear time heuristic,
which is able to produce a close-to lower bound solution, was proposed.

In [10g, Larsson and Peng presented an integrated test framework by analyzing test
scheduling under power and test resource constraints along with TAM design. They for-
mulated the test architecture optimization problem as a set of equations and proposed a
polynomial-time algorithm to solve them. Later ibd€], a simulated annealing algorithm
was proposed to reduce the CPU run time for large SOCs. The authors are one of the first
researchers who considered almost all aspects of core-based SOC testing in an unified ap-
proach. However, the problem is over simplified by the assumption of linear dependence
of testing time and power on scan chain subdivision.

Zhao and Upadhyayd V5 addressed the power-constrained test scheduling problem
based on a graph-theoretic formulation. They constructed the power-constrained concur-
rent core tests and use the test compatibility information to settle the preferred TAM width
for the tests. Dynamic test partitioning techniques are proposed to dynamically assign
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the TAM width and reduce the explicit idle time. 1435, Su and Wu proposed another
graph-based approach to solve the same problem. First the test compatibility graph (TCG)
is built based on given test resource conflicts. TCG is a complete graph if no predeter-
mined test resource conflicts exist. The authors proved that the problem can be reduced
to finding a partial grapie of the TCG that satisfies: (13 is an interval graph, (2) each
maximum clique ofG satisfies the power constraint, and (3) the overall test application
time is minimized. To reduce the computation time of searching the solution space, a tabu
search based heuristic is used for rapid exploration.6Hj), [instead of optimizing test
schedule, Huang et al. proposed to use the test scheduling information as a constraint to
optimize the total number of SOC test pins. The authors formulated this constraint-driven
pin mapping problem as a chromatic number problem in graph theory and as a dependency
matrix partitioning problem used in pseudo-exhaustive testing. A heuristic algorithm based
on cligue partitioning was proposed to solve the NP-hard problem. Larsson and Fujiwara
[107] presented a test resource partitioning and optimization technique that produces a test
resource specification, which can serve as an input to the test automation tool. The routing
overhead was considered in the cost model, by using a single point to represent each core,
and calculating the length of a TAM wire with a Manhattan distance function. The authors
proposed a technique for the iterative improvement of a test specification by using Gantt
charts. When the SOC contains a large number of cores and test resources, however, the
search for an optimal solution will become computationally expensive.

3.4 SOC Test Resource Partitioning

As discussed in Sectic®.1.3 BIST generates test stimuli and compares test responses
on-chip. Itis an alternative approach to ATE-based external testing, however, due to lim-
ited fault coverage of pseudo-random techniques, the use of external test resources is still
required. This leads to the new test resource partitioning approe2Ztiesvhere on-chip
embedded test resources interact with the external test equipment. Although the original
work described in this dissertation does not rely on test data compression, the following
summary of the main directions in the area is presented in order to provide a self-contained
overview of low cost system-on-a-chip testing. Besides, combining the methods described
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Figure 3.8:Conceptual Infrastructure for SOC Testing with Test Data Compression.

in this thesis with test data compression is an interesting topic for future work, as pointed
out in the final chapter.

Full scan is the mainstream DFT technique employed by most of the chip designers and
embedded core providers. For full-scanned embedded cores, the test cubes generated by
ATPG tools feature a large number of unspecified ("don’t-care” or X) bits which can be
assigned arbitrary values, even after static and/or dynamic compaction. Various test data
compression (TDC) techniques significantly reduce the test data volume stored in ATE by
exploiting these don't care bits. TDC mainly involves two parts: test stimuli compression
and test response compaction. A conceptual architecture is illustrated in Biguia
which the decoder is used to decompress the compressed test vectors sent from ATE and
the compactor is used to compress the test responses. It should be noted that TDC only
reduces the test data volume that needs to be transferred between ATE and the chip. It
does not reduce the number of test patterns applied to the chip, which is different with
traditional test set compaction techniquékdnd has the advantage of being able to detect
un-modeled defects.

3.4.1 Test Stimuli Compression

LFSR-reseedingwas first proposed by Koenemann B0]. Instead of storing the fully
specified test patterns on ATE, he proposed to store the LFSR seeds, whose size is only
slightly higher than the number of the maximum care bits in the test cubes. As a follow up
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to this work, many approache§, [31,91, /13§ were proposed to improve the encoding ef-
ficiency and/or reduce the possibility of a phenomenon called "test pattern lockout” caused
by the linear dependencies in the LFSR sequences. The above techniques are embedded in
the ATPG flow or exploit the core’s structural information which may not be suitable for
the IP-protected core-based design flow.

An effective TDC approach suitable for SOC testing is based on data compression using
coding techniques, which exploit the following features.

e The "don’t care” bits in test cubes can be filled with arbitrary values to form long run
of O'sor 1’s.

e There is a lot of similarity between test vectors because of the structural relationship
among faults in the circuit. By carefully ordering the test sets, successive test vectors
will differ in only a small number of bits. Then, the information about how the
vectors differ, instead of the original vectors, can be encoded to reduce test data
volume.

These techniques compress test data without requiring the structural information from the
core provider (which is necessary for integrated compression, ATPG and fault simulation)
and therefore they fit well in the core-based design flow.

To achieve compressed SOC test set, in statistical coding-based TDC techniques, data
is first decomposed into either fixed-length or variable-length blocks and a code word, also
of either fixed or variable length, is assigned to each block. The basic idea is to assign
frequent blocks to a comparably smaller code word. Various coding techn2@d$[52,

81,159 have been proposed in the literature. Several dictionary-based TDC techniques
[89, 10§ 16€] have also been presented recently. While the statistical coding schemes
use a statistical model of the test data and encode blocks according to their frequencies of
occurrence, dictionary-based methods select strings of the blocks to establish a dictionary,
and then encode them into equal-size tokdd€]l When selecting TDC strategies, system
integrators need to trade-off the size of the decompression logic, test data compression ratio
and test power consumption.
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3.4.2 Test Response Compaction

Test response compaction is the process that reduces the volume of test responses sent from
the CUT to the ATE. Unlike the lossless compression techniques used for test stimuli, test
response compaction techniques are typically lossy, i.e., some faults that can be detected by
the original test response may be masked by the compactor. This phenomenon is referred
to asaliasing An additional problem lies in the fact that many designs produce unknown
states (also called X states) in test responses. Sources of these unknown states include bus
contention, interactions between multiple clock domains or uninitialized memory elements.
Although inserting test points helps to eliminate unknown states in test responses, this
intrusive DFT technique is not preferable for core-based design. Further, the test response
compactor should have also support for reliable diagnosis, in addition to very low aliasing
and the ability to handle responses with unknown states.

Based on their structures, test response compactors can be categorized into three types
[139: infinite memory compactors (also called time compactors or sequential compactors),
memoryless compactors (also called space compactors or combinational compactors) and
finite memory compactors. Infinite memory compactors, such as MISRs or cellular au-
tomata, have been widely used in BIST environmefh}sBy inserting an MISR between
the scan chain outputs and bi-directional scan pins, Barnhart &] grdsented a method
to compact scan data during the scan-out operation. A characteristic feature of the above
compactor is the infinite impulse response property, which allows the compaction ratios
to be a huge number frort0® to 108 with a very small aliasing possibility. If the test re-
sponses contain unknown states, these unknown states will need to be masked to avoid the
corruption of the response sighature. Memoryless compactors are combinational circuits.
They compact a large number of scan outpuaisto a much smaller numbek, through
a compaction circuitry (usually XOR networks). Various linear and nonlinear compactors
[122, 1133 have been proposed in the literature. Memoryless compactors can handle un-
known states in test responses without circuit modification. However, the compaction ratio
is much smaller when compared with the infinite memory compactors. Finite memory
compactors contain memory elements, however they have a finite impulse response. In
[139, Rajski et al. first introduced this type of compactor: the convolutional compactor.
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The finite memory compactors can achieve compression ratios in between that of memo-
ryless and infinite memory compactors. They also can handle unknown states and support
diagnosis, at the cost of a slightly higher DFT area.

3.5 Concluding Remarks

This chapter introduces the IEEE Std. 1500 and surveys prior work in the SOC test architec-
ture design and optimization field. Although effective today, with the growing complexity

of SOC designs and the aggressive shrinking feature size of semiconductor technologies,
new methodologies are still required to be developed to address the emerging challenges.
For example, care must be taken to avoid test data corruption for embedded cores contain-
ing multiple clock domains. This problem has not been taken into account in the IEEE
Std. 1500 and prior research effort. Therefore, in the next chapter, we show how at-speed
test application can be achieved without test hazards by embedding custom logic in a novel
multi-frequency core wrapper.
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Chapter 4

Wrapper Design for Multi-Frequency IP
Cores

This chapter addresses the testability problems raised by IP cores with multiple clock do-
mains. The key factor of the proposed solution is a novel core wrapper architecture used
to synchronize the external tester channels with the core’s internal scan chains in the shift
mode, and provide at-speed test control in the capture mode. Sédiges preliminaries

for the research work presented in this chapter, outlines the motivation behind it and sum-
marizes its contributions. The detailed multi-frequency wrapper architecture is presented in
Sectiord.2. Next in Sectio.3, we discuss how to optimize the proposed wrapper in terms

of testing time under power constraints, using integer linear programming (ILP) model and
fast heuristics. Experiments on a hypothetical yet representative multi-frequency core are
conducted in SectioA.4. Finally, Sectiord.5 concludes this chapter.

4.1 Preliminaries and Summary of Contributions

With the ever increasing design complexity, many embedded cores operate internally us-
ing multiple frequencies. For instance, in a video processing SOC debsidh pll the
embedded cores have at least three clock domains and one of them has 12 clock domains
inside.
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Figure 4.1:An Example Multi-Frequency SOC.

To illustrate a multiple-frequency core-based SOC, Figudeshows a simple hypo-
thetical design that comprises three cores with three different physical clocks. In addition,
Core 2 consists of modules (M1,M2,M3) operating at different frequencies (f1,f2,f3). A
physical clockis a chip-level clock, e.g., it can come from an external oscillator or an on-
chip phase-locked loop (PLL). All the internal clocks generated from the same physical
clock are considered to be a part of the same physical clock domain. The multi-frequency
modules communicate with each other through asynchronous handshake signals, synchro-
nization logic or FIFO memory block®V]. Although multi-frequency embedded cores
present advantages, such as reduced power consumption and silicon area, because of the
clock skew and synchronization problems they require special attention during test, as dis-
cussed in SectioB.2.

A few hardware approaches based on BIST have been proposed to address at-speed
multi-frequency testing problem. The solution presentedlRe] used a dedicated clock
generator to shift the multi-frequency scan chains at their corresponding clock frequencies.
To avoid clock skew during capture, retiming latches or dedicated two-phase/two-edge
clocking schemes were used between different clock domainsl2H) fhe test data was
shifted in/out at-speed by reusing the existing clock tree on chip and a progransoable
modesignal unit was used to control the capture of the circuit responses. The solutions
proposed in11,59] employ a rather different approach that separates the clocking for scan
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and capture in two phases, by multiplexing the clock signals for each phase. The main
difference between these two approaches lies in the design oaftere windowIn [11],

in the capture mode, all the rated clocks are applied iteratively in a number of intervals equal
to the number of clock domains. In each iteration the selected clock signal will propagate
to a scan chain only if its value is lower than the rated clock of the respective scan chain. In
[59], a more flexible capture window was used, which consists of captures in different clock
domains and some shift operations to create inter-domain at-speed capture. The functional
clock of each of the domains is used to obtain a shift followed by a capture. In addition, the
shift operation for all the scan chains can work at any of the on-chip frequencies. Four types
of elements, composed of a scan flip-flop and an extra latch or flip-flop, are introduced in
between transition-hazard clock domaiis[15(. The extra latch or flip-flop is controlled

by an external test signal and hence a two-phase clocking scheme is applied in the test
mode. The technique can be effectively applied in low frequency scan test. However, since
the relation between the two clocks is dependent on the maximum clock skew and the
longest propagation delay, it is difficult to ensure a non-overlapping clocking scheme for
at-speed test.

Despite the fact that BIST is the primary solution for at-speed multi-frequency testing,
there are a number of issues which arise in the SOC paradigm from the core provider and
system integrator inter-operability perspective. There are four main cases: the system inte-
grator will receive ail BIST-ed core, ai() BIST-ready core, aii{) scan-testable core, or
a (iv) functional-testable core. With the exception of the BIST-ed multi-frequency cores,
in order to deliver test patterns (usitmyv-speed testeydo the IP-protected cores and to
perform rapid at-speed test (usihigh-speed on-chip generated clogksthout exceeding
their power ratings, the system integrator is constrained to design a multi-frequency core
wrapper (MFCW). Unlike the existing approaches which assume that designs/cores can be
BIST-ed for multi-frequency test, i.e., the structural netlist can be modified with extra hard-
ware to guarantee valid multi-frequency capture, our approach is suitable for IP-protected
cores where the SOC integrator is in charge of developing the core test strategy.

The system integrator can use test wrapper design to tackle the multi-frequency test

1if there are no data transfers between two clock domains or data transfers between two clock domains are
safe during capture, then they are caltehsition-free Otherwise, they are callgdansition-hazardclock
domains.
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problem, however the existing single-frequency core wrapper (SFCW) designs{g,g., [
92,1105 113 114)) are not directly adaptable to at-speed multi-frequency testing. This is
because, as discussedar?, if memory elements from different clock domains, such as
core’s internal latches/flip-flops and wrapper boundary registers, are captured at the same
time, then clock skew may occur and corrupt test data. While in the functional mode, sig-
nals crossing different clock domains are made skew-tolerant through special handshake
hardware (e.qg., brute-force synchronizers or FIFOSs) or protocols, avoiding clock skew dur-
ing test is a major challenge. Although by grouping the flip-flops triggered by the same
clock together and adding lock-up latches in between different clock domains, clock skew
problem during shift can be solved (for mux-based scan approach), clock skew during at-
speed capture still might occur and corrupt the test responses. Therefore, careful attention
must be paid to the design of the capture window and a special support must be provided
within the core wrapper architecture in order to guarantee that IP protection of embedded
cores is not violated. In addition to the capture window design, the frequency at which the
test data is fed to the core wrapper scan chains is of great importance, since it determines
the trade-off between test application time and test power dissipation. On the one hand,
if no attention is paid to the multi-frequency core wrapper design and the test data is fed
into scan chains at high shift frequency then the outcome of the testing process may lead
to the permanent damage of the SOC due to the excessive test power. On the other hand,
if the test data is fed into the scan chains at low shift frequency then large test application
time may be required, thus leading to an increased test execution cost. New features for
scaling the shift frequency should be provideithin the core wrapper architectura or-

der to efficiently utilize the available tester bandwidth while meeting the constraints on the
maximum internal shift frequency that guarantees low testing time within the given power
ratings.

In this chapter, we present how to solve the above emerging testing problem for the
non-BISTed IP-protected multi-frequency embedded cores (i.e., determining reliable and
cost-efficient shift frequencies and designing at-speed multi-frequency capture windows
without any structural modifications to the core). The two main contributions of this chap-
ter, detailed in Sectioré.2and4.3 are as follows:

e We propose a novel wrapper architecture for embedded cores containing multiple
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clock domains. The proposed MFCW architecture, using limited hardware overhead,
can trade-off the number of ATE channels, scan time and test power and, at the same
time, it implements a capture window for at-speed stuck-at fault testing that can
efficiently work with cores for which ATPG techniques describedd@, [L1(] have

been applied. It is also important to note that, since clock skew problem during
capture is avoided by making transition-hazard clock domains capture at different
time, the proposed approach is not affected by different synchronizer de2igjns [

e we also present ILP model and efficient heuristics to optimize the proposed MFCW
architecture in terms of test application time under average power constraints. Sys-
tem integrators can easily trade-off the testing time, routing overhead and test power
consumption based on the proposed wrapper optimization techniques, when selecting
their test strategies.

4.2 Multi-Frequency Core Wrapper Design

This section presents the multi-frequency core wrapper architecture, by focusing on the
case when all the internal clocks are generated from a single physical clock. As summarized
at the end of this section, the proposed solution can easily be extended to the general case
when a core has multiple physical clocks.

To perform at-speed testing, although it is not necessary to load/unload data at func-
tional frequencies, the launch and capture must be done at-sb€ledrp facilitate this,
the physical test clock needs to function at the highest frequéndyrring launch/capture.
Since most of the available testers cannot provide test data at the highest on-chip frequency,
we need to provide a mechanism which can use low-speed testers to transfer test data (shift
phase), yet perform test application using high-speed on-chip functional frequencies (cap-
ture phase). To achieve this, the tester must synchronize with an on-chip low freduency
derived from the on-chip high functional frequenfyy(e.g., coming from PLL), which is
used to shift in/out test data from/to the ATE. In the following the details of the proposed
wrapper architecture is given.
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Figure 4.2:Single/Multiple Frequency Cores.

Wrapper Scan Chains in Multiple Frequency Groups An example multiple fre-
guency core is shown in FigudeZ, where in addition to labeling the scan chains with their
lengths, the associated functional frequencies are also provided. As introduced in Sec-
tion'3.3.2, core wrapper design is mainly concerned with the construction of wrapper SCs
such that the testing time is minimized. The wrapper SCs are composed from the wrapper
input/output cells and the internal scan chains. When using SFCW, the testing time (in sec-
onds) is a function of the longest wrapper SC%4] and the single shift frequencinis,
given by the following equation:

T(Cs) = {(1+ max(wWsGn, WSGut)) X Ny + Min(WsGn, WSGut) }/ fshift (4.1)

wherewsgn /WsGyt are the lengths of the maximum input/output wrapper SC, respectively,
and Ny is the number of test vectors in the test set for single-frequency CoreFor
multi-frequency coreCy,, care is taken not to combine scan chains belonging to differ-
ent frequency groups, and consequently the testing tindg,a$ not only dependent on the
lengths of the wrapper SCs but also on the shift frequdggy ; for different clock domain

i (note, fshift i IS Not necessarily the same as its functional frequency). For multi-frequency
core test, since cores with different clock domain configurations will have different capture
window design, hence different lengths of capture cycles, the testing time of the multi-
frequency core can be formulated by the following equation:

T(Cm) = rinaX{maX(WSGn,i,wsqmu) X Ny +Min(WsGn i, WSGut.i) }/ fshifti +tc X Ny (4.2)
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Figure 4.3:An Example Multi-Frequency Core Wrapper.

where thensg, j /WsGut  are the lengths of the maximum input/output wrapper SC of clock
domaini (with shift frequencyfgist i) from coreCy, tc is the time spent on capture phase

for each pattern anb, is the number of test vectors. To compute the wrapper SCs for the
multi-frequency core, a single-frequency wrapper design algorithm can be employed and
adapted for each frequency group, as shown later in Se4tfn

Core Wrapper Interface: A multi-frequency core wrapper for the example core shown
in Figurel4.2(b) is depicted in Figurd.3 (InTest mode is illustrated). When compared
to a IEEE 1500 single-frequency core wrapper, the proposed multi-frequency core wrap-
per has the same interface signals: serial input/output (WSI/WSOQO), parallel input/output
(WPI/WPO), and the wrapper serial control (WSC) port, and hence is compliant with the
IEEE Std. 1500. Additional off-chip test clocks (i.e., ATE supplied) or on-chip generated
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Figure 4.4: At-Speed Multi-Frequency Testing Timing Diagram with a Single Physical
Clock.

test clocks can also be included in the multi-frequency interface.

Core Wrapper Architecture : Although the MFCW interface is the same as the SFCW
one, the internal structure of the proposed MFCW differs significantly from the SFCW.
Logic blocks belonging to different frequency domains are grouped and marked in the
figure asvirtual cores and for each virtual core (VC)rtual wrapper(single-frequency
core wrapper), containing the wrapper SCs for the respective group, is assigned. The virtual
wrapper is connected to the interface through virtual test bus (VTB) lines. We assume that
the system integrator uses parallel TAM lines (WPI/WPOQ) for testing multi-frequency cores
(this is optional for SFCW design). WPI is connected taréual test bus de-multiplexing
interface unit (VTB-DIU)which drives data in theirtual test bus lines Similarly, WPO
is connected to girtual test bus multiplexing interface unit (VTB-MIWyhich collects the
data from the virtual test buses. The motivation behind using VTB-DIU and VTB-MIU is to
let the MFCW be able to work with any arbitrary TAM width. The operation of VTB-DIU
and VTB-MIU will be explained later in this section.

Scan Control Block Scan Control block is a key part of the proposed MFCW, since
it is used to generate the gated cloct&afedclk) necessary for shift and capture phases
and scan enable signalSdanen) required by each virtual core in the capture phase. Since
for at-speed testing, it is not necessary to load/unload test data at the rated frequencies, the
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shift frequency is used to trade-off testing time against the average test power dissipation
during scan shifting. Unlike38], we do not speed up the test data loading/unloading to its
functional frequency through serializing/de-serializing technique since this will reduce the
tester channel capacity and increase test power. Rather, we load/unload test data from/to the
ATE at a slower frequency and distribute it to different virtual corieat distinct shift fre-
guencyfghift j using the proposed wrapper architecture, which is switched to the functional
frequency in the capture window (see Figdtd). In addition, by making the distinct shift
clocks have a different clock phase, the peak power consumption during scan shift phase
can also be decreased. For the example core from F4gg(t®), if we assume the maximum
tester frequency is 120MHz, we will synchronize the ATE with the on-chip clock with the
maximum functional frequencyf{ = 200MHZz). To simplify the hardware implementation

we select the ratio % as two’s exponent. Therefore, the ATE operational frequency

is selected a$; = 100MHz, assuming core test power usifgis within its power rating.

It is also important to note that, due to the nature of launch from last shift at-speed test-
ing strategy used in this chapter, scan enable signal must be able to switch at-speed (see
signal Scanen3] in Figure4.4), which requires either routing this signal as a clock tree

or pipelining it to distribute the delay across several clock cyd8g][ However, the pro-

posed methodology can be easily extended to support launch from capture (i.e., broadside
testing) when two-pattern test is used to cover delay faults. In addition, since transition-
hazard VCs are captured at different time in the capture window, the previous-captured VC
will pass data to the later-captured VC and overwrite part of its shifted data. We assume in
this chapter that advanced ATPG tools, as describe80r11(, are used to take care of

such situations.

By grouping flip-flops from the same clock domain into separate scan chains we elim-
inate the problem of clock skew during shift. However, to avoid the clock skew problem
during capture, we employ a capture window. In the capture window separate capture
clocks are generated for each VC. When compare84p fo adapt capture window to the
core provider/system integrator model, the proposed solution is not programmable. Rather,
its control isembedded in the core wrapper architecturéhe clock switching between
shift clock and capture clock is made glitch-free in the Mux using techniques described
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Figure 4.5:Block Diagram of Scan Control Block.

in [137]. In addition, based on core provider’s information, the transition-free clock do-
mains are captured at the same time (this decreases test generation complexity), while the
transition-hazard clock domains are captured at different times to avoid the inter-domain
clock skew. This is achieved through carefully controlling @&ted clk andScanensig-

nals using theCapture FSMshown in Figured.5. The generation of these two signals
justifies the use of the highest frequency physical clock instead of the slow tester clock as
the core wrapper clock sign®RCK If the shift frequenciedgys; is lower than the tester
frequencyf; then an internal control finite state machinél@ FSM) is used to generate

the mux select signal for VTB-DIU and VTB-MIU (see Figudeb). The testing timing
diagram for the example core from Figu¥€(b) is shown in Figurd.4. It should be noted

that clock domains 2 and 3 are assumed to be transition-free and hence they can be safely
captured simultaneously, while the clock domain 1 will capture data at a different time to
eliminate the test invalidation problem arising from clock skew during capture.

VTB-DIU and VTB-MIU Blocks : VTB-DIU block is used to synchronize the input
test data and to transfer the test vectors into the corresponding virtual cores. If shift fre-
guenciesfghis; for all VCs are selected to be the same as the ATE frequéndihen we
can simply connect each TAM line to its corresponding VTB line through a flip-flop (used
to register the last shift launch bit). However, if lower shift frequencies is used, then VTB
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FSM is needed to control the de-multiplexing unit. Again, flip-flops are used in the block
to register the last shift launch bits. It is obvious that by changindgSigat f;, the test

data from the TAM lines are loaded into the corresponding internal flip-flops in an inter-
leaved mode first and then into all VTB lines &t with a latency of one clock cycle.

It is important to note that the last shift launch bit registered in VTB-DIU block is shifted
in at the correct time decided by the Scan Control block, which is an essential feature re-
quired by at-speed test through last shift launch. The multiplexing unit is the opposite of
the de-multiplexing unit, i.e., it is used to synchronize the output test data and transfer the
test responses to the corresponding TAM lines. Note that, both VTB-DIU and VTB-MIU
are active only in the test mode and hence do not infer any additional performance penalty
when compared to the standard IEEE 1500 wrapper.

MFCW With Multiple Physical Clocks : So far it was shown how a novel core wrap-
per architecture can address at-speed multi-frequency core test with only one physical clock
domain. For the general problem, where the core comprises several physical clock do-
mains, we still divide the core under test into VCs belonging to different clock domains
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and we can still use distinct shift frequencies for different VCs. The main difference, how-
ever, lies in the design of the capture window. To reach at-speed testing without corrupting
test data, we propose to separate the capture window into several separate sub-capture
windows, corresponding to each physical clock domain. This is achieved by letting all
the physical clocks connect to the Scan Control block and utilizing counters to control
the interval between different sub-capture windows. By separating the launch/capture for
transition-hazard physical clock domains in the capture window, we guarantee a risk-free
at-speed test for each virtual core. For example, consider an embedded core with 3 virtual
coresVCy, VG, VG, that operate at 100MHz, 200MHz and 133Mhz separately. Suppose
fi = 100MHz (division of fyc, = f; = 200 MHz), then a possible timing diagram is shown

in Figure4.6, which shows two separate sub-capture windows: one for clock domains 1
and 2, which are transition-free, and one for clock domain 3.

4.3 Multi-Frequency Core Wrapper Optimization

Since the proposed MFCW design enables the scan chains for different clock domains
to shift data at distinct frequencies, thereby saving TAT under tight power constraints, we
propose a new wrapper optimization procedure to minimize TAT. The problem can be stated
as follows:

Problem Pnw—opt: Given the test set parameters for the multi-frequency core, includ-
ing

the number of clock domainsc;

e for each clock domain (virtual core)the number of primary inputs, primary outputs,
and bidirectional 1/0s, the number of scan chains and scan chain lengths for fixed-
length scan chains (or the number of scan cells when scan chains are flexible); the
number of test patterns and the average power consumiption

¢ the maximum allowed average test powkye;
e the ATE shift frequencyf;
o the external TAM width\ay;;

determine the wrapper design for the core, including
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o the shift frequencyfghift j for each clock domain 1 <i < Ng;
e the number of virtual test bus lin&§ for each clock domain 1 <i < Ng;
e the wrapper scan chain design

such that the TAT of the core is minimized, the average test power during scan shifting at
any time does not excedl,e, and the internal scan bandwidth matches the external scan
bandwidth.

In this section, we first develop an ILP model and solve it using a public software
Ip_solve?. Due to the computational cost of the ILP method, we also introduce an efficient
heuristic to solve thénw_opt Problem. Despite its computational complexity, the ILP
model is useful to generate optimal solutions for small problem instances, and evaluate the
effectiveness of the heuristic method by comparing these exact solutions to the heuristic
solutions. The computation time can be reduced by LP-relaxation, whereby some carefully
chosen integer variables are allowed to take non-integer values. This results in useful lower
bounds on the testing time, which are presented in Sedtihn

4.3.1 Wrapper Optimization Using an ILP Model

Suppose the possible shift frequencies for each VCfafg i € {F1,F,...,Fu}, which
satisfy (i) 1 = %, ke {1,2,...,M— 1} (the "divided by a power of 2” relationship guar-
antees easy hardware implementation); and=(it 1+ Ry x (Nc — 1) < fi X Weyy, 1.€., the
external scan bandwidth exceeds the internal bandwidth when the number of VTB lines for
every VC is 1 and one clock domain shiftsRt while all the other clock domains shift
atFy. Hence, when the number of trial frequenchédss given (we assum®l = 4 in this
chapter), the values &%, ..., Ry can be pre-determined based on the above constraints.
Let W denote the number of virtual test bus lines assigned to clock domawow
the maximum possible value @ will be Wipax= fthA X Wext — Nc + 1. We are able to pre-
calculateT; (F, j), which is the test application time for clock domajmvhenW is equal to
j and fgpift i is equal toR,. We consider that the given valuefis the power consumption
for domaini when shifted aty. Let us define the binary variabf®; asdjj = 1 only
if W = j, wherej € {1,2,...,Wnax}. In addition, let us define the binary varialfig as

2In our experiments we udp_solvefrom http:/elib.zib.de157].
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Bik = 1 only if domaini is given a shift frequencl, wherek € {1,2,...,M}. Then the TAT
of the core is:
Tcore = maX{z\innfxszzléij O Ti(Fe, J)} (4.3)
The following constraints must be satisfied:

1. Z\j’v;“fxéij =1,1<i <N i.e., every virtual core is assigned to exactly one virtual test
bus.

2. Z[}":leik =1,1<i<N i.e., every virtual core is shifted in exactly one frequency.
3. zi'\ﬁl zyzleik x B x % < Pave i.€., the power rating is not exceeded.

4. zi'\‘:ClV\/{ x fshitti < Wext X fi, i.€., the external scan bandwidth is not exceeded.

Since we have

Wmax
W = z 5”' X ] (4.4)
=1
M M
fsi= > BiFAc= ) 62 R (4.5)
K=1 k=1
constraint 4 can be converted to:
Ne Wimax M Mk ( f; )
277700k | < Wext X (=— (4.6)
2,22 Fu

The non-linear ternd;; Bjx, must be linearized so that we can use the linear programming
tools to solve this problem. This is done by introducing a new binary variafle= &;j 6ix
with additional constraints, which yields the following ILP model:

Objective Minimize T¢ore, SUbject to the following constraints:
Whaxs-M i i

1. Zj:1 zk:l)\ijkTi(Flm 1) <Teore, 1<i1 <N
Wmax .

2. Zjlzl gij=1 1<i<N

3. 50 Bk=1, 1<i<N
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4. Zil\ilzlylzleikeikPl < Pave
Nc ax — ; f
S ¥iZ1¥T S 2M KNk j < Wyt X (/)
6. 8ij + 0k —Ajjk <1, 1<i<Ng,1<j<Whaxl<k<M

7. 8+ 0k —2Ajjk >0, 1<i <N, 1<) <Whax1<k<M

It should be noted that with the binary attributedyf and6j, the above constraints 6
and 7 effectively constraiijjx = djj8ik. The number of variablelslum, and constraints
Num for this ILP model aréN-Wmax+ NeM + NeMWihax and2NcMWmax+ 2Nc + 2, respec-
tively. BecauseNum, andNuny, can easily be in the range of thousands for a core with a
large number oN; and/oWzy;, using an ILP solver to obtain the optimal TAM configura-
tion requires large computation time. Hence in the next section we introduce an efficient
heuristic for problenPm fw—opt, Which can achieve near-optimal result within seconds.

4.3.2 Wrapper Optimization Using Fast Heuristics

The algorithm for MFCW designMFCW D) takes as inputs the ATE frequenci)( the
test parameters of the multi-frequency cdeg, the TAM width Weyi), the pre-determined
possible shift frequencyF,...,Fu}, the number of clock domain¥; and the maximum
test power consumptioR,ye, and it outputs the wrapper desiyfC, including the shift
frequencyfsnitt; and the number of VTB line¥ T B, for each virtual core/G. The
pseudocode for this procedure is shown in Figdiie

The algorithm initializes the virtual cores, by assigning to each VC the wrapper input
cells, the scan chains and the wrapper output cells which operate in its clock domain (line
1). Inline 2 all the VTB lines are initialized to operate at the lowest possible frequgncy
Line 3 computes the power consumptiéy,, (at this momenP, is the power consumption
for clock domaini when shifted aiy) and if Poyrr > Pave then the program exits because
it cannot satisfy the power consumption constraint (line 4). Otherwise, each virtual core
VG is first allocated one VTB line and then the single frequency core wrapper design
(Designwrapper[73)) is performed to get an initial testing time (lines 5-8), which will be
used as the starting point for virtual test bus line allocation (lines 9-21).
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Algorithm 4.1: MFCWD

INPUT: C, Wext, ft, N, NoWeights{F1,...,Fu}, Pave
OUTPUT: VC={VG|i = 1...N¢}, fsnifti

1. InitializeVC;

2. Nytp = Wext X %; Nassignedvtb = 0;

3. Pourr = ziN:ch:ﬂ

4. if (Peurr > Pave) €xXit;

. [*First assign every VC 1-bit VTB lifie

5.for ifrom 1 toN¢ {

6. fshifti=Fw;VTBg =1

7. Nassigneavtbt+;

8. do SFCWD;

-

. I*Wrapper optimization with different power weight
9.for powerWeighfrom 0 toNoWeights- 1 {

10. while (Nyp > Nassignedvtb) {

11.  findVGpaxwith TAT Tmax= maxX{t;} for all VCs;
12. copyV CnaxtoVGemp

13. Ntemp= Nassignedvtb;
14. computeeyyr;

15.  AssignV TBtoV 0/ Gemp Peurr, Pave, Nvtb, Neemp powerWeight;

16. if (Ttemp< Tmax) {

17. copYWV Gempto V Chax
18. Nassignedvtb = Ntemp
: } else{
19. break;
h
¥

20. Tshist = max{t;} for all VCs;
21. record th&/ C design with the minimungp;ss;

}

22.return fshisti, VC;

Figure 4.7:Pseudocode for Multi-Frequency Wrapper Design.
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Algorithm 4.2: AssignV TBtoVC

INPUT VC{emp, Pcurr, Pave, N[emp Nv'tb, pOWEI‘WGIght
OUTPUT Ttemp ftemp VT B\/Ctemp, N[emp

1. Torig = Ttemp
2. Porig = Pemp Pothers= Peurr — Porig;
3. while ((Ttemp> Torig) && (Nvtb > Neemp) {

4. tiemp= i VT BGemp =V T ByGigmp X ™,

5. VTB/Gemptt: Niempt+;

6. noTrials= M;

7. minCost= oo;

. [*Find the shift frequency with the minimum cost*/
8. while (— —noTrials> 0) {

9. do SFCWD;

10.  comput&temp Pemp
. /*Build the cost function*/
11.  currCost= (Ttemp— Torig)

powerWeight .
+ normaIWeight>< (Ptemp— Porlg),

12, if (Ttemp< Torig && currCost<= minCos) {

13. minCost= currCost
14. record the current virtual core wrapper design;
15.  if (VT Bygemp02 == 0&& Potherst 2Pemp<= Pave) {
16. ftemp= ftempx 2;
17. VTB/Gemp =V TB/Gemp = 2;
18. }else{
19. break; }
}
}

20 return Ttemp ftemp VT B/Ctemp, Ntemp

Figure 4.8:Procedure for Assigning VTB Lines to the Bottleneck Virtual Core.

Depending o\yp,, the algorithm proceeds as follows. First, all the virtual cores are
sorted based on their TAT and the bottleneck virtual 86@g 5« (With longest TAT) is iden-
tified (line 11). Then the following steps will iteratively assign the remaining VTB lines to
virtual cores. The basic idea is to assign more virtual test bus lines to the bottleneck vir-
tual core and at the same time try different possible shift frequencies. Although increasing
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the frequency will lower TAT, if the current bottleneck VC is assigned a higher frequency
without considering the increase in power, a suboptimal solution may be obtained because
the available power budget for the next iteration is reduced. To account for this problem,
we build a cost function that combines TAT and power, and we select the shift frequency
that can obtain the minimum cost instead of minimum TAT. This is done in Algorithm 4.2,
which assigns VTB lines to the bottleneck Vi€oWeightsiumber of power weights in the

cost function are tried and we select the one which gives the shortest TAT (line 21).

In Algorithm AssignV T BtoV Gshown in Figured.8), only one VTB line that operates
at Ry is assigned each time. As a result, the bottleneck VC is first transformed to a tem-
porary VC which operates &y (line 4). The cost function is built as in line 11, in which
normalWeightis a constant used to match the TAT and the power consumption into com-
parable values. In our experiments, we selotVeights= 100andnormalWeight= 200°
to limit the run time to a few seconds. Inside the inner loop (lines 8-19), the algorithm
selects the shift frequency that minimize the cost and at the same time satisfies the power
constraint (lines 12, 15). Whenever a VTB line is assigned, SFCW design algorithm is
performed again to get the new testing time (line 9). This program exits when the TAT
of the bottleneck VC is reduced or all the virtual test bus lines are assigned with no TAT
reduction.

The worst-case complexity of the SFCW design algoritesignwrap peris shown to
beO(sc-logsc+sc-Weyt) in [73], where scis the number of internal scan chains. The worst-
case complexity of the propos@&dFCW D algorithm isO( iNzclsq -109SG + Wext - SGnax-
Iogsqnax-l-Wezxt- SGnax), Wheresg andscnaxare the number of internal scan chains for clock
domaini and the maximum number of scan chains of all clock domains, respectively. The
computational complexity is therefore linear in the number of clock domains and quadratic
in the number of external TAM wires. For a core with a fixed number of clock domains, it
is quadratic in the number of external TAM wires.

3We have also tried witthNoWeights= 1000andnormalWeight= 2000in the experiments and obtained
the same results.
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’ frunc(MH2) H Nin ‘ Nout ‘ Noi ‘ P ‘ Nsc ‘ SGength i ‘

200 109| 32 | 72 | 2572 | 16 | {168 168 166 166 163 163 163 163 162
162 162 162 151 151 151 151

133 144 | 67 | 72| 450 | 3 {150 150 15¢

120 89 8 | 72| 930 | 10 {939393939393939393 93

75 111 31 | 72 | 1314| 6 {219 219 219 219 219 239

50 117 | 224 | 72 | 2605| 5 {521 521 521 521 521

33 146 | 68 | 72 | 576 | 11 {828282818181181817 1717

25 15| 30 | 72| 40 4 {101010 10

Table 4.1:hCADTO1 Clock Domain Information.
4.4 Experimental Results

Since no existing approaches have tackled the multi-frequency embedded core testing prob-
lem, it is difficult to provide a one to one comparison to previous work. We have decided
to analyze the trade-offs of the proposed solution, in terms of the number of ATE channels,
testing time, the number of internal VTB lines, and test power dissipation. Therefore, we
present results here for a hypothetical, but representative multi-frequency embedded core
hCADTO1. This core has seven clock domains as shown in Bakjevheref: nc denotes
the functional frequencyiNin, Nout, Npi and Ns¢ are the number of inputs, outputs, bidi-
rectionals and scan chains in the specific clock domain, respectively; the length of each
scan chain in clock domainis shown in columrBGength i; andP is the power consump-
tion when shifting at 100MHz and is calculated Rs= z'l-szqf”gt“”(ljllj € SGengthi) (We
assume the power consumption of a VC is proportional to the number of memory ele-
ments in it). Note that since the maximum internal frequency for the experimental core is
fmax= 200MHz, and we assume that the maximum operational frequency of the ATE is
120MHz in our experiments, the ATE will shift test datafat= 100MHz, thus synchroniz-
ing with a division offmax.

Tablel4.2 presents the necessary shifting time for each test pattern and the number of
VTB lines of hCADTO1 with varied TAM widthWey;, When different power constraints
Pave are consideredT, is acquired by the ILP method using a public linear programming
solverlp_solve[15]] when the number of possible shift frequencMs= 4. Using the
heuristic presented in Secti@h3.2, Tshist1 andNyp 1 are the TAT and number of VTB
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M=1 M=4

Pave | Wext | Tib Tshift1  Nuiba | Tshifta  Nuba
1500| 16 | 20.84 | 41.68 23 20.84 39
14 | 20.84 | 41.68 23 20.84 39
12 | 20.84 | 41.68 23 20.84 39
10 | 20.84 | 41.68 23 | 20.84 39

8 20.84 | 41.68 23 | 20.84 39
7 20.84 | 41.68 23 | 20.84 39
6 20.84 | 41.68 23 | 20.84 39
5 21.24 | 41.68 23 | 25.04 34
4 29.76 | 41.68 23 | 29.76 30
3 41.68 | 41.68 23 | 41.68 22
2 59.88 | 63.52 16 | 59.88 18
1 | 116.04| 127.04 16 | 116.04 12
4500| 16 6.72 | 10.42 23 7.44 54
14 | 7.51 | 10.42 23 8.88 51

8.79 | 10.42 23 | 1042 31
10.42 | 12.78 20 | 11.62 25
12.82 | 15.88 16 | 14.88 22
14.73 | 20.84 23 | 15.63 23
17.52 | 20.84 23 19.2 26
20.85 | 25.56 20 | 23.24 19
29.01 | 31.76 16 | 29.01 14
38.36 | 41.68 23 | 38.36 21
58.02 | 63.52 16 | 58.02 11
116.04| 127.04 16 | 116.04 11

6.4 7.94 16 7.44 26
7.33 | 10.42 23 8.88 26
8.73 | 10.42 23 | 1042 25
10.33 | 12.78 20 | 11.62 19
12.81 | 15.88 16 | 14.88 20
14.73 | 20.84 23 | 15.63 15
17.52 | 20.84 23 | 19.18 22
20.85 | 25.56 20 | 23.24 19
29.01 | 31.76 16 | 29.01 11
38.36 | 41.68 23 | 38.36 21
58.02 | 63.52 16 | 58.02 11
116.04| 127.04 16 | 116.04 11

B R e B
RINvw aloo N o BIKIRISIRINw s oo~ o 5

Table 4.2:Test Application Time and Number of VTB lines for hnCADTO1 with Different
TAM Width under Various Power Constraints.
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lines obtained wheiM =1 (i.e., all VCs are constrained to shift at the same frequency);
while Tghitt 4 andNyip 4 Stands for the values acquired whien= 4. We can observe that

Tib = Tshitr.a WhenWey < 4, which shows the heuristic yields optimal results in these cases.
When the external TAM width is largelp_solvedoes not run to completion in 10 hours,
using a 900MHz Pentium Il PC with 256MB memory. As a result,\\ag; > 4, the lower
bounds are obtained using LP-relaxation (the variabieand hence alsa;j in the ILP

model were "relaxed” to reals). Due to the nature of LP-relaxation these lower bounds are
not”tight”, which implies that they mayotbe reachable with integer values. Nevertheless,
we can observe that the proposed heuristics generate close values to them, which proves
the effectiveness of the proposed heuristics. As a comparison, the execution time of the
heuristic is, however, only a few seconds.

Even when there is no power constraint (i,e = ©), we can observe from Table
4.2 that the shifting time is reduced for almost all the given TAM widths from 1 to 16
if we let different clock domains shift at distinct frequencies. We can also observe that
Tshifta IS much shorter thaighisi 1 When the power constraint is tighter. For example,
when the given TAM width id8Vey > 6 and the power constraiftye = 150Q Tehitt 4 IS
only half of Tgnist 1. This is because all the VCs are constrained to shift2zz6MHz to
meet the power requirements in the single-frequency shift architedtute 1), and clock
domain 5 ffync = 50MHZ) dominates with TAT=41.68s For M = 4, clock domain 5
is able to shift a5MHz which results in TAT=20.84s while still meeting the power
constraint. However, the number of internal VTB lindgy, 4 is larger thamNyp, 1, thus
leading to a larger routing overhead. There are also many cases thatkhgathandNyp 4
are improved, for example, wh&y; = 4 andP,e= 450Q As a result, the proposed multi-
frequency wrapper architecture facilitates system integrators to trade-off scan shifting time,
routing overhead and power consumption when selecting their test strategy.

In terms of DFT area overhead, VTB-DIU and VTB-MIU blocks need one flip-flop for
each virtual test bus line and additional logic for multiplexing/de-multiplexing if the shift
frequency is lower than the tester frequency. The capture window size and the number of
clock domains decide the hardware overhead of the scan control block. Even for cores with
a high number of clock domains the DFT area overhead is in the range of hundreds of gates,
which is insignificant compared with the size of today’s complex multi-frequency cores.
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4.5 Concluding Remarks

In this chapter, we proposed a novel wrapper design for testing IP cores with multiple clock
domains, which, by means of a capture window, facilitates multi-frequency at-speed test-
ing, while accepting data from a low-speed tester, at the expense of small on-chip area
overhead. We also proposed an ILP model and efficient heuristics to optimize the wrapper
in terms of test application time under a given average test power constraint. By allowing
scan chains in different clock domains to shift test data at distinct frequencies, system inte-
grators can easily trade-off the testing time, routing overhead and test power consumption
when selecting their test strategies.

Although the at-speed testing strategy proposed in this chapter is able to uncover some
timing-related defects, with the shrinking feature size of today’s process technology, it is
inevitable to develop dedicated delay tests to increase circuit reliability and manufacturing
yield. Hence, in the next chapter, we present a new test architecture for core-based SOCs
containing two-pattern tested cores, which is necessary to detect delay faults and CMOS
stuck-open faults.
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Chapter 5

Two-Pattern Test of Core-Based SOCs

Existing approaches for modular manufacturing test of core-based SOC devices do not pro-
vide any explicit mechanism for delivering two-pattern tests, which is necessary to achieve
a reliable coverage of delay and stuck-open faults. Although wrapper input cells can be
enhanced with two memory elements to address this problem, this will incur a large DFT
area overhead. This chapter proposes a novel architecture for broadside two-pattern test
of core-based SOCs, without any loss in fault coverage and without increasing the size
of the wrapper input cells. The proposed solution combines the dedicated bus-based test
access mechanism and functional interconnects for test data transfer, which provides full
controllability of the wrapper input cells in the two consecutive clock cycles required by
two-pattern test. New algorithms for test access mechanism design and test scheduling are
also proposed to optimize the proposed test architecture in terms of testing time.

The organization of this chapter as follows. Sect®f gives preliminaries for the
research work presented in this chapter, outlines the motivation behind it and summarizes
the contributions of it. Sectidh.2 introduces our proposed SOC test architecture for two-
pattern test and describes the necessary DFT support at the core level. Next in Section
5.3, we adapt an existing wrapper/TAM co-optimization algorithig][to optimize the
proposed architecture at the system level. Sed@idrcontains experimental results for a
revised version of ITC'02 benchmark SOQsLE, and finally Sectiorb.5 concludes this
chapter.
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5.1 Preliminaries and Summary of Contributions

As discussed in Chapt@; one way to model VLSI chip’s physical defects is to abstract
them as stuck-at faultdl8]. Stuck-at fault model has been extensively studied and was
shown to be effective in verifying the logic correctness of digital circuits. However, digital
ICs are generally synchronized using clock signals, which may also have timing failures
without logic errors. With the shrinking feature size of CMOS technology, this type of
timing-related defects appear more often in fabricated chgs [Although application

of stuck-at fault tests at rated-speed (as shown in Cha)tean uncover some of the
delay defects, it was shown i34, [121] that this technique is not sufficient. Functional

test can be used to address timing verification and even detection of un-modeled defects,
nevertheless its main drawback lies in the low fault coverage for today’s complex circuits,
whose transistor to pin ratio is continuing to increase. What's more, as pointed &5} in [

by Kapur and Williams, a higher test quality for each core is required to achieve acceptable
overall quality of the SOC, when compared to the case that the core itself is a chip. As a
result, to increase circuit reliability and manufacturing yield through speed sorting, system
integrators are constrained to develop dedicated delay fault tests and the associated testing
strategies.

As discussed in Sectid® 3, to apply delay fault tests, at least two ordered patterns in
consecutivelock cycles are necessary: the fleinch(initialization) patternv; initializes
the circuit to a certain state, and then the seaapture(excitatior) patternv, provokes the
fault and captures its effect to the outputs. In addition to testing delay faults, two-pattern
test can also be used to detect the CMOS stuck-open fault, which is used to model the
defects that cause the transistors to be permanentl\L4€f.[ The two techniques to apply
two-pattern test for designs using standard SFFs, i.e., broadside testing and skewed-load
testing, are both widely accepted in practice with their specific strengths and limitations.
We mainly consider broadside testing technique for core-based SOC here.

Since there has been extensive research on DFT and ATPG techniques for two-pattern
tests over the last couple of decadé&$§]| the question is how do the existing methods
adapt to core-based SOCK3[]? This adaption is an open issue, since, in addition to the
standard test-quality problems, core-based SOCs present new challenges, in particular in
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Figure 5.1:Wrapper Input Cells and Combinational ATPG Models for Broadside Testing
when Adapting Existing Approaches to Control Embedded Core’s Primary Inputs.

terms of test development for core providers and TAM design and optimization for system
integrators.

One way to deliver two-pattern test to embedded cores is to exploit SOC'’s architecture-
specific information and to reuse on-chip functional interconnect as TAM. Various func-
tional access strategie$§, 41, 131, 142 172 discussed in SectioB.2.3can be used or
adapted to apply two-pattern test. Regardless of their potential benefits in the long term,
unless implemented automatically using a reliable test tool flow, these architecture-specific
DFT methodologies do not provide reusability, flexibility and inter-operability, and hence
are not desirable. On the other hand, although recent research advances (discussed in Sec-
tion(3.3.9 and standardization efforts for modular SOC manufacturing test (i.e., IEEE Std.
1500 b7, 55]) support structural test automation, to the best of our knowledge, most prior
work in this domain is based on one-pattern test, i.e., no explicit mechanism for two-pattern
test is provided. The main challenge to apply two-pattern test for embedded cores lies in
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the fact that the cores’ inputs are difficult to be fully controlled in consecutive clock cycles
with standard IEEE 1500 wrapper cells (shown in FigBré(a), thus resulting in fault
coverage loss if broadside testing for delay faults is used. Based on the anal @& ih [
the system integrator wants to achieve 90% delay fault coverage, when there are five cores
requiring delay tests, each core requires a delay fault coverage of about 98%. To achieve
such high fault coverage, the Pls of the embedded cores must be fully controllable in both
launch and capture cycle. The core provider can implement the WIC with two memory
elements to store the consecutive patterns. This method, however, incurs large DFT area
overhead when the input count of the embedded cores is large. Therefore, in the follow-
ing we discuss how to adapt the existing methodologies for two-pattern tests with standard
IEEE 1500 WIC design, which motivates our proposed test architecture.

In broadside testing, the pseudo-input part of the excitation vector (i.e., the part that
is loaded in the internal flip-flops) is generated through functional justification. However,
in order to emulate the functional core behavior, we analyze two options for controlling
the Pls of the embedded core, which can reuse the existing strategies for TAM design and
optimization without any need for considering the two-pattern application as a special case:

e Non-Controlled Primary Inputs (NC-PI)This test scenario assumes that Pls are
scanned for fully controlling the initialization vector, however they keep the same
value (frozen) for the excitation vector; the control of the WICs and the associated
broadside ATPG model are shown in Figuke&(a)and5.1(c) where labels on the
shift andwci multiplexer controls show the values during the launch/capture cycle;

e Serially-Controlled Primary Inputs (SC-PIjfter the Pls are scanned in for the ini-
tialization vector, in order to obtain the excitation vector, they are updated through an
extra shift (using TAM data as input for the first WIC) during the launch cycle; the
control of the WICs and the associated broadside ATPG model are shown in Figures
5.1(b)and5.1(d}

SinceNC— Pl andSC— PI control mechanisms can reuse the existing TAM design and
optimization algorithms, an obvious question is why do we need a new test architecture?
The answer lies in thquality of delay testsWhile the delay fault coverage loss caused
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Figure 5.2:Fault Coverage Loss witNC — Pl andSC— Pl ATPG Model.

by the connection between pseudo-output 1 and pseudo-inpuis2be ignored (these

are redundant faults and will never be activated during functional operation, which is an
advantage of broadside testing over skewed-load testing and enhanced-4&jantiie
coverage loss due to Pl sharing between the two time frames (sedGetPl andSC— PI

in Figures5.1(c)and5.1(d) respectively) is unacceptable.

The limitation of theNC — Pl andSC— PI control mechanisms can be easily illustrated
by testing theb andb’ inputs of the OR and AND gates for falling and rising transitions,
respectively (see Figu®?2). For example, if OR inpub precedes inpu in the wrapper
scan chain, then the falling transition on injpus untestable biNC— Pl andSC— PlI, since
either freezingllC— PI) or shifting (SC— PI) the Pl valuep = 1 required for initialization
will conflict with a = b = 0 necessary for excitation in the following second capture cycle.
One might argue that this problem can be solved by structural modifications (i.e., wrapper
cell reordering), however, this may be prohibited due to routing constraints and it also
brings additional design effort, due to its dependence on test set. In addition, two-pattern
test set compaction fodC — Pl andSC— PI control mechanisms will introduce additional
constraints (caused by freezing and shifting), which are difficult to satisfy when the care-bit
density in each vector is increasing (i.e., when test set size decreases).

Therefore, to ensure a high delay fault coveradgearallelly-Controlled Primary Inputs
(PC-PI) ATPG model as shown in Figuse3(a)is necessary. ThiBC— Pl ATPG model
guarantees thanyarbitrary primary input value can be justified for both initialization and
excitation vectors. The easiest way to implement such ATPG model is to double-buffer
the core’s wrapper input cells (calleshhanced wrapper input cgllas depicted in Figure
5.3(b) When the CUT is in one-pattern test mode (e.g., stuck-at test), the load through
two flip-flops will incur a needless clock cycle for each core input. Hence a multipléxer
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(a) PC— PI two-pattern ATPG modeHg]
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Figure 5.3:PC-PI ATPG Model and The Two Corresponding Wrapper Input Cell Designs.
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muxis introduced to bypadsF2 in one-pattern test mode to reduce its loading time. As
observed in Figur®.3(b) each enhanced WIC introduces an extra flip-flop and an extra
multiplexer (that is, an extra SFF) compared with standard WIC design. Since embed-
ded cores have no pin constraints and may have a large number of input ports, using the
enhanced WIC may incur a large DFT area overhead.

To achieve the same delay fault coverage without using enhanced WIC, in this chapter,
we describe an approach that is able to implement PC-PI ATPG model with standard WIC
design. The two main contributions of this chapter, detailed in Secid®nd5.3 are as
follows:

e we propose a novdProducer— CUT test architecture for two-pattern tested cores
based on the PC-PI control mechanism shown in Figu8éc) Without increasing
the wrapper input cell size, we achieve the same fault coverage by letting the second
test vectol, justified through a parallel load from the core®ducet;

e to handle the extra test scheduling conflicts arisen from test resource sharing for
two-pattern tested cores in this new test architecture, we also present effective and
efficient heuristics to optimize it in terms of test application time.

5.2 Proposed Architecture for Two-Pattern Test

The proposed approach considers, as a starting point, that all embedded cores in the SOC
are 1500-wrappedel/]. In addition, UDLs are also treated as 1500-wrapped cores. In
this section, we first introduce the generic two-pattern testing process using the proposed
architecture, and then we discuss the necessary DFT support for the proposed methodology.

5.2.1 The Two-Pattern Testing Process

The proposed approach uses the WICs of the CUT to control the Pls of the launch vector
and it exploits the WOCs of its producer cores to control the Pls of the excitation vector.

LFor a givenCorg, the producers are the cores which feed its primary inputs in the normal (functional)
mode.
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(a) Session 1 for two-pattern test of core 3 (b) Session 2 for two-pattern test of cores 1 and 2

Figure 5.4:Proposed Producer-CUT Architecture for SOC Two-Pattern Test.

As shown in Figur.4, this test session-level Producer-CUT dichotomy leads to a division
of the SOC’s TAM into producer TAMs and CUT TAMs, detailed in Secto&

The proposed broadside two-pattern testing process can be explained as follows. The
IEEE Std. 1500 instruction set is extended to support two custom operational rhodds,
Prodfor the producer cores arigpTesfor the two-pattern tested CUT. In the TpTest mode,
the loading of the initialization vector into the internal scan chains and the application of
the first initialization vector are done in the same way as for the InTest mode. However,
since TpTest requires another capture cycle, an internal control mechanism for applying the
second excitation vector must be provided. On the one hand, the PSls of the excitation pat-
tern (the internal scan chain part) is generated through functional justification. On the other
hand, the PI part is provided using the functional inputs by setting the producer cores in the
producer LoadProd mode. To speed up this loading time, we propose that only the WOCs
of the producer cores are connected as scan chains in the producer TAM lines. This can be
seen in FigureS.4(a)and5.4(b) where two test sessions are required to test a hypothetical
SOC for delay faults or CMOS stuck-open faults. To ensure two consecutive controllable
Pl vectors, the CUT’'s WBR multiplexer control signals are switching between the WICs
of the CUT for initialization and the WOCs of the producers for excitation. By exploiting
the existing producers’ WOCs for storing the PI part of the excitation vectaranation
of the enhanced-scas provided only for the Pls of each two-pattern tested core.
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Figure 5.5:An Example Producer Core in LoadProd and Bypass Modes.

5.2.2 1500-Compatible Core Wrapper Design for Two-Pattern Test

Additional DFT hardware is necessary to decode the newly-introduced instructions for two-
pattern test and ensure the proper activities of the core wrapper in TpTest or LoadProd
mode.

To support the proposed TpTest mode which applies two consecutive test patterns as
in the PC-PI ATPG model, in the wrapper of two-pattern tested core we need to add some
logic to decode the newly-introduced TpTest instruction. It is important to note, however,
the at-speed switch of theci signal (see Figur®.3(c) for delay fault testing requires
the core wrapper to be controlled by a rated-speed clock signal. To support the proposed
LoadProd mode for the producer cores, however, in addition to the extra logic to decode
the new LoadProd instruction, the wrapper needs to be revised to be able to load test data
into only its wrapper output cells. As shown in FiglBe&, for the example core, two
producer TAM lines are used to load test data into its WOCs in LoadProd mode (the real
lines indicate which paths are enabled). In any other mode (Fig%(®) shows Bypass
mode), the producer TAM lines bypass the core through a parallel bypass register (PBY).
Hence, four extra multiplexers and a 2-bits bypass register are added to the wrapper in
this example, which is much smaller when compared to the enhanced WIC design that
implements an extra SFF for each core input terminal.
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To assess the impact of the new LoadProd and TpTest instruction on the wrapper area,
a public processor core was synthesized to 0.18 micron TSMC technd8@ly [When
compared to a standard IEEE 1500 implementation, the additional overhead for two-pattern
test is under 1%.

5.3 Proposed Architecture Optimization

Having introduced th@roducer— CUT SOC test architecture supported by the new Load-
Prod and TpTest instructions, tR& — P1 ATPG model, and the wrapper design required

on the core provider’s side, this section concentrates on how to optimize the proposed ar-
chitecture, which is necessary on the system integrator’s side.

5.3.1 Test Conflicts

CUT in TpTest mode needs the cooperation of its producers to supply the second excitation
vector, which introduced extra test conflicts as follows:

e Producer-CUT ConflictProducers and the CUdannot be tested at the same time.
This is because, the producer needs to utilize its WOCs to capture its test responses,

however, at the same time, the CUT needs the producer's WOCs to provide test
stimuli. If they are tested concurrently the test data will be corrupted. For example,
in Figure5.4, Cores should not be tested withore; andCore, concurrently.

e Shared-Producer Conflicfwo cores which directly connect to the same producer(s)

for the excitation vectorgannot be tested at the same time, this is because, both of
them require the WOCs of the same producer(s) to provide the test stimuli. For
example, in Figur®.4, if Core 2 also gets inputs fro@ores, thenCore; andCore,
should not be tested concurrently.

e Shared-Bus ConflictWWhen two cores are not directly connected, but they communi-
cate through functional busses, they may imply the test conflicts described above and

hencemay not be able to be tested concurrently. For example, as shown in Figure
5.6, since Core 1, Core 2 and Core 4 all can transmit data to the bus, it is possible to
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Core, Core, Core, Core,
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Figure 5.6:Test Conflicts for Multiple Cores on The Same Functional Bus.

select any of them to be the producer of the other cores on bus to provide the second
excitation vector. We name this type of producer dsiga producer Suppos€ore

is selected to be the producer©@bre; andCore; serves as the producer Gbres,
obviouslyCore; andCore,, Cores andCore, cannot be tested concurrently because

of the producer-CUT test conflict. Howev&pre; andCore; can be tested at the
same time, this is because their producé&eré andCore, respectively) can be
loaded at the same time andly during the launch/capture cycles, the functional bus
needs to be shared, which is negligible compared to the long scan shifting time.

If there are test conflicts between cores, then these cores are icalbaapatible cores
and cannot be scheduled concurrently during test. By analyzing the test conflicts between
each core, we construct a test incompatibility graphQ) by treating each core as a node
and by adding an edge between two nodes if the cores are incompatibl&. ITGhis used
in test scheduling AlgorithmT{pTestScheduledescribed in Sectioh.3.3

5.3.2 TAM Division into Producer and CUT Groups

Producers and CUTs should be fed fromo separateTAM groups, otherwise additional
indirecttest conflicts maybe introduced. This can be seen from the following example:

Example 5.1 Suppose the test data is transferred using shared TAM lines between produc-
ers and CUTs during two-pattern test.ore; andCore, are connected to separate TAM
lines, howeve€ore; shares its TAM lines witGores, which is a producer t€ore,. To test

Core in TpTest mode, we ne€&bre; in LoadProd mode, since it shares TAM lines with
Corel, loading a pattern irCore; is prohibited at this time, although it uses separate TAM
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lines toCore,.. Hence, thigndirectresource conflict leads to test conflict betwésnre;
andCore.

A neat solution to this problem, which is important in particular for complex SOCs
with a large number of two-pattern tested cores, is to divide the TAM lines into two groups:
Gprod for loading the Pls of the excitation patterns in the producers’ output$apél for
loading the initialization patterns and unloading the test responses from the CUT. In this
way, for the above exampl€ore; in LoadProd mode does not affect loadidgre; since
they use TAM lines from different TAM groups (hence no additional test conflict between
Core, andCore, exist).

For theGcyt group, a flexible-width Test Bus architecture is used to support efficient
test scheduling. FdBproq group, however, we use a daisychain architecture, i.e., long scan
chains are constructed over the output terminals of the cores that serve as producers during
test, as shown in Figu®4. Bypasses are introduced in order to shorten the loading time
because only a few cores serve as producers at a specific test session. The main reason
for using the daisychain architecture 8poq group is to simplify the control complexity.
When a producer core is in the LoadProd mode, the producer TAM lines go through the
core’s output wrapper boundary cells, otherwise they go through bypass registers (note,
it is unnecessary to introduce extra producer bypass instruction because it is compatible
with the standard IEEE 1500 Bypass mode). As a result, although the two-pattern test
of CUT involves several producers, these producers can be controlled by the LoadProd
instructions independently and no extra control signals need to be supplied. In addition,
the daisychain architecture f@pyq can almost always give a near optimal loading time
for a given producer TAM widthW,o4. Suppose the number of the outputs of a producer is

No, then its loading time will béw':foﬂ- As long asNprod < No (Which is realistic in most

of the cases), there is no waste @y,,q TAM resources except the few bypass cycles. This
leads to a near optimal loading time for producers in each test session.

5.3.3 Two-Pattern Test Scheduling

The introduction of Producer-CUT architecture and TAM division i@®goq and GeuT
groups, leads to new test scheduling algorithms, as explained in this section. Note, we do
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Algorithm 5.1 - TpTest_Optimization

INPUT : Cset, R, Wy
OUTPUT: Wprod, WeuT, scheduleTsoc

1. Assign bus producers;

2. TIG =ConstructTIG(R);

3. ForWeyT from Wy — 1 downto 1{
Whorod = Wi —WeuT;
testingtime= T pTestSchedulCset, T 1G, Wprod, WeuT);
minTime= min{all testingtime};
RecordNprod min @and the associatesthedule

.}

8. Whrod = Worod_min;

. Weut =Wy —Wprod;

. Tsoc= MinTime

9. return Wyrod, WeuT, scheduleTsog

No oA

Figure 5.7:Pseudocode for Optimizing SOC with Two-Pattern Tested Cores.

not consider test scheduling constraints introduced by precedence relationship, preemption
and power, which can be addressed using the techniques preseiéd in [

ProblemPrp_opt: Given the test set parameters for each core, including the number
of primary inputs, primary outputs, bidirectional I/Os, type of test (i.e., one-pattern test or
two-pattern test), test patterns and scan chains, and each scan chain length, the functional
relationships between coréy the total TAM widthMy for the SOC, determine the width
of each TAM groupWprod, WeuT corresponding tdspro4, GeuT), the assigned TAM width
and the wrapper design for each core, and a test schedule for the entire SOC sudf)that:
the total number of TAM lines used at any time does not eXdgedand (ii ) the overall
SOC testing time is minimized.

The proposed algorithmpTestOptimizationto solvePrp_qpt is shown in Figureb. 7.

The inputs are the set of coré&§y), the total TAM width My ) and the functional intercon-
nect relationship between cord®) ( The outputs are the number of TAM lines allocated to
each grouWyog andWey T, the wrapper design for each core, SOC test scheshiedule
and the overall test application tinfe,e. The optimal TAM division, i.e., the combination
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Figure 5.8:Loading Time for Different Patterns frod/WsGn/WSGut).-

of Wprod @andWey that gives the minimunisec of the SOC, is acquired through enumer-
ation. The enumerative algorithm begins by assigning the core with the least number of
outputs (except itself) as the bus producers for two-pattern tested cores on busses (line 1),
then based on the test conflicts determined by functional interconnect relationship between
cores R), a test incompatibility graphT(IG) (discussed in Sectich.3.]) is created (line

2). Next, inside the loop (lines 3 to 7) the algorithm will find the optimal TAM division

and the system TATsoc, by enumerating\cyt from the maximum possible valig; — 1

down to 1.

It should be noted that during the enumeration process, we do not need to do TAM
design forGyoq group because it is already fixed using the daisychain architecture. To
optimizeGcyT TAM group, we adapt an existing generalized rectangle packing algorithm
TAM_ScheduleOptimizer[76, 78]. The key novel feature in our approach is that, due to
the usage of daisychain architecture for loading producers’ outpdigamic adaptation
of the existing algorithms is necessary, as discussed in the following paragraphs.

Dynamic Rectangle Representationfor one-pattern test of a 1500-wrapped core,
when a specific wrapper optimization method is used, the core testing time is a fixed value
with a given TAM width. As a result, the core test can be representedstetiarectan-
gle, in which the height represents the TAM width and the width stands for the testing
time. However, when reusing functional interconnect to transfer test data for two-pattern
tested cores, its TAT does not only depend on the time to load its own prodligeys (
wrapper scan-in chainsvég,) and unload its wrapper scan-out chainsg,;). The TAT
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also depends on the time necessary to load/unload all the other concurrently-tested cores’
producers and wrapper scan in/out chains because of the daisychain architecture used for
Gprod group. To keep the control and computational complexity low, we proposkgio

test patterns for all the concurrently-tested two-pattern tested cores. That is, if several two-
pattern tested cores are scheduled at the same time, then the overlapped test patterns for
these cores will have the same start times and have the same loading/unloading time for
each pattern, calledoadSize

LoadSize= max z L prod, Max{wsgn }, max{wsGut} } (5.1)

where bypass cycles are ignored. Obviously, the core which needs the least time to load its
test stimuli will wait for all its concurrently scheduled cores to complete loading. Hence,

if for the given core the test schedule changésnes, then for each subset of pattepas

(for the s distinct divisions of the time allocated to the given core) the testing time will

be computed based on the two-pattern tested cores scheduled in each sfdivesens.

Since the loading time for each CUT in TpTest mode is variable with its schedule, the
rectangles cannot be pre-computed. This can be observed from the following example.

Example 5.2 Supposé&€ore;, Core, andCores are two-pattern tested cores and they are
scheduled as in Figuré.§, the loading time for their producers, wrapper scan-in chains
and wrapper scan-out chains are shown in the figure. Since the producers and CUTs are
connected using the daisychain architecture, without considering the bypass cycles, for
the first 50 patterns, theoadSizefor all the three cores will benax{Lprod 1 + Lprod 2 +

L prod_3, WSGn_1, WSGn 2, WSGn 3, WSGut 1, WSGut 2, WSGut 3} = 45clock cycles. However, for

the next 30 patterns, once the test@ures has been completed, theadSizes max{L prod 1+
Lprodfg,WSanl,WSanz,WSQ)uLl,WSQ,uLz} = 25 clock cycles. The same reasoning is ap-
plied for the last 20 patterns, whéore; is not concurrently tested with any other cores,
where thd_oad Sizewill be 10 instead.

Adapted Dynamic Rectangle Packing:Figurel6.10shows the pseudocode for algo-
rithm TpTestSchedule The algorithm takes the core I8, TG and the TAM division
as inputs, and it generates tbeheduldor each core and the SOC testing tifig.. The
proposed algorithm is based on a generalized rectangle packing algoréh@8] and we
only show the differences with respect to the original algorithm.
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Algorithm 5.2 - TpTest_Schedule

INPUT Cset, T IG! Wpl’Od! V\bUT
OUTPUT: scheduleTsoc

1. Compute collectioiR, of rectangles for one-pattern tested coreGgt
2. InitializeCy, d, p);

3. SetCynfinished= Cset, W-avail =WeyT; (see 6, 78))

4. While Cyn finished# O {

5. if wavail >0{

6. Find unscheduled two-pattern tested coreCset

7. Compute collectiof® of dynamic rectangles fdz/;

8. Initialize(C, d, p);

9. Schedule compatible one-pattern tested cores that can be assigned

: preferred TAM width or two-pattern tested cores; (S&& V8])
10.  Schedule compatible one-pattern tested cores that can use the
: resulting idle TAM wires; (se€fl6, 78])
11.  Updaté proq, l0adSize
12. Updatdesttimefor scheduling two-pattern tested cores;
13. } else{
14. Updatenexttime
15. Finish the scheduling core t&&twith ending timenexttime
16. Updatdhistime
17.  w_avail+ = Wamc;;
18.  Cunfinished— = {Ci};
.}

}

22.return scheduleTseg

Figure 5.9:Procedure for Test Scheduling with Given Widths for Each TAM Group.

As described earlier, for two-pattern tested cores thecestot be pre-computed and
represented as a static rectangle. Its TAT (the width of the rectangle) varies with its schedule
and hence its rectangle representation is computed dynamically (line 7). Because of the
same reason there are also no static "preferred TAM widths” for two-pattern tested cores.
In [76, 78], the procedurénitialize is used to compute the preferred width for each core, in
which parameterd andp are used to select appropriate "preferred width” for each core and
are usually manually selected for SOCs with different available TAM widths to get a better
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result. Since we need to call this procedure many times with diff§kept (see Algorithm

1), itis unlikely that a manual selection will lead to an optimal value. Consequently, in our
implementation we have fixed the two parameterd t02 andp = 1.0. This may result in

a different schedule and a slightly longer testing time in some cases when compared to the
result from [76, 78]. Whenever a core is scheduled (line 9, 10), the available TAM width
w_avail will be deducted with the value of the assignédyt TAM width for the core.

Once a two-pattern tested core is schedulggyy, loadSizefor the currently scheduled
cores in TpTest mode need to be updated (line 11) and their TATs are recalculated (line
12). Once there is no available TAM resources for current test sessiow(ia@ail = 0)

the currently scheduled core with the minimum TAT completes its scheduling (line 15), its
TAM resources will be released and the algorithm will try to find another unscheduled core
which can use the freed TAM lines.

5.4 Experimental Results

To investigate the implication of the proposed approach on the DFT area savings and its
impact on SOC testing time, experiments are carried out on ITC'02 SOC benchmark cir-
cuits. As described in Secti&ng3, the total TAM lines are divided into Producer-CUT TAM
groups Gprod/GeuT) in the proposed test architecture. Since different divisions (configu-
rations) will generate different test schedules, we need to obtain the optimal configuration
which leads to the minimum TAT. Using the SOCs’ specifications detailed in Sé&e#ol
the above issues are investigated in the following three experiments:

Experiment 1 discusses the DFT area savings of the proposed prodcuer/CUT test ar-
chitecture (Sectiob.4.2);

Experiment 2 illustrates the variable TAT with differeMi,roq/Weut TAM configura-
tions (Sectiorb.4.3;

Experiment 3 compares the testing time when using the new TpTest methodology with
the case when all cores are one-pattern tested, assuming the test pattern count is the same
(Sectiorb.4.9);
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5.4.1 SOC Specifications

Four SOCs: g1023, p22810, p34392 and p93791, which are originally part of the ITC’02
SOC test benchmarking initiatij& 15, are used in our experiment. g1023 is a compar-
atively small hypothetical SOC, while p22810, p34392 and p93791 are large industrial
SOCs. Since the functional interconnects are not provided in the benchmark files, we have
decided to randomly generate them to support the proposed approach, including the direct
connection between cores and functional busses. We have assumed that the SOCs have
Rounc(’l%) busses and each bus has a random nurpb@ < p < min(Nc,8)) of cores
attached to it, wher®\. is the total number of cores in the SOC. In addition, all cores on
busses are assumed to be able to transfer data to and from the bus, and hence each one of
them can be a bus producer to others. We have also assumed that every core has a random
number ofg(1 < q < 3) producers. In addition, we assume that all the cores with internal
scan chains are tested using the proposed TpTest modes, while the remaining non-scanned
cores are tested using InTest mode. Hence, 12 of 14 cores in g1023, 22 of 28 cores in
p22810, 4 of 19 cores in p34392 and 13 of 32 cores in p93791 are selected to be tested in
TpTest mode. In addition, we assume that the number of test patterns is equal to the one
provided in [L15 when cores are two-pattern tested. It should be noted, however, that in
reality the number of patterns for delay faults is usually much higher than when targeting
single stuck-at faults.

5.4.2 Experiment 1. DFT Area Savings

The area of the core wrapper is mainly determined by the size of the WBR cells. As dis-
cussed in Sectidh. 1, the enhanced WIC design introduces an extra SFF when compared to
the standard WIC design. The area of a typical SFF implementation is about ten equivalent
2-input NAND gates. Therefore, the DFT area savings of the proposed architecture can be
calculated ag | *P{Ni. +Ni.} x 10, in whichNip, NI andNi . are the number of two-pattern
tested cores, the number of inputs for two-pattern tested Corg and the number of
bidirectionals foICorg. Based on the above formula, using the proposed test architecture,
SOC g1023, p22810, p34392 and p93791 sk@1Q 2382Q 4840and31320equivalent
2-input NAND gates, respectively.
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Figure 5.10:SOC TATs with Variable Producer-CUT TAM Width Configurations.

Because these savings do not come at no expense, the implications on the SOC TAT are
discussed in the following sections.

5.4.3 Experiment 2: Optimal Producer-CUT TAM Configuration

Figure5.10presents the TATs of the four SOCs, for different widths of the producer TAM
(Wprod), When the total TAM width\ is fixed to 8. To give an exact TAM width division

the functional interconnects are fixed in this experiment (i.e., we have randomly generated
the functional interconnect only once). It can be seen that the TAT of g1023 is minimum
whenWpoqg is 3, the TAT of p22810 is minimum wheWpog is 2, while the TATs for
p93791 and p34392 are minimum whéhoq is 1. This variation is due to the relationship
between the total number of the producers’ outputs and the internal SFF in the SOCs. On
the one hand, in the case of g1023, the number of SFF is comparable to the number of the
producers’ outputs, hence a large amount of TAT is necessary to load producers’ outputs,
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thus leading to a higher number of producer TAM lines. On the other hand, for p93791
and p34392, the SFF number is significantly larger than the number of producers’ outputs.
As a result, the time necessary to load the internal scan chains dominates the SOC TAT
and hence only one TAM line is necessary to load the producers’ WOCs. The number of
SFFs in SOC p22810 is larger than the number of producers’ outputs, but the difference is
not as large as in the case of p34392 and p93791. Hence two TAM lines are used to load
producers’ WOCs give the optimum SOC TAT. It should also be noted that the SOC TAT
variation withWy,oq is a convex function based on our observation, i.e., it decreases until it
reaches its minimum for theptimalWoq, after which point ifWyoq is further increased

then the TAT will grow as well. This is because, once sufficient TAM resources are used
to load producers’ WOCs, the SOC TAT will be dominated by the loading of the internal
wrapper scan chains (i.€cyT group). Hence the further decreas&\gf,+ will obviously

lead to an increase of the overall TAT of the SOC.

5.4.4 Experiment 3: Test Schedule and Test Application Time

Tablesb.],5.2,5.2and5.4 present results for TpTest of the four benchmark SOCs g1023,
p22810, p34392 and p93791 when varying the total TAM witifh (note only results for

the optimal TAM division are reported). Since the SOC TAT is affected by the functional
interconnects, we ran the algorithm for 100 randomly generated interconiggtSTmax

and Tnin denote the average, maximum and minimum TAT, respectively. The percentage
change in TAT using the proposed test architecture is calculated using the faYmg =

M x 100, whereT is the result for two-pattern test with enhanced WICs, using the
algorithm from [76, 78].

It can be seen that the average SOC TAT increases about 68% for SOC g1023, 43% for
SOC p22810, 42% for SOC p34392 and 14% for SOC p93791, respectively. The increase
is due to:(i) Wprod TAM lines used to load the excitation vectdii;) Test resource conflicts
between cores as described in SecboB.l. Note, the increase varies based on the SOC
structure (including the functional interconnects, the number of cores in TpTest mode and
the core sizes).

98



5.4. Experimental Results

Ph.D. - Qiang Xu - McMaster

g1023
InTest [7€] NEW TpTest

W T(cc) | Tave(cC) | Tmax(cC) | Tmin (cC) | AT (%)
8 76218 126976| 152613 | 107117 | +66.60
16 42106 65326 | 75813 | 57149 | +55.15
24 27906 43906 | 54325 | 38518 | +57.34
32 21967 33971 | 41268 | 28505 | +54.65
40 17925 29057 | 34622 | 24838 | +62.10
48 14794 27236 | 33549 | 22353 | +84.10
56 14794 26728 | 33287 | 21676 | +80.67
64 14794 26538 | 33223 | 21275 | +79.38

Table 5.1:TAT Comparison of The Two Two-Pattern Test Methodologies for g1023.

p22810
InTest [76] NEW TpTest

W T (cc) Tave (CC) ‘ Tmax (CC) ‘ Trmin (cC) ‘ AT (%)
8 973995 | 1251036| 1393431 1171321| +28.44
16 504440 653548 | 742651 | 607702 | +29.56
24 368493 491847 | 559716 | 441247 | +33.48
32 281438 397183 | 484224 | 332677 | +41.13
40 241237 337832 | 410470 | 291417 | +40.04
48 200595 301209 | 375937 | 250480 | +50.16
56 174485 286088 | 360592 | 248916 | +63.96
64 174485 278992 | 360592 | 239484 | +59.89

Table 5.2:TAT Comparison of The Two Two-Pattern Test Methodologies for p22810.

Having reported the average TAT increase for the four SOCs with 100 random func-
tional interconnects, we present the different test schedules of the four SOCs for InTest
and TpTest in Figur®.11and Figures.1Z. To get the exact schedule the functional inter-
connect is also fixed in this experiment and only the schedule with opWgah/\Weu
configuration is shown. For SOC g1023, the total TAM width is 16 and 4 TAM lines are
used to load producers’ WOCs in TpTest mode. This obviously increases TAT, in addition
to the reason that theoadSiz€or each core is not solely dependent on its assigned TAM
width, but also depends on the producers of the other cores that are scheduled at the same
time. For SOC p22810 with a total TAM width of 16, producers’ WOCs are loaded from 3
TAM lines. Because many two-pattern tested cores are scheduled to be tested concurrently,
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p34392

InTest [76] NEW TpTest

W T (cc) | Tave(cc) | Tmax(cc) | Tmin (cC) | AT (%)
8 2198975 | 2715071 2752472 2708766, +23.47
16 1077812 | 1245226| 1322366| 1114607| +15.53
24 838643 | 1018869, 1164818 855407 | +21.49
32 544579 863964 | 1140994 704813 | +58.65
40 544579 836397 | 1140994 567044 | +53.59
48 544579 836274 | 1140994 567044 | +53.56
56 544579 836274 | 1140994 567044 | +53.56
64 544579 835413 | 1140994 567044 | +53.41

Table 5.3:TAT Comparison of The Two Two-Pattern Test Methodologies for p34392.

the load size for those cores may increase. The TAT increases in this case by approximately
32 percent. For SOC p34392, only 1 TAM line is used to load producers’ WOCs for a total
TAM width of 32 to get the optimal TAT in TpTest mode. Although there are only 4 cores

in TpTest mode in this SOC, the TAT increases by 85 percent (from 544579 to 1009879).
The main reason for this high increase is because these 4 cores are the largest cores inside
the SOC, and the time spent on testing them dominates the overall TAT of the SOC. For this
specific functional interconnect in our experimedore;, {Corey, Corejo} andCore;g are
incompatible, from Figur®.12(b)a good part of the testing time (from 153844 to 545326)

is wasted in TpTest mode, which is used effectively in InTest mode, however. As shown
in Section5.4.2, the savings in DFT area for p34392 are not significant and, as a result,
the system integrator may prefer to use the enhanced WIC design for p34392 to decrease
SOC TAT. Nevertheless, unlike p34392, for SOC p93791, the sizes of the cores are sim-
ilar and, consequently, none of the cores will dominate the whole SOC TAT. As a result,
although test conflicts exist between cores, the size of idle rectangles are not too large (Fig-
ure5.12(d). In this case 2 of 32 TAM lines are used to transfer producers’ WOCs and TAT
increases by only about 12 percent.

100



5.5. Concluding Remarks Ph.D. - Qiang Xu - McMaster

p93791

InTest [76] NEW TpTest

W T (cc) | Tave(cc) | Tmax(cc) | Tmin (cC) | AT (%)
8 3684114 | 4228052 4323478| 4198829, +14.76
16 1888950 | 2227268| 2386166, 2107380 +17.91
24 1302093 | 1506468| 1679554| 1287985| +15.70
32 1066517 | 1206364, 1275858| 1168159| +13.11
40 880381 | 1057245 1188497, 898920 | +20.09
48 694260 841771 | 979567 | 754301 | +21.25
56 627575 641982 | 669208 | 624541 | +2.30
64 580610 623852 | 643842 | 588030 | +7.45

Table 5.4:TAT Comparison of The Two Two-Pattern Test Methodologies for p93791.
5.5 Concluding Remarks

Motivated by the difficulty to deliver high quality delay fault tests to embedded cores,
this chapter has presented a noRebducer-CUTtest architecture for core-based SOCs
containing two-pattern tested cores. It was shown how IEEE 1500 wrapper instruction set
can be extended with LoadProd instruction for producer cores and TpTest instruction for
CUT cores, in order to ensure full controllability of the two-pattern tested core’s primary
inputs in two consecutive cycles. Solutions to address the optimization of Producer-CUT
architecture have also been elaborated. When compared to the case that enhanced WICs
are used for two-pattern test, it was demonstrated that the proposed architecture can deliver
the same fault coverage with less DFT area overhead and limited SOC TAT penalty.

The main idea behind the proposed architecture for two-pattern test is a modular strat-
egy that applies the test stimuli for the CUT through the functional interconnect. Following
the same idea, for a one-pattern tested CUT, if we apply (observe) the test stimuli (re-
sponses) for its Pls (POs) both through the functional interconnects, we can provide the
same testability for this CUT without wrapping it, thus reducing the area overhead and
performance penalty brought by the IEEE 1500 wrapper. This observation motivates the
modular SOC testing with reduced wrapper count work presented in the next chapter.
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Chapter 6

Modular SOC Testing with Reduced
Wrapper Count

By utilizing the functional interconnect topology and the WBRs of the surrounding cores
to transfer test stimuli and test responses, this chapter shows that some core wrappers can
be removed without affecting the controllability/observability and hence the testability of
the SOC. We denote such cores without WBRdigist-wrappedcores and we present
novel modular SOC test architectures for concurrently testing both 1500-wrapped and light-
wrapped cores. Since the WBRs of cores that transfer test stimuli and test responses for
light-wrapped cores become shared test resources, similar to two-pattern test for embedded
cores discussed in Chapter 5, conflicts arise during test scheduling that will negatively
impact the test application time. As a consequence, novel optimization algorithms are also
presented to alleviate this problem.

The sequel of this chapter is organized as follows. Se@idmgives preliminaries for
the research work presented in this chapter, outlines the motivation behind it and summa-
rizes the contributions of it. In Secti@?2, we present a novel SOC test architecture with
reduced wrapper count and provide the corresponding optimization algorithms. While this
new architecture is more effective when the number of light-wrapped cores is large, in
Section6.3, we show how to adapt the TestRail architecture for testing SOCs containing
a relatively small number of light-wrapped cores. Next, Secdghdiscusses the experi-
mental results, and finally, Secti@E concludes this chapter.
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6.1 Preliminaries and Summary of Contributions

Most prior works on modular SOC test architecture design and optimization (discussed in
Section3.3) assume that all the cores attached to the TAM wires are fully 1500-wrapped,
i.e., wrapper cells are placed on all the functional input and output terminals. While this
guarantees core isolation during test, and hence high test quality, some embedded cores
may have high pin count, and consequently the DFT area overhead associated with the
wrappers will increase the cost of the test. Moreover, since both core’s inputs and outputs
are buffered in the wrapper, at least two sets of multiplexers are required to switch between
the functional and test mode of operation. If placed on the critical paths, these multiplexers
will lower the maximum operating frequency, thus having a direct impact on the SOC'’s
functional timing performance.

Since the gate count of the unwrapped IP cores (due to area constraints or timing vi-
olations) can be large, the question is how can they be tested effectively? One approach
is to treat them as interconnect circuitry in between 1500-wrapped cores and test them as
non-scanned sequential logic, as discussed @%,[105. If there is a large number of
memory elements in the unwrapped logic blocks, this approach may present several prob-
lems. Firstly, when compared to the scanned version of the unwrapped logic blocks, the
fault coverage may significantly decrease despite the increased computational time required
for sequential ATPG. This is unacceptable according to the analysis given by Kapur and
Williams [85], in which they show a higher test quality for each core is required to achieve
acceptable overall quality of the SOC, when compared to the case that the core itself is a
chip. Secondly, due to sequential ATPG, the test pattern count will grow, which may also
lead to an increase in the overall testing time because the test stimuli/responses are not
directly controlled/observed (they have to be shifted in/out through other cores’ wrapper
cells). Another approach presented/ 3%, 116]] is to justify the unwrapped logic block’s
test vectors through its surrounding UDL, without affecting the fault coverage. Although
this solution is effective in reducing the DFT overhead, its main limitation lies in the fact
that it reduces the reusability of the core test sets, since new test sets are required whenever
the unwrapped logic block is used in a different SOC environment.

To maintain the controllability/observability of the embedded cores without wrapper
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Figure 6.1:Full Controllability and Observability fo€ore; without Wrapper Cells.

cells, and to enable test reuse at the same time, we introduce a new concepligiatled
wrapperand explains how light wrappers can be employed to address the above issues.

6.1.1 Light Wrapper

From the system integrator’s standpoint, to test the embedded cores and their interconnects,
full controllability and observability needs to be provided at the inputs and outputs of each
core. It is important to note to ensure modularity and scalability, the controllability and
observability should be test set independent. To achieve this, however, it is not necessary to
wrap all the cores’ terminals with WBR cells, since the system integrator can also exploit
the functional interconnect between cores to transfer the test data. To illustrate this obser-
vation, producersandconsumersare introduced. For a giveborg, its producers are the
cores which feed its primary inputs (same as the "producer” defined in Cl@ed its
consumers are the cores which capture its primary outputs in the normal (functional) mode.
Figure6.1shows a part of an SOC, whe®re; is not wrapped with WBR cells, however

all its producers@ore;,Corey) and its consumeiJorey) are 1500-wrapped. For InTest of
Cores, the controllability of its input terminals is provided through its producers’ WOCSs,
while the observability of its output terminals is provided through its consumer’s WICs. In
other words, we can shift in its test stimuli through the WOC€ofe; andCore, feed

in the test stimuli intaCore; through its normal functional path, and then capture its test
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Figure 6.2:Light Wrapper without Wrapper Cells.

responses and shift them out through the WICEofe;. Note,Corez cannot achieve a

high fault coverage using ExTest Gore;, Core; andCore; because the state of the in-
ternal scan chain i€ore; cannot be controlled and observed in ExTest mode. Since we
apply test stimuli and capture test responses through functional paths, all the interconnects
are tested implicitly, and hence we do not need to perform ExTestdogs. It should

be noted, however, this implicit testing of interconnects loses the diagnostic information
that differentiates between defectddores’s interconnects and defects@ores’s internal

logic.

To summarize the above-explained observation, a core that does not require consecutive
test vectors (e.g., targeting stuck-at fault), can be tested without wrapping its terminals as
long as all its producers and consumers are 1500-wrapped. If the core does not have other
test modes except InTest and ExTest mode, then it does not need a wrapper at all (Figure
6.2). If the core has other test modes, for example, it contains RAM or ROM blocks and
it has an additional built-in self-test (BIST) mode to test these internal memories, then,
it needs a light wrapper without WBRs to support these additional modes, i.e., the light
wrapper must include WIR and the WSC port to control the operational mode of the core.
From now onwardéight-wrapped coresvill refer to cores which do not need a wrapper at
all or cores with a light wrapper, since both of them remove all the wrapper cells, which

107



6.1. Preliminaries and Contributions Ph.D. - Qiang Xu - McMaster

[m——————————
| Y I
: |
Test stimuli === - A YVr =W _'\ Test response
Gar) ===y by v ——‘—.’ (Geur)
4
Test response = WPC N W COI’E wl o _PI_ \ Test stimuli
(Gcons) — —" B B o o —'/ (GPFOd)
R R
Functional - Functional
data ] data
3
|
Test control
T_?st con'troll. wsl > WIR > WSO | Test response
+ Test stimuli SelectWIR
Wrapper ﬁ‘ T

wsC

Figure 6.3:Revised IEEE 1500-Compliant Wrapper for Producer/Consumer Cores.

in turn reduce DFT area and may improve the SOC'’s functional performance. The light-
wrapped core requires either WSI/WSO or WPI/WPO to shift in the test stimuli and shift
out the test responses to and from its internal scan chains. It may also include a serial
or parallel bypass register (WBY) to enable a shortened test access path to other cores, if
necessary. It is interesting to note that, if the light-wrapped core does not have internal
scan chains, it can be treated as a UDL and the proposed test strategy for it is in essence a
standard ExTest strategy.

When the number of light-wrapped cores is large, to speed up the test data transfer, we
propose to update producers and consumers with a 1500-compliant wrapper shown in Fig-
ure6.2. In this revised wrapper architecture, test stimuli for the Pls of the CUT are loaded
through the producers’ WOCs only; while the test responses for the POs of the CUT are
unloaded through its consumers’ WICs only. In addition to the DFT hardware modifica-
tion to support light-wrapped core testing, the IEEE 1500 instruction set also needs to be
extended in this revised wrapper architecture for producer/consumer cores. New instruc-
tions LoadProdfor producer cores andnloadConsfor consumer cores are introduced.
Moreover, if a core serves as both producer and consumer at the same time, an additional
LoadUnloadNbranstruction is required to transfer test data both in and out of its WBR
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cells. These instructions are used to set the producer/consumer in the appropriate opera-
tional mode to shift in/out test stimuli/responses. For the example shown in Fegljre

Cores has a light wrapper (Figur@.2) and the core wrappers for its producef®(e; and

Core) and its consumerJorey) can be revised to support the previously explained transfer
mechanisms (see Figuée3 whose parameters are detailed in Sec6dh?).

When the number of light-wrapped cores is relatively small, the amount of test data
need to be transferred through the WBRs of producers and consumers is also comparably
small. Hence, it is acceptable to use the ExTest configuration of the standard IEEE 1500
wrapper to load/unload the wrapper cells of the producers and consumers (i.e., TAMs go
through all wrapper cells), and also there is no need to introduce extra test instructions.
However, to enable parallel ExTest and to access the internal SFFs of the light-wrapped
cores, we need to adapt the TestRail architecture to support testing light-wrapped cores, as
detailed in Sectio%.3.

6.1.2 Summary of Contributions

In this chapter, novel test architectures and the associated optimization techniques for SOCs
containing light-wrapped cores are presented, which facilitate a rapid and concurrent test of
1500-wrapped cores and light-wrapped cores. The two main contributions of this chapter,
detailed in Section6.2 and6.3 are as follows:

e Wwe propose a novéProducer— CUT — Consumettest architecture for SOC design
containing a large number of light-wrapped cores and its associated optimization al-
gorithms. By dividing TAMs into three separate groups (for producers, CUTs and
consumers, respectively), implicit test conflicts are eliminated and thus the negative
impact on testing time because of test resource sharing is minimized. In addition,
based on the functional relationship among embedded cores, an algorithm that max-
imizes the number of light-wrapped cores is also presented,;
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o for SOC designs containing a relatively small number of pre-determined light-wrapped
cores, we show how to adapt the TestRail architecture to access the internal SFFs of
light-wrapped cores in the Parallel ExTest mode, and how to optimize it in terms of
test application time.

6.2 Producer-CUT-Consumer Architecture for Testing Light-
Wrapped Cores

Having introduced the light wrapper concept and outlined its applicability to 1500-based
testing, this section focuses on its implications on SOC test architecture and test scheduling
when system integrators want to maximize the number of light-wrapped cores. Note, in
this scenario, the test architecture and test scheduling algorithm for SOCs containing light-
wrapped cores are similar to the ones proposed in Chapter 5 for two-pattern tested cores
because both of them use the revised version of wrapper for test data transfer through
producers (consumers). For the sake of self-containment in this chapter, however, we still
elaborate all the details here.

To clarify all the issues related to testing these light-wrapped cores, we provide a hypo-
thetical SOC, called m4953, with 9 cores and a system bus connecting 3 cores. The number
of scan chainssc and the functional interconnects of these cores are shown in Fegéie
Note, the test infrastructure of the SOC has not been implemented yet and hence it is not
shown in the figure. Additional test parameters will be given in the experimental section.
The name of this SOC follows the benchmark naming convention presentetdinyhere
mrefers to McMaster University and the number 4953 denotes its test complexity.

6.2.1 Test Conflicts Caused by Sharing Producers/Consumers

Before proposing a new SOC test architecture, we analyze the conflicts introduced by the
inter-operability of light-wrapped cores and their 1500-wrapped producers and consumers.
In the InTest mode, all the 1500-wrapped cores can be tested concurrently, as long as they
use different TAM lines (assuming cores on the same TAM are tested in sequential order

to make the drawing clear, the cores are not placed in the increasing numerical order.
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Figure 6.4:Example SOC: m4953.

and there is no other test scheduling constraints, such as precedence relationship, preemp-
tion and power constraints). However, because testing light-wrapped cores is dependent on
their producers and consumers, TAM lines conflicts are not the only ones which limit the
test concurrency. Instead, there are five new types of test conflicts, described as follows:

e Producer-CUT ConflictProducer(s) and the CUJannotbe tested at the same time.
For example, in Figuré.4, if Cores is a light-wrapped coré&;ore,, Cores andCorey
should not be tested at the same tim&ase;. This is because, the producer needs
to utilize its WOCs to capture its test responses, however, at the same time, the CUT
needs the producer's WOCs to provide test stimuli. If they are tested concurrently,
the test data will be corrupted.

e CUT-Consumer ConflictThe CUT and consumer(g€gannot be tested at the same
time. For example, in Figuré.4, if Core, is a light-wrapped coreCore;, Corey,
Coreg andCorey should not be tested at the same time. This is because, the con-
sumer needs to utilize its WICs to deliver test stimuli, however, at the same time,
the CUT needs the consumer’s WICs to capture the test responses. If they are tested
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concurrently, the test data will be corrupted.

e Shared-Producer Conflicfwo light-wrapped cores which connect directly (i.e., on

a dedicated non-shared set of lines) to the same prodwagerot be tested at the
same time. For example, in Figuéed, if Core; andCoreg are light-wrapped cores,

they cannot be tested at the same time because both of them require the WOCs of
Core, to provide the test stimuli.

e Shared-Consumer Conflictwo light-wrapped cores which connect directly to the

same consumezannot be tested at the same time. For example, in Figude if
Core; andCore; are light-wrapped cores, they cannot be tested at the same time
because both of them need the WICLaire; to capture the test responses.

e Shared-Bus Conflictf the producer(s) or consumer(s) connect to the light-wrapped

CUT through functional buses, they might imply the previous described test conflicts
and hencenay not be tested at the same time. For example, in m495830r&; and

Cores; are two light-wrapped cores connected to the system bus, they cannot be tested
at the same time because both of them need the I/O WBR®§ to provide test
stimuli or capture the test responses at the same time. However, if we have another
wrapped core connected to the bus, for exarues,, thenCore; andCore; can be

tested together because we can@see, as the producer and consumeafre;, and

Cores as the producer and consumeafres. By sharing the bus lines in consecutive
times, there is only one clock cycle test application penalty per test pattern (using the
same system bus to transfer test data), which is insignificant for scan-based testing.

6.2.2 TAM Division into Three Groups: Producer, CUT and Con-
sumer

The previous section has outlined the test conflicts which, if not taken into consideration,
may corrupt the test data and render the test useless. Other types of conflicts may appear if

the test data is transferred using shared TAM lines between producers, CUT and consumers.
To avoid this type of conflicts, which may adversely influence the overall testing time of
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the SOC, dividing the TAM lines into three groups is proposed, motivated by the following
examples:

Example 6.1 Consider the SOC m4953 shown in Figrd and let us assume th&tore;
andCore, are 1500-wrapped cores ar@tbres is a light-wrapped core, which nee@®re,

as a producer. We assume tl@adre; andCore, share the same TAM line$ AM,1) and
Core; connects to a different TAMIAM,2). Since for testingCores we need to use both
TAM,1 and TAM,, to transfer test data, loading a test pattern fGore; is prohibited
while loading the stimulus fdCores. As a result, there is a test conflict betwé&&ore; and

Coreg; even though they connect to different TAM lines and have no functional relationship.
This indirect TAM resource conflict may prohibit the overall test concurrency for light-
wrapped cores in a large SOC, which will ultimately lead to testing all the light-wrapped
cores separately, and thus resulting in very large testing time.

Sharing TAM lines between producers, CUTs and consumers, may also increase the
test control complexity for Test Bus architecture, as illustrated in the following example.

Example 6.2 In the case of m4953 shown in Figuees, if Core is a light-wrapped core,

then after the test stimuli are loaded in the WOCE€ofe; andCorey, we must apply them

at the same time. We also need to capture the test responses in the W@spCorey,

Coreg andCorg at the same time before shifting it out. If the TAM lines are shared between
producers, CUTs and consumers, all of these operations introduce additional synchroniza-
tion issues and consequently they may increase not only the testing time, but also the test
control complexity.

To address the above problems, we propose to divide the TAM lines into three groups:
Gprod: GecuT andGeonsused to load the producers, CUTs and consumers, respectively. This
division will remove the additional test conflicts discussed in ExarBdlend test control
complexity discussed in Examp&2. Using the setup from Exampk1, testingCores
will need the assistance Gfore, to provide the test stimuli. If the output WBRs Gbre
is loaded througl@yog and, althougtCore; andCore, share the same TAM resources in
GcuT, thenCore can still be tested at the same timeCawe;.
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Figure 6.5:Proposed Test Architecture for an Example SOC Containing Light-Wrapped
Cores.

For GeyT group we use a flexible-width Test Bus architecture, as introduced in Section
3.3.3 For Gprog and Geons group, however, we use the Daisychain architect@teile.,
long scan chains are constructed over all the producer cores’ output terminals and all the
consumer cores’ input terminals, as depicted in FiguEe Producer bypass registers and
consumer bypass registers (PBY and CBY in the Figure) are introduced in order to shorten
the loading/unloading time because only a few cores serve as producers or consumers at
a specific test session. The main reason for using the Daisychain architect@gdor
and Gcons group is to simplify the control complexity. When a producer (consumer) core
is in LoadProd (UnloadCons) mode, the producer (consumer) TAM lines go through the
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core’s wrapper boundary cells, otherwise they go through the bypass register (note, it is
unnecessary to introduce extra bypass instruction for producers and consumers). As a re-
sult, although testing light-wrapped cores involves several producers and consumers, they
can be controlled by the LoadProd and UnloadCons instructions independently. In addi-
tion, the Daisychain architecture f@prod (Geond TAM groups can almost always give

a near optimal loading (unloading) time, for a given TAM width;og (Weond. Suppose

the number of the outputs of a producemMNs then its loading time will be[wNO 1. As

prod
long asWprod < No (Which is realistic in most of the cases), there is no wasteSghq

TAM resources, except the few bypass cycles, which leads to a near optimal loading time
for its producers. The same holds B¢yns unloading. It is essential to note that the TAT

of a light-wrapped core is dependent on all the three TAM groups’ architectures and the
proposed TAM division into three groups facilitates concurrent testing of 1500-wrapped
and light-wrapped cores, which is exploited by the algorithms described in the following
section.

6.2.3 Proposed Algorithms for Wrapper/TAM Co-Optimization

The introduction of light-wrapped cores, producers, consumers and TAM division into
three groups, requires the development of new algorithms for wrapper/TAM co-optimization,
as explained in this section. We formulate the new problem to be solved as follows.

Problem PwT_opt: Given the test set parameters for each core (including the number
of primary inputs, primary outputs, bidirectional 1/0s, test patterns and scan chains, and
each scan chain length), the total TAM widkk, for the SOC and the wrapper design con-
straintsC,y, determine the width of each TAM grou/rod, WeuT andWeonscorresponding
t0 Gprod: Geut andGeong), the TAM width and the wrapper design for each core, and a test
schedule for the entire SOC such th@: the wrapper design constrairg are satisfied;

(i) the total number of light-wrapped cores is maximiz&d;) the total number of TAM
lines used at any time does not exc¥égand(iv) the overall SOC TAT is minimized.

There are mainly three types of wrapper design constr8igtsi) if the critical paths
appear between cores then, to avoid performance penalty, some cores must be light-wrapped;
(i) if some of the cores are provided with IEEE 1500 wrappers and, due to their location
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and size, their overhead does not affect the performance or the cost of the SOC, then there
is no reason to make them light-wrappédi) if a core is two-pattern tested (e.g., target-
ing delay faults or CMOS stuck-open faults) as discussed in Ch&pidrich employs the
producers’ WOCs to apply the second consecutive pattern, double-buffering in the WBRs
of the core and its producers is necessary; hence, in this case, the CUT and all its produc-
ers must be 1500-wrapped. It is important to note, if there are user-defined logic (UDL)
blocks in the SOC, the system integrator has two choices: either make the UDL blocks
1500-wrapped, and then use them as an input to the algorithms described in this section for
problemP.wT—opt; Or treat the UDL blocks as light-wrapped cores, i.e., they must satisfy
the first wrapper design constraint when solvitigyt—opt. In either case there is no loss in
fault coverage of UDLs since, by construction, it is ensured that each light-wrapped core
is controlled by its producers and observed by its consumers. Therefore, the proposed so-
lution can also be used as an alternative to ExTestdoicurrentlytesting wrapped cores
and UDLs.

In the rest of this section we first present the top level algorithm for solMiag—opt
and then we give details on the new procedures and concepts specific to our approach.

TAM Division And Test Scheduling: LightTestOptimization the proposed algorithm
to solvePL.wT_opt is shown in Figuré.€. The inputs are the set of coré), TAM width
(W), functional interconnect relationship between coi®s Wrapper design constraint
(Cw), and a weight parametewegigh)), used in pruning the search space. The outputs
are the number of TAM lines allocated to each TAM group, wrapper typagpertype
and design for each core, SOC test schedsthddulg and the overall test application
time for the entire SOCTgog). The optimal TAM division, i.e., the combination Bfjqq,
WeuT andWeons that gives the minimum TAT of the SOC, is acquired through enumera-
tion. The enumerative algorithm begins by determining which cores must be light-wrapped
(line 1), according to the functional interconnect relationdRiand pre-defined wrapper
design constraintQ,) of the SOC. Based on the generated wrapper type (light-wrapped
or not) for each core and the test conflicts determined by functional interconnect relation-
ship among coresR), a test incompatibility graphT(IG) is created (line 2). Next, the
algorithm will enumeratively find the optimal TAM division and the minimum system TAT
Tsoc In the inner loop (lines 5 to 9), the local minimum TA®calmin for a fixed total
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Algorithm 6.1 - LightTest _Optimization

OUTPUT: Wprod, WeuT, Weons Wrappertypg scheduleTsoc

1. wrappertype= DecideWrapperTypgCset, R,Cy);
2. TIG =ConstructT IG(wrappertypeR);
3. ForWeyT from Wy — 2 downto 1{

Whrod_plus cons= W1 —WeuT;
FOI’ Wprod from 1 tonrodip|uscons— 1 {

4

5

6. Weons = Wprod_plus.cons— Wprod;

7 testingtime= LightTestSchedulCset, T 1G, Wprod, Weu T, Weons);
8 localmin=min{all testingtime};

9 RecordMprod_tocalmin: Weonslocalmin:

}

10. if (localmin> weightx globalmin) {
11.  break; } [*Prune search space*/
12. globalmin= min{all localmin};
13-} RecordNprod._globalmin Weonsglobalmirs
14. Wprod = Whrod_globalmirs
Weons = Weonsglobalmin
Weut =Wt —Wprod —Weons
Tsoc= globalmin
15.return Wyrod, WeuT, Weons Wrappertype scheduleTsog

Figure 6.6:Pseudocode for Optimizing Producer-CUT-Consumer Test Architecture.

width of Wyrod +Weons (Whrod_plus.cons 1S computed. In the outer loop (lines 3 to 13) the
algorithm searches faglobalmin among théocalminvalues, by enumeratingcyt from

the maximum possible val¥ — 2to 1. During our initial experiments it was observed that
localminis nearly aconvexXunction with respect td\cy 1. Thatis, it keeps decreasing until

it reaches a local minimum value, at which point it starts increasing. This convex attribute
can be explained by the fact that whagy 1 has a small value, the TAT is dominated by the
time to transfer test data throu@tyt (for justification see Equatiof.1 explained later

in this section). IncreasingcyT, and hence decreasit, g + Weons Will finally break
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this bottleneck. The TAT starts to increase when the time required to load/unload the pro-

ducer/consumer output/WICs starts to dominate the scan tim@dgf. There are some

variations around the local minimum value, which can be justified by the heuristic nature of

the dynamic rectangle packing (explained later in this section). Hence, to prune the search

space we enumerate thecalminvalues in the opposite direction (i.e, from — 2 to 1),

since we want to discard the largecalminvalues. To accommodate the variations around

the minimum value we use a parametgzight (a real value slightly greater than 1) (lines

10 and 11). It should be noted that during the enumeration process, we do not need to do

TAM design forGpoq andGeonsgroups, since the implementation of the Daisychain archi-

tectures for these two groups is straightforward owgg,q andWeonsare determined. To

generate a TAM design f@cyT, we adapt an existing generalized rectangle packing algo-

rithm TAM_ScheduleOptimizer[76, 78]. Due to the usage of the Daisychain architecture

for producers/consumersgdgnamic adaptatioof this existing algorithms is necessary. We

elaborate on each of the main steps of the top-level algorithm in the following paragraphs.
The worst case complexity of algorithiiightTestOptimizationis O(W3 x C(LTS)),

whereC(LTS) is the worst case complexity of algorithbight TestSchedulewhich will

be detailed at the end of this section.

Decide Wrapper Type: Not all the cores need to be 1500-wrapped in an SOC, how-
ever, to provide full controllability and observability, each light-wrapped core needs to be
surrounded by 1500-wrapped cores, i.e., all its producers and consumers must be wrapped.
The pseudocode for deciding the wrapper type is shown in Figirel he algorithm takes
the set of core€sey, the functional interconnect relationst®and the wrapper design con-
straintsC,, as the inputs, and it outputs the wrapper type for eachicer€se:. First, the
cores which need to be wrapped by 1500-compliant wrappers according to direct func-
tional relationship (i.e., dedicated non-shared communication lines) are identified (lines 1
to 10). In the first loop (lines 1 to 6), we initialize the wrapper status and wrap the cores
according to wrapper constraints, if any. For all the other cores, the wrapper is first set
to a light-wrapped type and a variable callesgt dependencys initialized to the sum of
its unwrapped producers and consumers (note, if one core serves as both a producer and a
consumer for another core, it is not to be counted twice). This variable is used to indicate
core’s test requirements as a light-wrapped core; if this number is large, it means that when
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Algorithm 6.2 - Decide Wrapper _Type

INPUT : Cset, R, Ciy
OUTPUT: wrappertype

* According to direct functional interconnects */
1. For each Coré € Cget {

2. if (Cy exist){

3. Wrap cora according to its constraint

4. }else{

5 Setls_Light Wrappeg = true;

6 Initializetestdependengy

-}

.}

7. While (testdependengy= 0 for any core € Csey) {

8. Find Corej with the maximuntestdependengy

9. Setls_Light Wrapped = falsg testdependengy= 0;

10. Updatdestdependencyf its producers and consumers;
.}

[* According to functional bus interconnects */

11.For each functional bus

12. if (No core on the bus is wrapped)

13. Wrap the core with the least number of I/Os;
14.return wrappertypefor each core;

Figure 6.7:Procedure for Deciding the Wrapper Type of Each Core.

this core is light-wrapped, we need a large number of 1500-wrapped neighbor cores to test
it. For example, in the case of m49%3ore, has 2 producersiore; andCorey), and 4 con-
sumers Corez, Corey, Coreg andCore), hence itdestdependencys initialized to 6. If

Core is a light-wrapped core, we need to wrap all its 6 neighbors. As a result, it is better to
wrapCore, with a 1500-compliant wrapper. Therefore, the algorithm finds the cores with a
largetest dependencgnd wraps them as 1500-compliant (lines 8 and 9). Whenever a core

is decided to be wrapped as 1500-compliant.att dependencis set to 0 because it does

not require any other cores to facilitate its test;tiast de pendencyf all its light-wrapped
producers/consumers is deducted by 1 (line 10). When functional busses are used, at least
one core on each functional bus must be wrapped as 1500-compliant to test all the other
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Figure 6.8:Test Incompatibility Graph for SOC m4953.

light-wrapped cores on the bus (lines 11 to 13). The algorithm will find a core with the least
number of inputs and outputs to wrap, in order to decrease the time required to load/unload
the test stimuli/responses. To illustrate the outcome of the proposed algorithm, in the case
of m4953,Core;, Core;, Core; andCores are selected to be light-wrapped, as shown by
the shaded boxes in Figuéed.

Construct the Test Incompatibility Graph (TIG): If there are test conflicts between
two cores (see Sectiodr2.]), then these two core tests cannot be scheduled at the same
time and they are denoted msompatiblecores. We construct a test incompatibility graph
TIG by treating each core as a node and adding an edge between two nodes if they are
incompatible. ThisT IGis used in Algorithm 6.3l(ightTestSchedule The TIG generated
for m4593 is shown in Figuré.& As shown in the figure, edges illustrating incompatibility
can exist only between two light-wrapped cores or between a light-wrapped core and its
producers/consumers. Two 1500-wrapped cores are always compatible during test because
they do not need each other’s help to test their internal logic.

Dynamic Rectangle Representationfor a one-pattern tested 1500-wrapped core, if
the assigned TAM width is given, the TAT to apply the entire test set is determined by
Equations$4.1 (for single-frequency core) a2 (for multi-frequency core). When a spe-
cific wrapper optimization method is used, the core testing time is a fixed value and hence
the core test can be represented adadic rectangle, in which the height represents the
TAM width and the width stands for the testing time. However, for a light-wrapped core,
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Figure 6.9:Test Application Time for Light-Wrapped Cores.

its TAT T, does not only depend on the time to load/unload its own produtgfsq),
consumersl{cong and internal scan chaink;f); the TAT also depends on the time neces-
sary to load/unload all the concurrently-tested light-wrapped cores’ producers/consumers
To keep the control and computational complexity low, similar to the test strategy for
two-pattern tested cores discussed in Chafteve propose talign test patterns for all

the concurrently-tested light-wrapped cores and hédneecalculated as in Equatidh 1,
where bypass cycles are ignored.

T = z (1+ max{z L prod: 2 Leons max{Lin}}) x (ps+1) (6.1)

As a result, if for a given light-wrapped core the test schedule chastiess, then for
each subset of patterps (for thesdistinct divisions of the time allocated to the given core)
the TAT will be computed based on the light-wrapped cores scheduled in each okthese
divisions. The following example is used to better illustrate the computatidn of

Example 6.3 In the case of m495% ore; is compatible with light-wrapped coré&3ore;
andCores. Let us assum€ore; and Coreg are selected to be scheduled at the same test
time withCores, as shown in Figur®.¢ (the given number of test patterns for these three
cores has been selected only to illustrate this example). The time necessary to apply a pat-
tern forCores is updated each time the schedule changes. For the first 10 patterns, the shift-
ing time for each pattern of bof@iores andCoreg will be max{L prod 3 + L prod 8, Lcons3 +

Lconss, Lin_3, Ling}. However, for the next 15 patterns, once the testCores has been
completed an€ore; is scheduled concurrently withores, the shifting time for each pat-

tern will be maxLprod 3 + Lprod 7: Lcons3 + Leons7, Lin3,Lin.7}. The same reasoning is
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applied for the last 10 patterns whéores is not concurrent with any other light-wrapped
cores. The shifting time for each pattern will iv&X{ L prod 3, Lcons3, Lin_3}. The variations
in the shifting time for each of the 3 divisions of the schedul€toe; can be differentiated
using aloadSize= maxy Lprod, ¥ Lcons Max{Lin} }, determined by all the concurrently-
tested light wrapped cores.

From the above discussion, we can see thaijther a light-wrapped core changesgery
time when the schedule is updated. Thignamicattribute leads to @ynamic rectangle
representationof the light wrapped core’s test and hence a dynamic rectangle packing
algorithm for test scheduling, shown in the following.

Adapted Dynamic Rectangle PackingTo concurrently test the light-wrapped cores
and 1500-wrapped cores, for the CUT TAM group we uskightTestSchedulalgorithm
(the pseudocode is shown in Figl8d.(). The algorithm takes the core |8, TI1G and
the TAM division as inputs, and it generates foheduldor each core and the overall TAT
of the SOC.

As described earlier, for light-wrapped cores the tastnot be pre-computed and rep-
resented as a static rectangle; its TAT (the width of the rectangle) varies with its schedule,
hence its rectangle representation is computed dynamically (lines 7 and 15). In addition,
since the TAT of the light-wrapped cores may change dynamically with its schedule, there
are no "preferred TAM widths” for them. Ir76] the procedurénitialize (line 2) was used
to compute the preferred width for each core, in which paramdtarslp were sometimes
manually selected for SOCs with different available TAM widths to get a better result;
since we need to call this procedure many times with diffevénit (see Algorithm 6.1),
it is unlikely that a manual selection will lead to an optimal value. Consequently, in our
implementation we have fixed the two parameterd toe 2 andp = 1.0 (these two values
give a generally good "preferred TAM width”); this may result in a different schedule and
a slightly longer TAT in some cases when compared to the resufin Line 3 initializes
the cores that have not finished their schediy&inisheg the current available TAM width
Wavail, @and the current start time for unscheduled cahéstime respectively. In line 9,
the algorithm tries to schedule either a 1500-wrapped core with preferred TAM width or a
light-wrapped core with the maximum allowable test pattern count that is able to fit in the
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Algorithm 6.3 - LightTest _Schedule

INPUT: Cset, TIG, Wprod, Weu T, Weons
OUTPUT: scheduletestingtime

1. Compute collectiofR, of rectangles for 1500-compliant core €
2. InitializeCyp, d, p); [*Cp is the 1500-compliant core set*/
3. SetCynfinished= Cset; W_avail = WeyT; this time= 0; (see ['6, 78])
4. While Cynfinished7 0 {
5. if w.avail > 0 {
6. Find unscheduled light-wrapped core Ggt
Compute collectioR, of dynamic rectangles faZ;
Initialize(C;, d, p);
Schedule compatible 1500-wrapped cores that can be assigned
: preferred TAM width or compatible light-wrapped cores; ($&& 7))
10.  Schedule compatible 1500-wrapped cores that can use the resulting
: idle TAM wires; (seeT6,78])
11.  Updaté prod, Lcons l0adSize
12.  Updatdesttimefor scheduling light-wrapped cores;
13. } else{
14.  Updatenexttime
15.  Find unscheduled light-wrapped co@g with
: no internal scan chains;
16. Compute collectioR’ 4 of dynamic rectangles f&€” 4
17. InitializeC"q, d, p);
18.  Schedule compatible coresGh not exceedingnexttime
19. Updaté.prod, Lcons l0adSize
20. Updatgesttimefor scheduling light-wrapped cores;
21. Updatenexttime
22.  Finish the scheduling core t€3twith ending timenexttime
23. Updateghis.time
24.  w_avail+ = Wamc;;
25.  Cunfinishea— = {Gi};
26. Updatehis_ time
o}
¥

27.return scheduletestingtime

© o N

Figure 6.10:Procedure for Test Scheduling with Given Widths of Each TAM Group.
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idle rectangle (since test patterns for concurrently-tested light-wrapped cores are aligned).
When scheduling a light-wrapped core, its rectangle size is determined as following. The
TAM width for this core (its height) is the minimum value that minimizead Sizeand the
TAT of the core (its width) is calculated using Equat®&d. Once a core is scheduled (lines
9 and 10), the available CUT TAM width_avail will be deducted the value of the assigned
CUT TAM width for the core. Whenever a light-wrapped core is schedulgdq, Lcons
loadSizefor the currently scheduled light-wrapped cores, need to be updated (lines 11 and
19) and the TAT will be recalculated (lines 12 and 20). If a light-wrapped core has no
internal scan chains inside and hence it does not need any TAM lines (&cthegroup,
we may be able to schedule it even when the available CUT TAM wid#vail = 0 in
GcuT (lines 15 to 20). This is because oryog andGeonsresources are necessary. Once
there is no core able to be tested starting witis_time, the currently scheduled core with
the minimum TAT will be finished (line 24), its TAM resources are releasedthisdime
advances to its finishing time; the algorithm tries to schedule another core with this TAM
resources. Note, due to test conflicts, we are only able to select a compatible core to be
scheduled at any time (lines 9, 10 and 18); this is done through checking whether there is
an edge inT |G between the cores currently under test and the to-be-scheduled core.

The worst case complexity(LT S of algorithmLightTestSchedulean be estimated
as follows. The while loop in Line 4 of Figui@.10is executed\; times, where\. is the
number of cores of the SOC. In each such execution, a linear searchOxiNgecore set is
used to find the next core to be scheduled. In addition, these cores are also exafyed
to determine whether they are compatible with the currently-scheduled light-wrapped cores
(lines 9, 10 and 15). Moreover, in each such execution, a collecti@i\bgy 1) rectangles
are generated fdD(N, ) light-wrapped cores. The complexity of rectangle generation using
Designwrapperis O(sclogsc+ sc- k), in which scis the number of scan chains in the
light-wrapped core andl is the TAM width [73]. As a result, the worst case complexity
C(LTS) is O(NZ-N2-Weyr - (sclogsc+sc-WeyT)).
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(a) Producer-CUT-Consumer architecture(b) TestRail architecture with NO added control

Figure 6.11:Comparison of Test Architectures for SOCs with Light-Wrapped Cores - A
Simple Example.

6.3 Adapting TestRail Architecture for Testing Light-Wrapped
Cores

One of the design aims in the previous section is to maximize the number of light-wrapped
cores. This, however, can lead to very long test application time, which, in some situations,
may not be the preferred option for the system integrator. One may argue that from the
test reuse standpoint, as long as the existence of the IEEE 1500 wrappers does not violate
the design constraints, it is better to employ them, regardless of the overhead that they
may incur. Hence, a practical situation is that the system integrator analyzes the design
requirements and SOC constraints and determines the wrapper type, for each embedded IP
core, on a case by case basis.

Since the TestRail architecture (discussed in Se@i@Y) supports loading cores on
individual TestRails both sequentially and concurrently, it automatically supports the ac-
cess of a light-wrapped core’s producers and consumers. Therefore, no dedicated TAM
resources are necessary for shifting in/out producers’ WOCs and consumers’ WICs, as itis
the case in SecticB.2. For the TestRail architecture, when a light-wrapped core is under
test, we simply set its producers and consumers in the ExTest mode, and set itself in the
InTest mode if it is a scanned core, as shown for an hypothetical SOC in FBdLié).

No new test modes, and hence no additional test commands, need to be introduced in the
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Algorithm 6.4 - LightTRDesign

INPUT: Cset, R, W
OUTPUT: TR Tsoc

1.for(i = 0;i < loopCnti++) {

2. BuildCostFunction

DesignTestRaijl

ScheduleLightCores

ReschedulelnRail

RescheduleBetweenRails

record the TestRail architectufdr with lowestTsqg,

No AW

-}
8.return TR Tgoq

Figure 6.12:Pseudocode for Optimizing TestRail Architecture with Light-Wrapped Cores.

wrapper instruction set. When using the TestRail architecture both the WICs and WOCs of
the producers and consumers are loaded through the TestRails used by the wrapped cores.
Therefore we do not need to differentiate them and, in this section, they are both regarded
as thetest partnerf the light-wrapped cores. Because the light-wrapped cores and their
test partners might be placed in different TestRails, separate TestRails cannot operate in-
dependently any more. This necessitates a new optimization algorithm, described in this
section. The problem of minimizing test application time of the TestRail architecture for
SOCs with light-wrapped cores, call&ntr-opt, Can be formulated as follows:

Problem Righitr-opt: Given the test set parameters for each core and UDL (including
the number of primary inputs, primary outputs, bidirectional I/Os, number of test patterns,
number of scan chains, and scan chain lengths), the wrapper property of each core and
UDL (light-wrapped or 1500-wrapped), the total TAM widilf; for the SOC, determine
the set of TestRails R, the widti(r) of each TestRail, the wrapper design for each core,
and a test schedule for the entire SOC such thigtEvery core or UDL is assigned to not
more than one TestRail; (§) crW(r) <Wy; (iii) the overall SOC test application tinTgoc
IS minimized.

The total test application tim&c for the TestRail architecture is the maximum of the
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test application times of all the individual TestRails. The 1500-wrapped cores connected
to a TestRair are assumed to be tested sequentially, i.e., while a core is tested, all other
cores connected to the same TestRail are bypassed. The light-wrapped cores can be either
tested sequentially or concurrently, depending on which alternative saves test application
time. It is important to note that light-wrapped cores that do not have internal scan chains,
do not need to be assigned to any TestRails because its test stimuli/responses can be fully
controlled/observed from its test partners. The test application time of a light-wrapped
core cannot be determined until all its test partners (which are 1500-wrapped cores) have
already been assigned to dedicated TestRails. To decrease the complexifyigfithe opt
problem, we first separate the schedules for 1500-wrapped cores and light-wrapped cores
and then merge them at a later stage of the algorithm.

The proposed top-level algorithiimght T RDesigr{shown in Figuré.3) is a loop proce-
dure with an upper limit on the exploration time decided by the predefined vakipdni.
It takes the SOC core s€tet and the total TAM widthMy as inputs, and it outputs the set
of TestRailsT Rand the overall test application timig,e. LightT RDesigrhas four main
steps (lines 3-6). For each of the iterations, the cost function is different which implies
that we explordoopCnt different TestRail architectures and select the one which leads
to the lowest test application time. This is important because the initial test architecture
determines the effectiveness of the subsequent optimization procedures. In the results re-
ported in this papeloopCnt= 500, which gives a good balance in between the quality of
the results and CPU execution times that are in the seconds ra8tgpDesignTestRail
determines a set of TestRails and their widths, based on the cost function generated from
BuildCostFunction StepScheduleLightCoreschedules the light-wrapped cores in front
of 1500-wrapped cores for the previously determined TestRail architecture. The last two
steps ReschedulelnRadndRescheduleBetweenRaitsy to optimize the overall test ap-
plication time for the SOC by exploiting the idle times within TestRails. In the following
we illustratively show the specific features of our overall algorithm and the main steps.

Test Conflicts: Because testing the internal logic of the light-wrapped cores uses the
1500-wrapped test partners, three types of test conflicts are introduced:

e Partner-CUT Conflict The light-wrapped CUT and its test partneenotbe tested
at the same time. This is because, both of them need to utilize the WBRs of the test

127



6.3. Adapted TestRail Architecture Ph.D. - Qiang Xu - McMaster

Tijght

W, Core1| Core, Corey

Cores I

(a) UDL to-be-Scheduled

W5

idle time |

T'ght

Core, Core, Core,

Cores I
]

(b) UDL scheduled on TestRail 1

Wil ubpL

TI"ght

Core1|

Core, Corey

Core; I

W,| UDL

(]
(c) UDL scheduled on TestRail 2

Figure 6.13:Comparison of Scheduling UDLs on different TestRails.
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partner to shift in/out test stimuli/responses.

e Shared-Partner ConflictTwo light-wrapped cores which connect directly (i.e., on a
dedicated non-shared set of lines) to the same test paramerot be tested at the
same time. This is because, as in the above case, sharing of the partner's WBR for

test data transfer is prohibited.

e Shared-Bus Conflictf the test partner(s) connect to the light-wrapped core through

functional buses, they might imply the previous described test conflicts and hence
may not be tested at the same time.

Data Structure: The data structure used to store the schedule information for each
core is as follows:

Data structure core schedule

1. TestRalf [* The TestRail that the core is on */

2. begin [* Schedule begin time of the core */

3.end [* Schedule end time of the core */

4.isScheduleg /* Whether the core has been scheduled */
5.inCompatibleCores /* The cores that cannot be scheduled concurrently */
6. finishedPatterns /* The number of patterns that finished schedule*/

7. finishedTime /* The test application time of the finished patterns*/

TheinCompatibleCoresist for every core is initialized in a pre-processing step based
on the functional interconnects and wrapper properties. For a 1500-wrapped core, once it
was assigned to a TestRall, its test application time is determined, however, its schedule se-
guence on the TestRail is not decided yet. We still consider it unscheds&zhéduled-
falsg and therefore itbeginandend times will be updated after the schedule of light-
wrapped cores has been resolved. Since the test of light-wrapped cores involves its test part-
ners, a light-wrapped core schedule might affect many other cores scheduled at the same
time. Hence, when a light-wrapped cdrbas completed its scheduléinishedPatterns
and finished Timeatend(i) are updated for all the other concurrently scheduled cores.
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Test application time for light-wrapped cores: When a new light-wrapped core is
scheduled, all the cores that are tested at the same time as this light-wrapped core, will
change their test application time. This is illustrated using the following example:

Example 6.4 The hypothetical SOC shown in Figuéll contains two light-wrapped
cores: Core, and the UDL. When using TestRail architecture shown in Fighufel(b)

based on the functional interconneCpre; is test partner o€Core;, whileCore; andCorey

are test partners of UDL. Suppose the test pattern coun€Cfoe; and UDL areN; and

Nudl, respectivelyl1 > Nyqi). The TestRail architecture can be determined by the proce-
dure DesignTestRail and, as shown in Figéré3(a) Core; will be assigned to TestRail 1.

At this time, the load size for each patterrQure; is loadsizg = Nsa w; + [Nio2/Wa] + 1,
whereNsg w; IS the maximum scan chain length ©@bre; after scan chain stitching to
match TAM widthAy and Njo2 is the number of wrapper boundary cells of its test partner
Core (the value 1 stands for the bypass cycledmrey). SinceCore, andCore, are on the

same TestRail 1, the scheduleGafre; is independent of TestRail 2. If the UDL is assigned

on TestRail 1, as shown in Figu&13(b) since it shares the same TestRail wtbre;

and they are tested concurrently, the load size for each of the overlapped test patterns is
loadsizgyeriapped= Max{Nsc1 w; + Nscudtwi + [Nio2/Wa | + [Nioa/Wi |, [Nio3/Wa]}, where
Nscudiwy, Stands for the maximum scan chain length of UDL after scan chain stitching to
match TAM width. If the UDL is assigned on TestRail 2, as depicted in FighudeS3(c)
however, althougiCore; and UDL are not on the same TestRail, their test partners share
the same TestRail. Therefore, the load size for each of the overlapped test patterns will be
loadsiz@yveriapped= max{Nsct w; + [Nio2/Wa| + [Nioa/Wi ], Nscudiw, + [Nioz/Wol}}. In
Figures|6.13(b)and6.13(c)the rectangldJ DLy stands for the time required to load the
test patterns of UDL. In both cases after the UDL has finished its schedule, the load time
for each of the remainindjly — Nyq test patterns foCore, is loadsizeg.

6.3.1 Determine the TestRail Architecture

In procedureDesignTestRailwe determine the set of TestRaill®k and the width of each
TestRailw(r) by optimizing TestRail architecture only for 1500-wrapped cores. Since
the testing time of light-wrapped cores is dependent on its test partners’ shifting time, we
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need to consider it in this step in order to get an initial TestRail architecture more suit-
able for assigning light-wrapped cores in the following steps of the top-level Algorithm
1. Therefore, we usBuildCostFunctiorto try different costs in every iteration of Algo-
rithm 1. Given a TestRail with 1500-wrapped coreS and for each core; € C the time

it serves as test partnerstisand its number of wrapper cells I, the cost function is
Cost=T(r)+a x ¥i(ti x Nw), whereT (r) is the test application time for the TestRail, and

o is a cost weighting scalar that is varied by the system integrator in solution space explo-
ration. In our implementatiorny is selected to be incremented by 0.1 in each iteration (e.g.,
for aloopCnt= 500 a varies from 0 to 49.9), which gives us good results with execution
time of seconds.T R— Architect[48] is revised to optimizeCostinstead of testing time
only in procedure DesignTestRail for the test architecture exploration.

6.3.2 Schedule Light-Wrapped Cores

The proceduré&cheduleLightCoress shown in Figuré.14, schedules the light-wrapped
cores onto a given TestRail architecture and tries to reduce the overall test application
time. It takes the set of TestRailsR and the light-wrapped core s€fy as inputs, and

it outputs the updated TestRail &R with all the light-wrapped cores scheduled on them
and the overall test application time of the light-wrapped c@jigg. In this procedure, we
schedule all the light-wrapped cores in front of 1500-wrapped cores in each TestRail, and
there is no schedule overlap between any 1500-wrapped cores and light-wrapped cores so
that we do not need to consider the Partner-CUT conflicts. In lines 1 and 2 we initialize
TR, the unscheduled core S@fnschedulec@Nd the currently scheduled core €gtheduling

Inside the loop, the light-wrapped cores are scheduled (line 3-23). The procedure first
finds a cora compatible withCscheduling(i-€-, it does not have any shared-partner conflicts
with the cores irCscheduling With maximum test pattern count (line 4). Then if corg a
non-scanned core, it will not be assigned to any TestRail. In this case the procedure only
updates the schedule of all the affected cores (line 6-7). If cea scanned core, the
procedure will search through all the TestRails and try to assign the core to the TestRalil
r* which leads to the minimum test application time. The time must account for the sum
of all the affected light-wrapped coré€3 s secteq and the maximum test application time
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Algorithm 6.5 - ScheduleLightCores

INPUT: TR, Giignt
OUTPUT: TR, Tiight

1.setTR=TR

2. setCynscheduled= Ciights Cscheduling= 0

3. while(Cunscheduteli = 0) {
4. if a compatible corécan be found with maximuri, {

5. if (corei is non-scanned cor€)
6. find the core€,t fectegWhose schedule are affected,;
7. compTiméCatfected T R);
8. } else{
9. Sett(r*) maximum value;
10. forall re TR { S
11. rtemp="rU{i}; TRemp= TR\ {r} {rtemp};
12. find the TestRail$ Ryt fecteqWhose schedule are affected;;
13. find the core€;¢fecteqWwhose schedule are affected;
14. t(rtemp = cOMpPTiMé€Cattected T Remp + T (T Raffected;
15. if (t(reemp <t(r*)) {
16. I =remp TR =T Remp
}

: ¥
17. TR =TR

} s

18.  Cscheduling= Cscheduling {it;

19. isSchedulefl) = true; Cynscheduled= Cunscheduled {1};
20. }else{

21.  find corej in Cschedulingsuch thaend(j) is minimum;
22.  Cscheduling= c:scheduling\ {iks

23.  updatéNfinished Tfinished for all cores iNCscheduling

24. }

)

25. sefljight = maxec”gmend(i);

26.return TR, Tiignt;

Figure 6.14:Procedure for Scheduling Light-Wrapped Cores onto TestRail Architecture
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T(TRatfected for all the 1500-wrapped cores on the affected TestRaRs; tecteq(line 10-
17). TakingT (T Ratfected iNto consideration is very important since it helps us to avoid
the assignment of the light-wrapped cores which will affect badly the TestRail that already
has a large testing time for the 1500-wrapped cores. After scheduling,d0¢geduling
andCynschedulecare updated (line 18-19). If a compatible core Witheduiingcannot be
found, the schedule of cofiein Cschedulingwith the minimumendtime will be finished, the
number of finished test patterns and test application time of all the other c&@gsdBuling
are updated (line 21-23). The procedure is repeated until all the light-wrapped cores are
scheduled. In line 25, the overall test application time of light-wrapped chigs is
computed, which also gives the begin time for 1500-wrapped cores in every TestRail.

An example schedule, for a hypothetical SOC with five 1500-wrapped cores and three
light-wrapped cores, after tifgcheduleLightCorestep is shown in Figuré.17(a) It can
be seen the overall test schedule is divided into separate test sessions for light-wrapped
cores and 1500-wrapped cores, and hence incurs a relatively large idle time.

6.3.3 ReSchedule 1500-Wrapped Cores within TestRail

The procedur®eschedulelnRai) as shown in Figur6.15 tries to move the 1500-wrapped
cores to the idle time created by scheduling light-wrapped cores, in order to reduce the over-
all test application time of the longest TestRail. Since the core set on every TestRail will
not change, this rescheduling will not affect the core schedule on other TestRails. For each
TestRailr, the procedure searches through all the idle ranges one by one (controlled by
upperLimif), to reschedule the 1500-wrapped cores. First the idle time is computed (line
4-8). If the idle range ends g, then all the remaining 1500-wrapped cores can move
forward to the beginning of this idle range. Hergge is set as maximum value (line 5-6).
Then an unscheduled corsvith maximum test application time which can fit in the idle
range is found and scheduled (line 9-11). If such a core cannot be fopiperLimitwill
be updated to the end time of this idle range so that the procedure will try the next idle range
(line 13). Once all the idle ranges are searched, the procedure will update the schedule of
the remaining 1500-wrapped cores (line 16).

As illustrated in Figure6.17(b) after theReschedulelnRailstep the 1500-wrapped
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Algorithm 6.6 - ReschedulelnRail

INPUT: TR, Tjight
OUTPUT: TR

l.forall r e TR {

2. setupperLimit=0;

3. while (true) {

4, if an idle range< idleBeginidleEnd> onr can be found
such thatdleBegin> upperLimit {

5 if (idleEnd== Tiignt) {
6. setTigile Maximum value;
7 } else{
8 Tigle = idleEnd—idleBegin
¥
9. if a unscheduled 1500-wrapped come r can be found
: such thafl; < Tigie AND T; is the maximum{
10. begin(i) = idleBegin end(i) = begin(i) + T;;
11. upperLimit=end(i);
12. } else{
13. upperLimit=idleEnd
14. }else{
15. break;
.}
16. update the schedule of the remaining 1500-wrapped cores;

g
}

17.return TR;

Figure 6.15:Procedure for Rescheduling 1500-Wrapped Cores within TestRail

coresPC; on TestRaill andPC, on TestRail2 are rescheduled. As a consequence, the
TestRail3 becomes the new bottleneck TAM, which shortens the overall test application
time of the SOC.
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Algorithm 6.7 - RescheduleBetweenRails

INPUT: TR
OUTPUT: TR, Tsoc

1.isImproved= true;
2. while (isimproved){
find rmax for which T (rmax) = maxetr T(r);
find core<C onrmaxwhich do not serve as test partners;
if (C==0) {isimproved= false break;}
find corei* in C for which Tix = minecT (i);
SetisFound=true;
forall r € TR\ {rmax} {
for all idle ranges< idleBeginidleEnd> onr {
10. Tigle = idleEnd—idleBegin
11. if (TestTimé&™*,r) < Tqie) {
12. schedule corg to the icge range;
13. rmax=rmax\ {I*}; r=r {i*};
14. iIsFound=true;
15. break;

}

16. if (isFound)break;

.}

17. if (lisFound){isimproved=fals¢;
-}

19.return TR, Tsog

©oNOOOA®

Figure 6.16:Procedure for Rescheduling 1500-Wrapped Cores in between Different Tes-
tRails

6.3.4 ReSchedule Wrapped Cores in between Different TestRails

The procedurd&kescheduleBetweenRai&s shown in Figur®.16 attempts to reduce the

test application time of a given TestRail architecture by moving the 1500-wrapped cores
from the bottleneck TestRail to another TestRail, provided that it reduces the overall test
application time. If a 1500-wrapped core serves as a test partner for light-wrapped cores,
placing it to a different TestRail will affect core schedule on other TestRails. As a result, we
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Test session for Test session for

light-wrapped cores TiLht 1500-wrapped cores -
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(a) After stepScheduleLightCores
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(b) After stepReschedulelnRail
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(c) After stepRescheduleBetweenRails

Figure 6.17:LightT RDesignAlgorithm for an Example SOC with Five 1500-Wrapped
Cores and Three Light-Wrapped Cores.

136



6.4. Experimental Results Ph.D. - Qiang Xu - McMaster

only consider moving those cores which do not serve as test partners for any light-wrapped
cores in this procedure. The procedure is iterative. In each iteration, it first identifies
the bottleneck TestRaflax (Line 3). Line 4 finds all the 1500-wrapped co@on rmax
which do not serve as test partners of light-wrapped cores. Then the procedure searches
through other TestRails to see whether there is sufficient idle time to fit initonose
test application time is the shortest@(line 8-17). For each TestRail the procedure
searches through every idle range. Note, the idle time betwealrax is also one of
the idle ranges. If such a TestRail can be found, ¢omsill be rescheduled on the new
TestRail (line 14). The procedure exits wheis empty or no beneficial re-assignment can
be found.

For the example from the previous two subsections, afteréspgheduleBetweenRails
the corePGs, originally on bottleneck TestRail3, is rescheduled to TestRail2 which reduces
the test application time, as shown in Figét&7(c)

6.4 Experimental Results

The purpose of our experiments is to find out (i) When system integrators want to maximize
the number of light-wrapped cores, how much DFT area can be saved without affecting the
test quality and what are the implications of these savings on testing time; (ii) When system
integrators pre-determined the set of light-wrapped cores, what are the testing times for the
two proposed test architectures. As a result, in addition to the hypothetical SOC m4953,
benchmark SOCs from the ITC'®0C test benchmarking initiatiyiL15) are used in our
experiments. Since the functional interconnects are not provided in the original benchmark
files, similarly to the configuration described in Secitod.], we have randomly generate
them to support the proposed approach, including the direct connection between cores and
functional busses. We have assumed that the SOCstmvad'f—g) busses and each bus

has a random numbgr (3 < p < min(Nc,8)) of cores attached to it, whel is the total
number of cores in the SOC. In addition, all cores on busses are assumed to be able to
transfer data to and from the bus, and hence each one of them can be a bus producer to
others. We have also assumed that every core has a random numigdr<ofq < 3)
producers (consumers are generated from the producer-CUT relationship automatically).
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’ H Nin ‘ Nout ‘ Npi ‘ Nsc ‘ SCtength ‘
Core; | 35 | 50 | 28 | 23 | 55555555555555554444444
Core, | 117| 84 | 36 221221221221 221 200 178
Corez | 144 | 47 | 72 149 149 149 147

Coreg | 202| 60 | 20

Corg || 126 | 25 | 40 300 299 299
Coregs || 29 | 40 6
Corey 6 | 242| O
Corgg || 136 | 12 | 28 160 159 159

AW OIOWO|~N

Corey || 194 | 157 | 6 149 149 149 147

Table 6.1:Test Parameters of SOC m4953.

To investigate the implication of the proposed architectures on the DFT area savings
and its impact on SOC testing time, four experiments are carried out, as follows.

Experiment 1 compares the test schedule obtained for SOC m4953 when all the em-
bedded cores are 1500-wrapped against the case when 4 cores are light-wrapped using the
proposed Producer-CUT-Consumer architecture (Seétibd);

Experiment 2 analyzes the number of cores that can be light-wrapped and the number
of wrapper cells that can be saved (Secboh 2);

Experiment 3 discusses the TAT implications of using the Producer-CUT-Consumer
architecture compared with the serial ExTest strategy (Se6tf);

Experiment 4 presents the TAT comparison between using the Producer-CUT-Consumer
architecture and the TestRail architecture when the light-wrapped cores are pre-determined
by system integrators (Secti®.4;

Note, it is assumed that no wrapper design constraints exist in Experiments 2 and 3,
and the proposed algorithm from Secti®2 determines the wrapper type of each core, the
optimal TAM division and the test schedule. While in experiment 4, the wrapper type for
each embedded core is pre-determined by the system integrator.

6.4.1 Experiment 1: Test Schedule Comparison for m4953

First we investigate our pruning technique used for rapidly dividing the available TAM
lines into three separate groups: producer, CUT and consumer for SOC m4953. The test
parameters for the cores in m4953 are shown in T&dein which Nin, Nout, Npi @ndNsc
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Figure 6.18:Test Application Time Variation withN\cyT.

denote the number of inputs, outputs, bidirectionals and scan chains in the specific core,
respectively. The length of each scan chain is shown in col8Gugth

The TAT variation withWeyT for m4953 is depicted in Figur8.1€ (given the total
TAM width W = 10). Using the propose@AM_Division Schedulalgorithm proposed in
Sectiori6.2, we obtain the minimum TAT of 955911 clock cycles Wyt = 7, Wyrod = 2
andWeons= 1. For this particular case we deal with a convex function and the first identified
local minimum is the only global minimum. If we seteight= 1.1 (see Algorithm 6.1),
the search for the minimum TAT will start frofficyt = 8 and stop atMeyt = 6. This will
prune the search space and hence reduce the computational time to a few seconds even for
large SOCs, while getting the best possible TAM division and schedule.

In Figure6.19(a) we present the test schedule obtained for m4953 when all the cores
are 1500-wrapped. When applying the neecideWrapperType if no wrapper design
constraints exisCores, Cores, Core; andCoreg are selected to be light-wrapped, and the
test schedule is shown in Figuéel9(b) We can observe that the SOC TAT increases by
approximately 45%, due to the following three main reasons:

1. the test conflicts introduced in the light-wrapped SOC test model cause more idle
rectangle areas in the bin. For example, altho@ghe; can fit into the rectangle area
aboveCore, due to the producer-CUT confliCore; is incompatible withCore, and
hence they cannot be scheduled at the same time;
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(a) Test schedule when all the cores are 1500b) Test schedule wheGore;, Core;, Core; andCoreg
wrapped using16] are light-wrapped using the proposed method

Figure 6.19:Test Schedule Comparison for SOC m4953.

2. the number of TAM lines used to access the 1500-compliant cores and the internal
scan chains of light-wrapped coreéSd1) are decreased from 10 to 7. To support
light-wrapped core testing, two TAM lines are used for loading producers’ outputs
and one TAM line is used to unload consumers’ inputs;

3. when two light-wrapped cores are scheduled at the same time, the load time for each
overlapped pattern may increase. In this example, light-wrafpeg andCores are
tested concurrently, and the load time of the overlapped test patterns is dominated by
the loading time of the producer outputs;

It can be observed in Figuf19(b) thatCore; is scheduled from the same starting time
asCore; even when the available number of CUT TAM lin€syt = 0. This is because
Core; has no internal scan chains and test data can be transferred onlyGygiacand

GCOHS

6.4.2 Experiment 2: Reduction in 1500-Wrappers and WBRs

Table6.2 shows the reduction in the number of 1500-wrapped cores and the number of
WBRs for the 100 random-generated interconnects for four benchmark Q@& swWhen

using theDecideWrapperType procedure to maximize the number of light-wrapped
cores. Nc is the total number of cores, whilbmaxi, Nmin1 and Nave; denote the max-
imum, minimum and average number of light-wrapped cores, respectidgly;, is the

total number of WBRs anBmaxwbr, Nmin.wbr @NdNayve wbr denote the maximum, minimum

and average number of WBRs that are removed. The percentage reductions are defined
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’ SOC H Nc‘ Nmax ‘ Nrmin.I ‘ Nave! ‘ANI (%) H Nuwbr ‘ Nmaxwbr ‘ Nmierbr‘ Navewbr ‘ANWbr(%) ‘
91023 | 14| 7 4 | 5.77| 41.21 || 3587| 2367 504 |1479.11 41.24
p34392| 19| 10 7 | 8.29| 43.63 || 1884 1436 336 | 804.22| 42.69
p93791| 32| 16 12 |13.51] 42.22 || 7697 4235 | 1983 |2871.82 37.31
t512505| 31| 16 10 |12.62] 40.71 || 8503, 5035 | 1798 |3287.67 38.66

Table 6.2:The Number of Light-Wrapped Cores for Benchmark SOCs.

asAN; (%) = NaN—Vf' x 100and ANy (%) = W x 100 To provide the same test quality

for core-based SOCs, a high number of cores (approximately 40%) does not need to be
wrapped with WBR cells. Based on functional interconnect topology there are cases where
the maximum number of light-wrapped cores can be half of the total number of cores (see
column 3 in Tablé.2). More importantly, the number of WBRs that can be removed varies
from hundreds for smaller benchmarks to thousands for the larger ones. Given the fact that
each WBR can have an equivalent of 10 to 60 logic gétég][(depending on the number

of flip-flops and the modes used for each cell), we believe that the proposed solution can
yield significant savings in DFT area. Because these savings do not come at no expense,
the implications on the testing time are discussed next.

6.4.3 Experiment 3: Testing Time for Producer-CUT-Consumer Ar-
chitecture

To investigate the implications on test application time using Producer-CUT-Consumer ar-
chitecture, we compare the results from Sec@diagainst the case when the light-wrapped
cores are tested sequentially using serial EXTE8&r the test of all the wrapped cores.
When the light-wrapped cores are tested sequentially, it is assumed that the entire parallel
TAM bandwidth is allocated to their internal scan chains.

Table<6.3 6.4, 6.5 and6.€ present test application time results when varying the total
TAM width W, (note, only results with the optimal TAM divisions are reportete se
Tmax se aNd Thin_se denote the average, maximum and minimum TAT for the 100 random
circuits when serial ExTest is used to test the light-wrapped co5sp, Tmax_p @andTmin p
denote the average, maximum and minimum TAT for the 100 random circuits when the
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SOC g1023
[76] Serial ExTest Architecture Producer-CUT-Consumer Architectyre
T Tmaxse Tmin,se Tavese ATse Tmaxp Tmin,p Tavep ATp
Wi || (cc) | (cc) (cc) (cc) (%) (cc) | (cc) | (co) (%)
8 || 66423| 3164423 270004 1089174 +1539.75 362484 87109 188585 +183.92
16 || 35156| 3149277 256732 1072909 +2951.85 180895 42895 91760| +161.01
24 || 24018| 3141727 253263 1066494 +4340.39 120686/ 28234 63304 | +163.57
32 || 19620 3141727 249221] 1064404 +5325.10 93622 | 21665 49676 +153.19
40 || 14794 3141727 246090 1063731 +7090.29 75094 | 19567 42305| +185.96
48 || 14794 3141727 246090 1063597 +7089.38 64360| 19054 37667 | +154.61
56 || 14794 3141727 246090 1063479 +7088.58 58141 | 19054 34589| +133.80
64 || 14794 3141727 246090 1063299 +7087.37 52435| 18265 31997| +116.28

Table 6.3:Test Application Time Comparison for g1023.

SOC p34392
[7€] Serial ExTest Architecture Producer-CUT-Consumer Architecture
T Tmaxse Tmin_se Tavese ATse Tmaxp Tmin,p Tavep ATp

Whi || (cc) (cc) (cc) (cc) (%) (cc) (cc) (co) | (%)

8 || 2198975 2192676% 3186491 11207946 +409.69| 6174198 2807634 4019375 +82.78
16 || 1075242 21095812 2369160 1033930% +861.58| 3148405 1396602 2049255 +90.59
24 || 838643| 208592132183218 10248657 +1122.0% 2163488 998371| 1477729 +76.20
32 || 544579| 20565149 2133872 10114582 +1757.32 1682451 838643| 1208688 +121.95
40 || 544579| 205651492133872 10110141 +1756.51 1495912 601822 1064984 +95.56
48 | 544579 20565149 2133872 10110141 +1756.51 1393674 563150| 979985| +79.95
56 || 544579| 205651492133872 10110141 +1756.51 1323567 544579| 923876| +69.95
64 | 544579| 205651492133872 10110141 +1756.51 1286667 544579| 895010| +64.35

Table 6.4:Test Application Time Comparison for p34392.

proposed producer-CUT-consumer architecture is used. The percentage changes are calcu-
lated using the formulaTse(%) = T2vese=T x 100andATy(%) = 22T x 100, whereT

is the test application time result obtained using the algorithm describ&@]inl{ should

be noted that since we did not manually selectdrend p parametersT is slightly dif-

ferent when compared to the result reportedd6][ As seen in all the tables, in almost

all the cased\Tse is much higher tha\Ty,, especially when the total TAM widtidy is

large. This shows the effectiveness of the proposed test architecture. We can observe that
Tavese does not change a lot with the variatiorMdf; when serial ExTest is used for testing
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SOC p93791
[76] Serial ExTest Architecture Producer-CUT-Consumer Architectuire
T Tm axse Tm in_se Tavese ATse Tm axp Tm in_p Tave p ATp
W | (cc) (cc) (cc) (cc) (%) (cc) (cc) (cc) | (%)
8 || 3642176 20864571 5302688 10878060 +198.67| 7131063 4566696 5192296 +42.56
16 || 1901700 19538337 3858733 9513093 +400.24| 3577099 2259929 2598762 +36.65
24 || 1233570 19052632 3306718 9059614 +634.42| 2409185 1554572 1827146 +48.12
D
)

32| 1052919 18943120 3132505 8936536| +748.74| 1826561 1159523 1313552 +24.75
40 || 869430 18849275 3000622 8801580 +912.34| 1426151 963158| 1132204 +30.22
48 | 640190 18644076 2842435 8658272 +1252.4% 1210150 787964 973060, +52.00
56 || 598231| 18642092 2802460 8636190 +1343.62 1145604 601717 795703| +33.01
64 || 544052| 18587913 2745080 8599643 +1480.67 1006763 583079 680408| +25.06

Table 6.5:Test Application Time Comparison for p93791.

light-wrapped cores. This is because the single-bit loading/unloading time for produc-
ers/consumers dominates the overall TAT of the SOC and the incre¥$g dbes not help
in shortening it. While for the proposed Producer-CUT-Consumer architecture,\i¢hen
is increased the algorithm will distribute more TAM lines to the bottleneck TAM group
and leads to decreased TAT. One exception in the experiments is\ghen 8 for SOC
t512505, where the serial ExTest gives better result. This is because the number of internal
memory elements is much larger than the number of cores’ I/0s in this SOC. When the
Wy is small, test data transportation into the CUT is the bottleneck. Since the proposed
architecture requires at least 1 TAM line Gg,oq and 1 TAM line forGeons only 6 TAM
lines are left inGcyt to transfer test data to/from the cores’ internal memory elements,
while all 8 TAM lines can be used for the same duty when serial ExTest is employed.

In can be seen in Tabl&s3, 6.4,6.5and6.6, the average increase in TAT ov&ig] can
vary from about 4% to 186% when the proposed architecture is used. For g1023 the penalty
is higher than for the other SOCs. This is because, in addition to the reasons analyzed ear-
lier in Experiment 1, the number of internal scanned flip flops in g1023 is comparable to
the number of the producers’/consumers’ outputs/inputs. Hence a large amount of time
is necessary to load/unload test stimuli/responses, which imposes a high number of TAM
lines assigned to producer/consumer TAMs. This leads to less TAM lines for CUTs to
transport test data to/from the internal scan chains of all the cores. It can also be observed
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SOC t512505
[76] Serial ExTest Architecture Producer-CUT-Consumer Architecturg
T Tmaxse Tmin,se Tavese ATse Tmaxp Tmin,p Tavep ATp

Whi || (co) (cc) (cc) (cc) | (%) (cc) (cc) (cc) | (%)

8 || 23550880 28194691 24501542 26024702 +10.5Q0 3018182% 29513530 29758333 +26.3§
16 || 11451554 17259395 13291295 14906314 +30.17 13786212 12024617 1283662% +12.1(Q
24 || 10530995 17256024 1326332% 14891063 +41.40 12697603 10453470 11157350 +5.95
32| 6740743 13703678 8066245 9816884 +45.64 8528143 6277675 7005682 +3.93
40 || 5228420 13703678 7960790 9801760 +87.47 7523723 5228420 5961920 +14.03
48 || 5228420 13703678 7960790 9801760 +87.47 7523723 5228420 5958941 +13.97
56 || 5228420 13703678 7960790 9801760 +87.47 7523723 5228420, 5958844 +13.97
64 || 5228420 13703678 7960790, 9801760 +87.47 7523723 5228420 5958789 +13.97

Table 6.6:Test Application Time Comparison for t512505.

that the difference between the maximum and minimum TAT for different functional in-
terconnect topologies may be very high, which is due to the unbalanced sizes of the cores
inside the SOCs. For example, there are three large cores in p3@882,(Core;p and
Corerg). When these large cores are light-wrapped and the functional interconnect topol-
ogy causes plenty of test conflicts between them, then the TAT will increase significantly.
However, this penalty in TAT can be greatly improved simply by wrapping the large cores
(that are involved in many test conflicts) with 1500-compliant wrappers. For SOC p93791,
the sizes of the cores are medium and hence no core dominates the whole SOC TAT. As a
result, although test conflicts exist between cores the idle time is not too large (in average
the increase in TAT is about 37%). The TAT overhead for SOC t512505 is the smallest (in
average about 12%) in the four benchmark SOCs. This is because one largéaese) (
dominates the TAT of the entire SOC, and the additional time used to test the other incom-
patible cores is insignificant.

6.4.4 Experiment 4: Testing Time for Adapted TestRail Architecture

To investigate the implications on test application time using the adapted TestRail archi-
tecture, we compare the results from Sectohagainst the one obtained froénZ for two

benchmark SOCs, p34392 and p93791, with different light-wrapped core configurations.
For the given interconnects (we randomly generated the functional interconnect only once),
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Figure 6.20:Test Application Time Variation for p34392 with Differeabstweight

at most 8 cores in p34392 and 12 cores in p93791 can be light-wrapped.

First, for p34392 wheif; = 32, we analyze the test application time variation with
different values of the cost weight (from 0 to 4.5), used by thBuildCostFunction As
shown in Figures.2() the variation can be large, which justifies the need to try different
starting TestRail architectures for each of tbepCnt=500 iterations of the top-level al-
gorithm LightT RDesign The large number of trials for the initial architecture effectively
compensates for the lack of optimization in hesignTestRattep.

Tables6.7 and6.8 show the test application time comparison between the two proposed
test architectures for SOCs containing light-wrapped cores. We have used four different
light-wrapped core configurations for benchmark SOCs p34392 and p93791. For each
SOC, when the number of light-wrapped corlg s increased we keep the light-wrapped
cores from the previous experiments (with the lower number of light-wrapped cores). When
the overall TAM width is small\(4;; = 4,8 or 16in this experiment), in almost all the cases,
the test application time for the adapted TestRail architecture is lower than the one using
Producer-CUT-Consumer architecture. This is because, separate producer and consumer
TAMs have to be designed to shift in/out the test stimuli/responses to/from the producers
and consumers of the light-wrapped cores, for the Producer-CUT-Consumer architecture
from. This leads to a decrease in the number of TAM lines for the CUT TAM group, which
are used to shift in/out all the test data for 1500-wrapped cores and the internal scan chains
in light-wrapped cores. In contrast, for the adapted TestRail architecture, all the TAM lines
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are used to load the test data for both 1500-wrapped cores and the internal scan chains
of the light-wrapped cores. As a result, for Producer-CUT-Consumer architecture, when
Wy is small, the CUT TAM group dominates the test application time of the entire SOC,
since its available bandwidth is low. When increasidg, CUT TAM width no longer
determines the bottleneck for the SOC test schedule, as it can be observed in6Tables
and6.& Therefore, the improvements of the Adapted TestRail architecture disappear when
increasing thaM; and we attribute the few contradictory cases to the fact that the fast
heuristic search engines cannot always lead to near-optimal results.

From Tables6.7 and6.§ it can also be seen that when the number of light-wrapped
coresN, is relatively small, the adapted TestRail architecture leads to shorter test applica-
tion time, while Producer-CUT-Consumer architecture gives better resultsWhetarge.

This is because, again, in the TestRail-based method, there are no dedicated producer and
consumer TAM groups. WheNl; is relatively small, the test data to be shifted for the
light-wrapped cores is also small. In this case the load time for all the light-wrapped cores
that are scheduled at the same time is low and thus the testing time is dominated by the
time needed to load data in cores’ internal scan chains. Wherlarge, whenever a light-
wrapped core is scheduled, it is very likely that the schedule of several other concurrently
tested light-wrapped cores will be affected (and hence the TAM resources cannot be used
to test other cores). In addition, when considering all the loading time for all the test part-
ners for all the light-wrapped cores scheduled at the same time, the test application time
for the overlapped patterns is significantly increased. While for Producer-CUT-Consumer
architecture, since dedicated producer and consumer TAMs are used to shift in/out the test
data for the light-wrapped cores, the CUT TAM resources can be fully exploited to test
the wrapped cores, and hence it is more efficient wkeis large. For SOC p34392 when

W = 32, the result obtained in Producer-CUT-Consumer architecture is better even when
Ny = 2 or N = 4. This is because, in these two cases, core 18, which is quite large and
dominates the test application time of the entire SOC, is 1500-wrapped. If the proposed
method places the schedule of the light-wrapped cores in front of core 18, the test appli-
cation time will further increase. Whaff = 6 andW = 8, core 18 is light-wrapped and

the previous discussion can be followed, i.e., the adapted TestRail architecture gives better
results wherl is relatively small.
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6.5 Concluding Remarks

This chapter addresses the problem of effectively and efficiently testing SOCs containing
light-wrapped cores. Two scenarios according to the number of light-wrapped cores are
considered. When this number is large, we propose a itreelucer— CUT — Consumer

test architecture, similar to the one presented in Chapter 5. When this number is com-
parably small, we show how to adapt the TestRail architecture to obtain an effective test
strategy by accessing the internal SFFs of light-wrapped cores in Parallel ExTest mode.
We also present how to optimize the two proposed architectures in terms of test application
time.

So far we have addressed several emerging problems for testing SOCs that have one
level of hierarchy (SOC and cores), including how to test multi-frequency IP cores, how
to test SOCs containing two-pattern tested cores and how to test SOCs containing light-
wrapped cores. With the increase of reusability, past-generation SOCs might be used as
embedded cores in next-generation designs, and hence an emerging problem is how to test
such SOCs that have multiple levels of hierarchy. This problem is tackled in the following
chapter.
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Chapter 7

Multi-Frequency TAM Design for
Hierarchical SOCs

The emergence of hierarchical cores in SOC design presents new challenges to electronic
test automation. This chapter describes a new framework for designing TAMs for mod-
ular testing of such SOCs with multiple levels of hierarchy. We first explore the concept
that TAMs on the same level of design hierarchy employ multiple frequencies for test data
transportation. Then, we extend this concept to hierarchical SOCs and, by introducing fre-
guency converters at the inputs and outputs of the hierarchical cores, the proposed solution
not only removes the constraint that the system level TAM width must be wider than the
internal TAM width of the hierarchical cores, but also facilitates rapid exploration of the
trade-offs between the test application time and the required DFT area. Experimental re-
sults for the ITC’'02 SOC Test Benchmarks show that the proposed TAM design algorithms
increase the size of the solution space that is explored which, in turn, will lower the test
application time, when compared to the existing solutions.

The organization of this chapter is as follows. Secfibfi reviews the related ap-
proaches and outlines the main contributions of our work. In Se@tignve show how
multiple frequency test data transportation can be used for flattened SOCs, which is then
extended to hierarchical SOCs in SecfibB. Section?.4 presents the experimental results
and finally Sectioi¥.5 concludes the chapter.
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Figure 7.1:Hierarchical SOC Example.

7.1 Preliminaries and Summary of Contributions

With the capability to integrate tens or even hundreds of millions of transistors onto a

silicon die 69], SOC designs are becoming too large and complex to have only one level of

hierarchy (SOC and cores), since the capabilities of electronic design automation tools and

computing resources improve at a slower pace. As a result, state-of-the-art SOC designs

often have multiple levels of hierarch82, 45,111€,13(. These hierarchical cores may be

composed of several smaller in-house/external cores due to functional required#ignts [

or simply old-generation SOCs. In this chapter, we refer to such hierarchical cores in SOC

designs as "mega-cores” and a lower-level core embedded in them as their "child core”.
Most of the relevant research in core-based SOC testing (see S8@iGhassumes

that the hierarchy of the SOC is flattened during test, and hence only a single-level TAM

is needed. This assumption is becoming unrealistic because, as illustrated inEifjure

the hierarchical mega-cores may have the TAM already hard-wired inside. In addition, a

straightforward extension of the known TAM design algorithms will not necessarily lead to

effective solutions for testing hierarchical SOCs. Moreover, most of the prior research on

test architecture optimization assumes that the ATE operates at the same fredughcy (

as the internal cores’ scan chain frequencigyj. This assumption has been shown to

be inefficient when there is a mismatch between the ATE capability and the internal scan
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chain speedd7]. Multi-frequency TAM design, in which both the TAM width and the

TAM running frequency assigned to each core are co-optimized, can facilitate SOC test
cost reduction. A limited number of research approaches have been presented to address
the above issues separately1®4, 157 (for multi-frequency TAM design) and ir8]9, 44,

72,1107, 153 (for hierarchical SOC testing). Prior to outlining our contributions we will
summarize the relevance and limitations of these methods. Once the known art is presented
we stress the distinguishing features of the approach presented in this chapter.

7.1.1 Related Work on Multi-Frequency TAM Design

The mismatch between the frequencies of the external ATE and internal DFT logic leads to
under-utilization of the available resources, which in turn will affect the cost of test. To ad-
dress this problem, Khoch@T] proposed thé8andwidth Matchingechnique Bandwidth

is defined as the product of the width and the frequency of a scan architecture. Using serial-
ization/deserialization frequency converters, a high bandwidth source/sink (e.g., ATE) can
be connected to multiple low bandwidth sinks/sources (e.g., TAMS) as long as the band-
width matches. As a follow up, Sehgal et @l5§] proposed to match ATE channels with

high data rates to low-speed core scan chains using virtual TAMs. These virtual TAMSs,
however, are working at the same frequency. LatellBg], the ATE channels with high

data rates are used to directly drive SOC TAM wires, and the heuristic approach based on
rectangle packing froni7Zg] was extended to optimize the dual-speed TAM architecture.
[152,1154] were proposed mainly to fully exploit the capability of state-of-the-art ATEs to
drive different channels at different data rates. Most of the ATESs currently in use, however,
do not have this feature and therefore cannot employ the proposed techniques.

In fact, multi-frequency TAM design has the benefits to reduce SOC test cost even for
low-end ATEs This is because, in core-based SOC framework, the scan frequency for an
embedded core is variable only within a dedicated range, which is often different for various
cores. When single-frequency TAM design is utilizdégyy, is a compromise among the
frequency ranges of all embedded cores and the external ATE. Bipd®as a direct impact
on test application time, TAM wire length and test power of the SOC, if integrated into test
architecture optimization, the system integrator has a larger solution space to explore the
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trade-off between these factors and hence a better solution can be achieved. Moreover, there
may be cases when frequency ranges of multiple cores have no intersection at all, thus
constraining system integrators to design multi-frequency TAMs to supply data to these
cores at different rates. Therefore, prior to tackling the hierarchical SOC test problem, we
first investigate a more general multi-frequency TAM design approach in a flattened SOC
framework.

7.1.2 Related Work on Hierarchical SOC Testing

Only limited work has been done for testing SOCs that contain mega-cores. Bens®kt al. [
proposed a hierarchical-distributed-data BIST @BIST) TAM architecture, which allows

test access through design hierarchies. Another TAM architecture presented by Benabdenbi
et al., called CAS-BUS{], also considered the existence of hierarchical mega-cores. In
[107)], Li et al. presented a hierarchical test scheme for SOCs with heterogeneous core tests,
in which the proposed hierarchical test manager (HTM) is able to handle mega-core testing.
All the above articles just briefly discussed how to provide test access for mega-cores.
Recently, two 1500-compliant wrapper architectures for hierarchical cores were proposed,
in which mega-core level TAM optimization was addressed. G&4]liptroduced a new
wrapper cell design that allows a core to operate in InTest and ExTest mode concurrently
and hence allows parallel testing of cores at different levels of hierarchy. His method
resulted in reduced testing time for hierarchical SOCs, at the cost of a larger DFT area
overhead. In153, Sehgal et al. presented a general architecture for hierarchical core
wrappers using conventional IEEE 1500 wrapper cdlls/] and described various modes

of operation of the wrapper. The proposed wrapper design is reconfigurable in order to
operate efficiently in all the test modes. WA[153, mega-core level TAMs are assumed

to be "soft”, i.e., they are not fixed and system integrators are in charge of their design and
optimization. In this chapter, however, we consider the case that mega-core level TAMs are
"hard”, i.e., their implementation is fixed "as is™: not only the TAM architecture inside is
pre-designed, but also the test schedule of all its child cores is pre-determined. The test of
the mega-core itself is also implemented by the core provider (unlik@dirlb3 where it

is implemented by system integrators), which could be a mega-core level ExTest (similar
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to SOC ExTest to test interconnecting logic) or a "hard” implementation of the test strategy
proposed in44,153.

In another approach for hierarchical SOC testlg][lyengar et al. presented how to
extend known wrapper/TAM optimization methods for flattened S(Bs14] to multi-
level TAM optimization in two different design transfer models. Forititeractivedesign
transfer model (i.e., the core provider can change the TAM based on the request of system
integrators), a set of mega-core instances with different TAM widths need to be delivered,
which obviously affects the reuse methodology and inhibits the development of hard mega-
cores. To address this issugn-interactivedesign transfer model can be employed (i.e.,
the cores are taken off-the-shelf and integrated into designs "as is”). However, in this
case, the system integrator has to design a wider system-level TAM to fork out to the pre-
designed core-level TAMs. In addition, the constrained TAM width of the mega-core leads
to very inflexible test schedule, and hence increased test application time.

7.1.3 Summary of Contributions

In this chapter, we explore the suitability of exploiting multi-frequency test data transporta-
tion to lower the test application time in hierarchical SOCs with hard mega-cores. The two
main contributions of this chapter, detailed in Secti@r#sand7.3, are as follows:

e we first present a new multi-frequency TAM design algorithm for flattened SOCs;
unlike |154, 15Z7] we do not consider only the case when the ATE is faster than the
scan chains, but we also examine the case when low-speed ATEs are used for high-
speed scan chains, which may reduce also the routing overhead as long as power
ratings are not exceeded; this is achieved by matching the bandwidth at the TAM
level and refining an effective exploration engidé&,|51], which, ultimately, reduces
test application time;

¢ we then extend the multi-frequency concepts to a multi-level TAM design algorithm
for hierarchical SOCs; to fully reuse tiheard mega-cores in a non-interactive design
transfer model, we examine the usage of two types of frequency converters that can
match a higher number of core-level TAM lines to a lower number of system-level
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TAM lines; thereafter, by proposing a new design flow, in contras?gp, jwe pro-
vide the system integrator the option to trade the DFT area against savings in test
application time;

7.2 Multi-Frequency TAM Design for Flattened SOCs

Prior to addressing the test of hierarchical SOCs, we first explain how multi-frequency test
data transportation can reduce the testing time for flattened SOCs (i.e., all the embedded
cores are on the same level of hierarchy). We start by describing the architecture, then we
formulate the problem to be solved and propose an extensidiRefarchitect[48, 5]] to
support multi-frequency TAMs. Finally, we illustrate the benefits of the proposed approach
on a benchmark SOQLE.

7.2.1 Multi-Frequency Test Architecture

Figurel7.2 shows the proposed test access architecture for flattened SOCs. To match the
bandwidth of 6 external tester channels running at L00MHz to 3 internal TAM lines running
at 100MHz, 2 internal TAM lines running at 50MHz and 8 internal TAM lines running at
25MHz, we place serialization/deserialization frequency converters at the input/output of
the TAM groups. To keep the area overhead low and to facilitate our proposed algorithm
(detailed in Sectiof.2.2), we consider that the relationship between frequencies is a power
of 2. This will lead to a straightforward serial/parallel shift register implementation for the
frequency converters. Although the ratio between any two frequencies is a power of 2, this
does not necessarily imply that the ratio between the number of tester channels and any
TAM group is a power 2, since we can have separate TAM groups working at the same
frequency. This is illustrated in the following example that shows the advantage of using
multiple frequencies for test data transportation.

Example 7.1 Consider a hypothetical SOC with 6 cores. The TAMs for these 6 cores
are on the same level and the test schedules are shown in Fig&reThe original test
schedule (with all TAMs operating dtam = fext) is shown in Figure7.3(a) where four
TAMs are employedx{ is the width of TANM) and TAM4 is the bottleneck TAM, i.e., the
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frequency converters used for
bandwidth matching through
serialization/ deserialization

/\

VTAM; (W,=3, f;=100MHz)

ATE Core, Core, Core; ATE
—Channelg 5 VTAM, (Wo=2, £,=50MHz)  Channels | )
Wei=6 We=6
foc=100MHz feq=100MHz

Corey Coreg

VTAM; (W;=8, f;=25MHz)

P N

Coreg Core; Coreg

Figure 7.2:Proposed Multi-Frequency Test Architecture for Flattened SOCs.

overall test application time is dominated by it. It can be seen the idle time for the non-
bottleneck TAMs is large. If, however, multi-frequency virtual TAMs are designed using
the bandwidth matching technique with,<fex: (low frequencyfiam Synchronized to a
divisor of fext), @as shown in Figurd.3(b)} TAM1, TAM2 and TAM3 operate &ixi/2, fext

and fext/2 respectively. The original bottleneck TAM takes less time wjth 5 operating

at fext/2 and the overall test application time is decreased with the new bottleneck TAM2.
Unlike in [154], the serial/parallel converters used for bandwidth matching are placed at
the TAM level, which may introduce additional routing overhead, however it will lead to
more flexibility in the test schedule (i.e., the number of low speed TAM lines does not need
to be a multiple by a power of 2 of the number of high speed tester lines). For example, in
Figure 7.3(b) the width of the TAM bus used by Core 3 operatindeal/2 is ws = 5. Note,

since the virtual TAMs are generated internally, the number of SOC pins for test purpose
remains the same. If the TAMs can operate at higher frequency than thefARE (2 fext

in this example) and the power ratings are not exceeded then both the testing time and
the routing overhead of the SOC can be decreased, as shown in Hid(® This also
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Figure 7.3:The Benefits of Multi-Frequency TAM Design.
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Data Structure TAM

1. width(i) /* width of TAM i */

2. corelList(i) /* List of cores tested on TAM */

3. fregRatidi) /* The freq. ratio between tester and TAM
4. Tiam(i) /* Test application time of TAM */

facilitates high speed scan testing (scan frequency at several hundred MHz as shown in
[58,116§]) using low-end ATES, and, in terms of design methodology, the main difference
to low speed testing using high speed ATEs lies in using parallel/serial conversion on the
input and serial/parallel conversion on the output. When using low speed ATEs for high
speed scan chains it is assumed that a high speed clock, generated on-chip, is used to
serialize the low speed data arriving from the ATE.

7.2.2 Multi-Frequency TAM Design Algorithm

The multi-frequency TAM design problem, addressed in this section, is formulated as fol-
lows.
Problem Pnt_tam—opt: Given the maximum TAM widtiW, for the SOC, the oper-

ating frequency of the ATHgy;, the test set parameters for each core, including the number
of input terminals, the number of output terminals, the number of test patterns, the number
of scan chains and for each scan chain its length (for cores with fixed-length internal scan
chains) or the total number of SFFs (for cores with flexible-length internal scan chains),
determine the width of each virtual TAM, the shift frequenigy, of each virtual TAM,
the wrapper design for each core, and a test schedule for the entire SOC su¢h that:
bandwidth of the internal TAM used at any time does not exceed the bandwidth of the ATE;
and(ii) the overall SOC test application time is minimized.

Because the single frequency TAM design problem, which is known thipdard
[1€], is a special case of the above one, in the following we proposed an heuristic al-
gorithm to solve it. In our implementation we have adapi@tArchitect([48, 51]) to
multi-frequency TAM design, which is able to support both the TestRail and Test Bus ar-
chitectures.
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Algorithm 7.1 - mfTAMDesign

INPUT : C, layoutConstraint Wy
OUTPUT: TAMgesign Tsoc

1. Compute initV TWidth

2. Assignmultiple= 1;

3. forifrom 1 toNmy {

Wt = multiplex initV TWidth

maxFreqRatic= multiple

Tsodi) = mf— T R— Architect\W, maxFregRatioC);

Tsoc = min(all Tsoc(i) With Weoqi) <= layoutConstraint< W);
Recordl AMgesignWith testing timeTsog

multiple= multiplex 2;

.
10return (Tsoo TAMgesign

©ooNOo GO

Figure 7.4:Pseudocode for SOC Test Architecture Optimization Using Multi-Frequency
TAMSs.

Data Structure: The data structur& AM contains four elements. We define frequency
ratio of the TAM asfregRatio= % andTiam is the testing time of a TAM measured in
ATE clock cycles. Suppose the test application time of the TAM in its operating frequency
is Tot clock cycles, thediam = Tot x freqRatia This data structure is updated whenever
TAM merging, freed wires assignment or core test reshuffle during test scheduling happens.

Proposed Top-Level Algorithm: In mfTAMDesigrn(shown in Figurée/Z.2.2), we first
compute the initial Virtual TAM width using the bandwidth matching technique. Then we
iteratively initialize the virtual TAM width\; as 2's exponent of thiaitV TWidth(line 4).

Nmul IS @ constant to stop the search in solution space (in our experitdgnts 8 provides

a good trade-off between the computation time, which is at most within a few seconds even
for large SOCs, and the quality of the final solution in terms of test application time).
The maximum frequency ration@@axFregRatip constrains the lowest possible frequency
fmin=fext/maxFreqRatidor current virtual TAM width (line 5). In line 6 we call an adapted
TR-Architect algorithmm f — TR— Architectto get the test application timBdi) with
current virtual TAM widthW;. When compared tc4B, 51] the main differences are in
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Algorithm 7.2 - mergeMFTAMs

INPUT: TAM1, TAM2, vtWidth
OUTPUT: mergedTAMTiam

1. coreListam = coreListam > coreListanp;
2. Assign fregRatigam = maxFreqRatio
3. AssighWam = ViWidth

4. for all frequency ratiog

5. compute Tiam( freqRatiqam);
6. Tiam= min { all Tiam( freqRatiqam) };
7. Recordmerged T AMwith minimum testing timeliam;
8. fregRatig =2;
9. Wam/=2
¥

10.return (mergedTAMTiam)

Figure 7.5:Procedure for Merging Multi-Frequency Virtual TAMSs.

merging multi-frequency TAMs and distributing freed TAM resources, which are detailed
in Algorithms 7.2 and 7.3. Since a large number of virtual TAMs may lead to routing
overhead, we use a variathiyoutconstrainto restrict the number of virtual TAM&koc <
layoutconstraint< Wy and we choose the TAM desigMMgesignwith the minimumTsoe
without exceeding the layout constraiio. In this chapter we assume that all the channels

of the ATE run at the same frequenty;, however, if the tester has channels with different
speeds, by applying the bandwidth matching translations, the number of ATE channels
visible by the SOC can be re-calculated and provided as input to our algorithm.

Merging Multi-frequency TAMs: The procedure to merge multi-frequency virtual
TAMs is shown in Figur@.2.2 It enumeratively merges TAMs with different frequency/width
configuration and selects the one with minimiigy,. The algorithm starts by merging the
cores ol AM1 andT AM2 (line 1) and then the frequency raticeqRatigam and the width
of the TAM Wam are initialized tonaxFreqRatiandvtWidthrespectively (lines 2 and 3).

In the loop (lines 4-9) we enumeratively change the frequency/width configuration and
computeTiam( freqRatiqam). Finally the TAM configuratiormerged TAMwith minimum
TiamiS returned.
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Algorithm 7.3 - distributeVT

INPUT: R, freedVT
OUTPUT: R, freedVT

1. while (freedVT> 0) {

23.
24,
25.
26.
27.

28.
29.

find rmax with maximumT;;
wireWidth= maxFreqRatic:- fregRatiq
ltemp= max
assignisimproved= false
for (width= 1;width <= wireWidthwidth« = 2) {
if (freedV T< width) break;
freqRatio,.,,,= maxFreqRatio
widthy,,,+ = width;
computeninTime= Ty, ;
i (Triemp < Trmad {
I'max= lemp
isimproved= true;}

max?

while ((freqRatiq,,,, > 2)&& (widthy, %2 == 0)) {

temp

freqRatiq,,,/ = 2;

widthy,../ = 2;

computely,,

if ((Trtemp < Trmax)&& (Trtemp < mInTlme) {
minTime= T,
I'max= lemp
isimproveod= true;

} else{
continue}

}

if (islmproved==true) {
freedV T— = width;
break;

} else if (width==wireWidth){
widthy + =1,
freedVT— = width; }

.}
30. if (freedVT< wireWidth && (lisimproved break;

31.freedVT = freedVT,
32.return (R, freedVT);

Figure 7.6:Procedure for Distributing Freed Virtual TAM Lines.
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Distributing Free Virtual TAM Resources: Since the proposed solution does not re-
strict the number of lines in a TAM group working at a lower frequency to be a power of
2 (see examplavy, wo andws in Figure7.3), there is added flexibility for TAM merging,
which ultimately turns out in more free virtual TAM resources that can be used for test
application time reduction. The proceduwtistributeV T, shown in FigurérZ.2.2, is used to
iteratively distribute virtual TAM resources to reduce the idle time. The algorithm itera-
tively finds the bottleneck TAM (line 2) and then it computes the wire widthigWidth
of this virtual TAM in terms of virtual TAM lines operating dtnin (line 3). Inside thdor
loop (lines 6-29), the algorithm tries to assign the least number of virtual TAM wires which
can reduce€lsoe. Whenever an additional virtual TAM wire is assigned to the bottleneck
TAM, the algorithm tries to find whether the test application time can be decreased with
different configuration of frequency and TAM width (lines 14-23)Td§cis reduced (lines
24-26), the algorithm will loop back to find the new bottleneck TAM and start again. Even
if Tsoc IS NOt decreased by assignimgreWidth of virtual TAM lines, the algorithm will
still distribute this number of virtual TAM lines to the bottleneck TAM (lines 27-29) since
this may provide a good starting point for the next iteration within TR-Archité8t51].

The algorithm terminates whefireedV T= 0 or the test application time of the bottleneck
TAM cannot be decreased and at the same tirmedV T< wireWidth(line 30). The freed
virtual TAM wires freedV T can be used within the future iterations of TR-Architect to
decreasdsoe The benefits of using multi-frequency TAMs are illustrated next.

7.2.3 A Case Study for Benchmark SOC p22810

Figurel7.7 shows the test schedules for the benchmark SOC p2281€) fith TR—
Architectandm f TAMDesigralgorithms, assuming fixed-length scan chains, the Test Bus
architecture and a total TAM width of 40. WithR— Architect (Figure7.7(a) six TAMs

are obtained and the maximum test application time is 190995 clock cycles. When using
mfTAMDesigrwith fiam = fext, @ more balanced TAM design (less idle time) is achieved
(183550 clock cycles) without introducing any hardware overhead (Figui@). This
proves that embedding the proposed multi-frequency TAM exploration in TAM merging en-
gine of TR— Architect [148, 51], savings in test application time can be achieved in the
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Figure 7.7:Comparison of TAM Design for Flattened SOC p22810 With = 40.

single frequency cas&Vhen additional routing overhead is affordable the test application
time can be further decreased to 182678 clock cycles, in which eight TAMs are designed
with seven additional virtual TAM lines (Figuré.7(c). When the power ratings allow

the scan chains to run afey;, 176810 clock cycles are obtained with only 20 internal vir-
tual TAM lines (Figure7.7(d). Frequency converters, implemented as shift registers, are
needed for each of the 14 low speed virtual TAM lines workindeat/2 in Figure7.7(c)

and every of the 20 high speed virtual TAM lines workin@#&ty: in Figure7.7(d)

163



7.3. Multi-Frequency TAM Design for Hierarchical SOCs Ph.D. - Qiang Xu - McMaster
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Figure 7.8:Proposed Hardware Architecture for Testing Hard Mega-Cores.

7.3 Multi-Frequency TAM Design for Hierarchical SOCs

In this section we show how multi-frequency test data transportation can facilitate the reuse
of hard mega-cores in a non-interactive design transfer model, without a negative impact on
test application time. We first examine two types of frequency converters that can match a
higher number of core-level TAM lines to a lower number of system-level TAM lines. Then
we introduce a new design flow for the system integrator and we illustrate the benefits of
the proposed approach on a hierarchical benchmark 3. [

7.3.1 Matching the Bandwidth for Hard Mega-Cores

Suppose the core-level TAM width within the mega-coréfisand it operates at frequency

fi and the external system-level TAM widW, is assigned to the mega-core, which op-
erates atf,, (not necessarily to be the same as ATE frequefagy. WhenW, =W, the
system-level TAM connects to the core-level TAM directly with the same frequency. If
W, < W, by introducing, /W (W /W,) frequency converters on the input (output) of the
mega-core, the core-level TAM operates at a lower frequéneyfh\fw—v‘“, as shown in Fig-
ure?7.8 Based on the relationship betwadpandW, we define the two types of converters
used in this chapter as follows:

e Type | convertersre pairs of shift registers and the corresponding control logic for
bandwidth matching. They are used whiis a divisor ofW\.
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e Type Il convertersre pairs of buffers with dep% and the corresponding control
logic for bandwidth matching, whergdiv is the greatest common divisor ¥§ and
W,. They are used whew, is not a divisor ol .

In Example?7.2, we show the implementation of a type | 1/4 (4/1) frequency converter and

a type Il 3/4 (4/3) frequency converter and analyze the impact to use these frequency con-
verters for SOC testing. It should be noted that, for a gendéaM (W /W,) frequency
converter, the hardware implementation is based on the same concepts outlined in the fol-
lowing example.

Example 7.2 Consider a hard mega-core with core-level TAM withh= 4. The test
application time isT core clock cycles

o If the system-level TAM width assigned to the mega-cové,is- 1, then the type |
1/4 (4/1) frequency converter can be implemented as shown in Fig@fa) For
the shift register implementation, only eight flip-flops and a clock division unit are
needed to map the 1 system-level TAM line to the 4 core-level TAM lines, in which
Clock Div (see Figure7.9(a) generates the mega-core wrapper test clock signal
W RCKand also the mux control sign®ux Selfor the 4/1 frequency converter. The
test application time for the mega-core will B& system clock cyclegsince the
core-level TAM operates dt,/4).

e If, however, 3 system-level TAM lines are assigned to this mega\skhre @), then
the type Il 3/4 (4/3) frequency converters can be implemented as shown in Figure
7.9(b) Two 12 x 1 register array serves to transfer data between the system-level
TAM and core-level TAM. Thetrl-FSM is a finite state machine that counts the
number of writes/reads to/from the buffer and controls the increment, decrement or
hold of the buffer address. It also generates WIRCK signal with frequencyf; =
3fn. The test application time for the mega-core will §& system clock cycles,
however, this type Il converter takes more area than type | converter.

For both type | and type Il frequency converters, the size of the buffer to map test data
from the system-level TAM to the core-level TAM & fer = LCM(WH, W) X 2, where
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Figure 7.9:Type | and Il Frequency Converters Used for Bandwidth Matching.
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Figure 7.10:The Benefits of Multi-Frequency TAM Design for Hierarchical SOCs.

W, is the system-level TAM width assigned to the mega-c@fas internal TAM width of
the mega-core andCM stands for the least common multiplier. For the control logic part,
if ignoring the small combinational logic inside, a type | converter reqL%eﬁip-flops,
while a type Il converter requiredogSyter] flip-flops, which is generally small when
compared to the buffer size. As a result, we 8sg ter as the added DFT area constraint
of the system-level exploration algorithm proposed later in this section.
Prior to introducing the design flow for the system integrator, we show, using an exam-
ple, the benefits to use type | and Il converters for hierarchical SOC testing.

Example 7.3 Consider a hypothetical hierarchical SOC having two system-level cores
Coreg andCorey, and two system-level mega-cofésre; andCore; (labeled as 1-4 and
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5-7), as shown in FigurZ.1l. Suppose the mega-core provider has implemented "hard”
(i.e., non-alterable) TAMs within the mega-cores and the internal TAM width ofCarity
andCore; is 8. If the system integrator is constrained to use a system-level TAM width
of 12, the test schedule usin@?] is shown in Figure7.10(a) where the two mega-cores
need to be tested sequentially and compose the bottleneck TAM of the SOC (i.e., the overall
test application time is dominated by TAM2). However, if we introduce type | converters
next to the 1/0Os of the mega-core wrappers, in order to divide by 2 the system-level TAM
width assigned to mega-coores;, the overall test application time will be reduced be-
causeCore; is placed in the same TAM group &oreg and Corey. This case is shown

in Figure 7.10(b)and it can be seen that TAM1 has become the bottleneck TAM. If type
Il converters are used for botGore; andCore;, the test application time can be further
decreased, as shown in FigurelO(c) because 6 system-level TAM lines are assigned to
each mega-core. However, two pairs of 6/8 and 8/6 type Il converters are required, which
leads to significantly more area than in the case of Figiw®0(b) where a single pair of

4/8 and 8/4 type | converters is required.

While it is clear that converters of both types can be employed to reduce test applica-
tion time when hard mega-cores are used, the question is how much DFT area needs to be
introduced? Since type | converters incur less overhead than type Il converters, in the fol-
lowing section we introduce a new design flow for the system integrator, which facilitates
an easy trade-off between the reduction in test application time and the DFT area necessary
to achieve it.

7.3.2 Design Flow for System Integrator

DFT area to implement frequency converters is considered as a constraint to the multi-level
TAM design problem, defined next.

Problem Pyi—tam—opt: Given the maximum system-level TAM widWy;, for the hier-
archical SOC, the DFT area overhead constr@ipd, to implement frequency converters,
the test set parameters for each top-level core, including the number of input terminals, the
number of output terminals, the number of test patterns, the number of scan chains and
for each scan chain its length (for cores with fixed-length internal scan chains) or the total
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number of SFFs (for cores with flexible-length internal scan chains), the test parameters
for each "hard” mega-core, including the pre-specified core-level TAM wijtland its

test application timd for its child cores and the mega-core itself, determine the width and
shift frequency of each system-level TAM, the wrapper design for each core, the test re-
sources to map the SOC system-level TAM to each core-level TAM within the mega-core,
and a test schedule for the entire SOC, such tfiatthe bandwidth of the internal TAM

used at any time does not exceed the bandwidth of the ATE; (ii) the total buffer size of all
the converters used for mega-cores does not exCged and (iii ) the overall SOC test
application time is minimized.

The basic intuition behind the proposed solution to design of multi-level TAMs is to
trade the test application time and the type and size of the frequency converters used to
match the bandwidth between the SOC TAM lines and the hardwired mega-cores’ TAM
lines. Once the previous step is completed, mega-cores can be treated as regular cores and
a multi-frequency variation of R— Architect [48, 51], described in Sectioi.2, is used
to solve the flattened SOC TAM problem. In the following we explain the cost model
necessary for constrained design space exploration and the proposed design flow for the
system integrator.

Cost model for mega-core:By building a cost model for each mega-core using both
test application time and hardware cost, the test scheduling algorithm tries to optimize
them simultaneously. For each mega-coréhe overall test cost is formulated @s=
Ti + Sutreri X costWeightwhereT; is its test application timeyyfterj IS the buffer size
necessary to implement frequency conversion and costWeight is a weighting factor that is
varied by the system integrator during the solution space exploration.

Design flow for the system integrator: The design flow is shown in Figui€3.2 The
algorithm starts by allowing both type | and type Il frequency converters to be used (line
2). Inside the internal loop (lines 5-23), the algorithm tries to find the schedule with the
lowest test application time while fulfilling the area constraint. If the constraint cannot be
met, then the algorithm will try again only with type | converters (line 20). If the constraint
still cannot be met, there will be no converters that can guarantee that area constraint is met
and the design flow will become, in principle, the same a3 (line 24-28). Finally, the
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Algorithm 7.4 - Design Flow for the System Integrator

1. get the core test parameters for non-hierarchical cores;
2. settypellAllowed= true; typelAllowed= true;
3. setisConstraintMet= false
4. while (lisConstraintMet)
5. if (typelAllowedOR typellAllowed{ /*Converters are allowed, try different area cost weight/
6. for each iteration n iN iterationg
7 for each top-level mega-corén the SOC{
8. Setw, =nxp;
9 Get the pre-specified TAM width and test application time;
/* Let Ti(w;) andC;(wj) be the SOC-level test application time
: and overall cost of Corewith TAM width w; */
10. SefTi(wj) = Ti, Gi(wj) =T, for wj > W;

11. for (w; <W) {

12. if (typellAllowed { SetT;(wj) = % SetCi(wj) = Ti(Wj) + Souf feri X Wn; }
13. else if(typelAllowed { SetT;(w;j) = Ti x N¢; SetCi(wj) = Ti(Wj) + Soufferi X Wn; }
14. }

. }

15. partitionWy system-level TAM among cores usingf TAMDesign

.

16. if (test schedule witBuf ferSize< C exists){

17. record the test schedule with minimum time;

18. isConstraintMet= true;

19. }else{

20. isConstraintMet= false

21. if(ty pellAllowed typellAllowed= false

22. elsaypelAllowed= false }

23. } else{ /*No converters is allowed*/
24. for each top-level mega-corén the SOC{

25. Get the pre-specified TAM width and test application time;
26. Sefli(wj) =T, CGi(wj) =T, forw; >W;

27. for (wj <W) { setTj(wj) = o; Gj(wj) = ; }

)

28.  PartitionW; system-level TAM among cores usingf TAMDesign
-}

)

29. Implement system-level TAM architecture;

Figure 7.11:Design Flow for Testing SOCs with Multiple levels of Hierarchy.
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system-level TAM architecture which can meet the area constajgf with the lowest

test application time is implemented (line 29). It is important to note that even when DFT
area constraints are tight, the test scheduling flexibility leads to savings in test application
time, as shown in our experiments.

In the following, we place the focus on the internal loop of the algorithm where the
frequency converters are used (line 5-23). Since the internal core-level TAM Width
cannot be changed,W; > W, w; of the system-level TAM lines connect to the core-level
TAM lines directly and hence the test application time eqialéine 10). Whenw; < W
the test application time of the mega-core is dependent on what type of test resources the
system integrator can introduce (line 12-13). Note, if type | converter is introduced, only
w of w; system-level TAM lines can be mapped to the core-level TAM lines, wheise
the greatest factor o less tharw; (Ny =W /w). After we get the information on TAM
width/test application time pair for each core or mega-core, in line 18 we partition the
system-level TAM using the flattened TAM optimization algorithmi T AMDesignwhich
was described in the previous section. The cost weighin the overall cost is varied
several times in order to explore a high number of solutions (line 6-43)s computed
in line 8, in whichp is a scaling factor used to avoid the usually large difference between
the buffer size measured in flip-flop count and the test application time measured in clock
cycles. For the results reported in this chapter, we have mostlyptsesD and the number
of iterations isN = 20, which gives good results with computation times in the range of
seconds.

7.3.3 A Case Study for Benchmark SOC p93791

Figure7.12shows the test schedule for the hierarchical benchmark SOC p93791 with total
system-level TAM width of 48 and when the core-level TAM width for each mega-core is
fixed at 16. When no frequency converters are implemented, the test application time is
801271 clock cycles, as shown in Figufel2(a) Although the idle time does not seem

to be large, since mega-cores 14, 17, 20, 27 and 29 are on the TAM with width 26, only
16 system-level TAMs connect to their core-level TAM (while the other 10 system-level
TAM lines are wasted, which is obviously inefficient). When the area constraint is set as
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W;=16 19 6-10 [23-26 | 1-3| 11 I 766991

w=26|20-22(17-18|14-16|29-32|27-28| 4 787061

W =6 | 13 | 5 | 12 |so2n

(a) No bandwidth matching.

Ws=4 | 29-32 I 524797
wWs=8 |  20-22 5 . 552159
w3=4 17 | 19 B 617729

Ww,=16 | 6-10 | 12 | 4 | 11 | 23-26 | 626667

w,=16 (14-16| 27-28 1-3 13 631656

(b) Type | converters.

Ws=9 20-22 5 19 594125

Ws=3 12 604788

w,=16 | 23-26 17-18 6-10

w,=12| 29-32 | 14-16 | 1-3 4 I 596090
11 ‘ 609899

w;=8 13 27-28 611859

(c) Type Il converters.

Figure 7.12:Comparison of Multi-Level TAM Design for SOC p93791 wiiff; = 48.
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100, type I converter for mega-cores 20 and 29 is used and the test application time is
reduced to 631656 clock cycles. Frequency conversion is achieved using a shift register
implementation, which needs 64 flip-flops for the buffer and some control logic. When
type Il converters for mega-cores 1, 14, 20 and 29, and type | converter for mega-cores 27
are employed, the test application time can be further decreased to 611859 clock cycles,
however, with a larger hardware cost. In total 608 flip-flops are required for the buffers
to implement bandwidth matching for the entire SOC. It should be noted that this SOC
has a large number of mega-cores when compared to other designs, which is the main
source of the increased test area caused by type Il converters. Since, in principle, a mega-
core is supposed to be large and the top-level SOC that includes it should be even larger,
we consider that the area penalty introduced by the type Il converters can be acceptable,
especially when ATE buffer depth is low and reductions in test application time are essential
to avoid ATE buffer reloading.

7.4 Experimental Results

To investigate the implication of the proposed solution on the trade-off between test appli-
cation time and DFT area overhead, benchmark SOCs from the ITC'02 SOC test bench-
marking initiative [L15 [11€], again, are used in our experiment. We first show the savings
in test application time with multi-frequency TAM design in Sectibd.1for the flattened
version of the benchmark SOCs. Next, we present the benefits of the proposed multi-level
TAM design for four hierarchical benchmark SOCs.

7.4.1 Experiment 1: Testing Time for Flattened SOCs

In this experiment, we have used the flattened versions, i.e., the hierarchy has not been taken
into consideration, of the benchmark SOCs p22810, p34392 and p93791 from the ITC'02
benchmark suitel]15. For TestRail architecture, assuming fixed-length scan chains, we
compare the test application time wif TAMDesignwith the serial schedule from TR-
Architect [48,51]. For Test Bus architecture, assuming fixed-length scan chains, we com-
pare the results ah f TAMDesigrwith six representative approaches: (1) the generalized
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ftam = fext ftam < fext ftam < 2fext
SOC | Wy | TR-Architect mfTAM | mfTAM W, | mfTAM, W_n
[48]

p22810| 16 476301 454443 | 437976 23 | 437078 11
24 310249 310249 308117 32 | 295793 15
32 226640 223466 | 223466 32 | 218988 23
40 190995 190995, 186123 45 | 177454 20
48 160221 160221 160221 48 | 154059 32
56 145417 145417 145417 56 | 128492 28
64 133405 133405 133405 64 | 111733 32

p34392| 16 1032049 1010821| 1010821 16 | 975968 12
24 721244 701838 | 666908 33 | 653204 15
32 552746 551249 | 544579 33 | 505411 16
40 544579 544579 544579 33 | 430019 20
48 544579 544579 544579 33 | 333454 33
56 544579 544579 544579 33 | 293805 30
64 544579 544579 544579 33 | 272290 33

p93791| 16 1853402  1824376| 1824376 16 | 1783085 8
24 1240305 1210081| 1210081 24 | 1196230 15
32 940745 940745| 906878 37 | 906878 37
40 786608 726616 | 721859 42 | 721859 42
48 628977 611730 | 611730 48 | 605041 24
56 530059 530059| 530059 56 | 522527 28
64 461128 461128| 455738 95 453439 37

Table 7.1.TAT Comparison for TestRail Architecture with Fixed-Length Scan Chains.

rectangle-packing (GRP) fron7§], (2) the simulated annealing algorithm froi8], (3)
ILP and exhaustive enumeration from3], (4) the heuristic Par eval fronif], (5) the
Lagrange multipliers from154] and (6) TR-Architect from48, 51]. The first two meth-
ods used flexible-width TAM architecture, while the others employed fixed-width TAM
architecture. For flexible-length scan chains we compare our results agess1] Test
application time is given in ATE clock cycles (note, whiggn> fex: the result may need to
be rounded up to an integer).

Tables7.1, 7.2, 7.3 and7.4 present experimental results for SOCs with fixed-length
scan chains for the TestRail architecture, fixed-length scan chains for the Test Bus archi-
tecture, flexible-length scan chains for the TestRail architecture, and flexible-length scan

174



Ph.D. - Qiang Xu - McMaster

7.4. Experimental Results

‘sureyDd ueds yibua-paxiq Yim ainjoslyate sng1sa] 10} uosuedwo) 1V1:2 /. d|geL

v  8GETSY [V9 8E/GGYBE/GSY  8E/GSY 88€ZLV  L66ELV  82E09V [2LVTGY 8S6LTS |19

8¢ 8GTITS |95 V9GETS [V9SETS SG2682S 8897TS 8897TS 889FTS |9TSOTS 9€+89S |95

vZ LT.2Z6S |87 O0SYTO90SYTO09  0SYTO9 €.€66S €.£66S €LE66S [¢8TL6S 961699 |8

0Z 86/90. |0 SO0ST&ZQ08T.  SO08T. G80vE. G96TY. €85869 G008T. LZ0V6.L |0V

9T 618568 |¢v 9T.C08/8906  €££2CT6 T809€6 ZVeEY68 TS./88 ¢68E62 6£0886 |C€

2T VSOLLTT|¥Z VEVSSTTEVSSTT VEVPSSTT OTT86TT 02¥602T 066/8TT L6E€8LTITIVS0TET|VC

8 OT/6S.T|9T 8€9T6299T6LT 8E9T6LT  98SS/L/.T 00298.T 02.TLLT 16/S9/TIEEZE6T| 9T I6L£6d
2 0622.2 [2€ 6.SYIBLGYYS  6.SPYS 6.SY¥S 6.SYYS 6.SPYS 6.SYYS 6.SPYS |19

0€ 292C6C |2€ 6/.SYiILGYYS  6.SPPS 6.SY¥S 6.SY¥S 6.SPYS 6.SYYS 6.SPYS |95

vZ 16STEE |2€ G6LSYIBLGYYS  6.SPYS 6.SY¥S 6.SYYS 6.SPYS 6.SYYS 6.SPYS |8Y

0Z T¥V2Z6E |2 6.SPIBGYYS  6.SPPS 6.SY¥S 6.SYYS 6.SPYS 6.SYYS 6.SYYS |OF

9T 8/0€0S |2€ 6.S¥¥S |6.GVYS 8L.TSS ¥€60€9 €6TE99 /20T6S 6/.SVVS 6.SVYS |2E

GT 28€9¥9 |¥Z €6TE99 [€6TE99 TTH089 9862/, ¢8TZ88 8S80Z. |[T9G.G9 /2V¥6S. |tC

8 8£€G/6 |9T GST9083T900T TZBOTOT  OTSTZOT OTZEE0T £€.866 [252596 T6VESOT|9T g6EYEd
Z€ 8T060T [T/ 90/82TGOVEET  GOVEEST 8Z9EET 066EST 8€909Z [STSCTT ZVEZYT |19

8¢ /8Y9ZT |9S LTVSYTLIYSYT  LTYSYT LTYSYT 066E€ST Z.¥89¢ [¢T8ZET 6ST/ST |9S

vz €8T8YT |87 TS8SST [TS8SST T2Z09T GG/¥9T 67026 6S€8.C |988TST SOLELT |8

0Z O0T89.T |/¥ 8.9¢8T |0SSE8T S6606T €6TV6T 6702EC 6S€8.¢ [Y0008T 8SS66T |OF

€Z 920STC |2€ GE08T¢ |SE08TC T.veee 229SVZ 2Zee9¥Z 6S92TIE $€¢66TC 8T.LSYZ |ZE

GT /2€/8C |vZ G9E€96¢ |S9€96C 8T.66C L09€TE L09€TE TLST9E |6TOE6Z 9TOOEE |17

8 6TIT/.ZY |€2 ZSO00EY |S8YEEY 8908SY ZZ6VEy TT089Y 0T1229% 6T98EY 26168Y |9T 0T822d

[BY] fratl 2] [e/] frgt] /]
UV YAV LW YW NV LS WHAIY L ) W 108)1YDa-H L abueifeT [eAs Jed wnua/dTl| 2VS dd9 MW D0S
YIpIM-paxi4 Yipim-a|qixal4
gxmu—N W Emw— meu— W Emw_. uxwu_. Hrcmuu—

175



7.4. Experimental Results

Ph.D. - Qiang Xu - McMaster

n Chains.

ftam = fext ftam < fext ftam < 2fext
SOC | Whax | TR-Architect mfTAM | mfTAM W | mfTAM, W;_p
p22810| 16 448179 448179| 436281 20 | 431242 11
32 223368 220591 | 218084 33 | 218084 33
48 150455 150455| 146706 70 | 146706 70
64 112695 110922 | 110922 64 | 109042 33
p34392| 16 1003345 1003345 1003345 16 | 986688 8
32 505783 490246 | 490246 24 | 490246 24
48 347948 347948 327670 52 | 326411 31
64 246755 246755| 245776 95 | 245123 32
p93791| 16 1821818  1819559| 1819559 16 | 1783085 8
32 946311 919466 | 895027 46 | 895027 46
48 599263 596224 | 595703 69 | 593039 27
64 451094 451094| 444272 75 | 444272 75
Table 7.3:TAT Comparison for TestRail Architecture with Flexible-Length Sca
ftam = 1:ext ftam < fext ftam < 2fext
SOC | Whax | TR-Architect mfTAM | mfTAM W | mfTAM, W;_p
p22810| 16 431331 428303 | 427466 19 | 424493 8
32 218982 215461 | 215397 33 | 213733 19
48 148766 144809 | 144809 48 | 143002 24
64 110922 109755 | 109755 64 | 107699 33
p34392| 16 971816 964488 | 962976 22 | 945162 11
32 499083 499083| 483402 43 | 481488 22
48 326400 326400 325472 64 | 325255 36
64 241254 241254| 241254 64 | 241254 64
p93791| 16 1757602 1757602 1757602 16 | 1755868 8
32 885071 882713 | 882713 32 | 878801 16
48 587755 587571 | 587571 48 | 586631 24
64 444195 441874 | 441560 94 | 441357 32

Table 7.4:TAT Comparison for Test Bus architecture with Flexible-Length Scan Chains.

chains for the Test Bus architecture, respectively. For each of the three SOCs, for a max-

imum value of TAM widthWy, we show the test application time obtained by previous

approaches and the test application time obtaineth by AMDesigrwhen (1) all the inter-

nal TAMs run at the frequenclam = fext (2) the TAMs can run afiam < fext and (3) the

TAMs can run at the frequencitam < 2fex (Note that TAMs can also run at a frequency

lower thanfey: in this situation). We also give the virtual TAM width used inside the SOC
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when frequency conversion is usafl{ | andW;_n). We selectayoutConstraint= 1.5,
i.e., to keep routing overhead under control the internal virtual TAM wires should not ex-
ceed the ATE channels by 50%.

When fiam = fext, N0 additional virtual TAMs are required and hence no additional
hardware overhead is introduced. This means that although the algorithm starts the opti-
mization with a large number of virtual TAM wires at a lower frequency, after merging
multi-frequency TAMs and distributing the freed virtual TAM wires, all the TAMs are fi-
nally designed to operate at the same frequenigy)( The test application time is reduced
in several cases, which is due to a larger solution space exploration. This is achieved with
a computation time of at most a few seconds, which is unlike the ILP mefF@jdHat
requires hours for large SOCs. It is important to mention that in this case, BiRce fext
and no additional hardware needs to be introduced, the test application time can be im-
proved with no penalty in area or power. It should also be noted that, although the pro-
posed multi-frequency TAM design algorithm builds on the search engine of TR-Architect
[48,51], the basic principle used to expand the available TAM lines to a larger number of
slower virtual TAMs and then merge them in order to explore a larger solution space, is also
applicable to other design space exploration strategies for fixed-width TAM architectures.
When fizm = fext, as it can be observed in TableZ, the results from181] are the only
ones which are slightly better than the proposed solution in several cases. However, this ap-
proach uses a flexible-width Test Bus architecture, which cannot be easily extended to the
proposed modular multi-frequency TAM architecture, whose benefits in further reducing
test application time, whefwy: is lower or higher tharf;sm, are discussed next.

When fiam < fex, the result is improved in several cases, however, at the expense of
additional virtual TAM wires inside the SO@\;_| > W). When fiagm < 2fex, it can be
seen in most cases a lower test application time can be achieved with a small number of
virtual TAM wires W;_, < W) running at higher frequency thagy:. As long as power
ratings allow it, this technique is particularly attractive when one core becomes the bottle-
neck and increasing TAM width will not result in any improvement. For example, for SOC
p34392, assuming fixed-length scan chains, Whigp, > 32 (for Test Bus architecture) or
Wam > 33 (for TestRail architecture), the test application time does not decrease any more.
If the additional TAM wires are used to combine to a lower number of virtual TAM wires

177



7.4. Experimental Results Ph.D. - Qiang Xu - McMaster

running at higher frequency (within the power rating of the SOC), the test application time
can be significantly decreased for TAM widths from 33 to 64. As shown in Tahle3.2,

7.3, and7.4, significant savings are achieved only for the case when the TAM frequency is
greater than the ATE frequencyi{m < 2fex). However, it is important to note that there

are several examples where the resultdfgs < fext and fiam = fext OUtperform the current
methods (especially when considering the fact that, given the same constraints, the exper-
imental results do not vary significantly for the solutions reported in Tahks.2, (7.3,
and7.4).

7.4.2 Experiment 2: Testing Time for Hierarchical SOCs

In this section we show the advantages of using frequency converters for hierarchical SOCs
with hard mega-cores. Before comparing the proposed multi-level TAM design method
against the only existing approach?] that tackled the same problem, we illustrate the
importance of considering the DFT area overhead in the cost function used for guiding the
design space exploration. Figufel3shows the variation of test application time and DFT
area, caused by frequency converters, for different area cost weigsti&/eight=n x p.

Based on the value of the scaling facmrthe area cost weight varies from 0 to 950 with

a interval value of 50 in Figuré.13(a) while in Figure7.13(b) it varies from 0 to 4750

with a interval value of 250. The area is scaledSag rer x 1000t0 be seen clearly in the
figure. We can observe that when area cost is not taken into acaoun@), the added

DFT area for frequency converters is quite large and hence this solution is not preferable.
We can also observe an increase in SOC testing time when the area cost weight is high
(n>12in Figure7.13(b), which is not desirable either. Therefore, the introduction of the
area cost into the scheduling algorithm helps the system integrator to keep the added area
within predefined limits, while still minimizing the test application time (whose variation

is not as large as the variation in DFT area). Howedeg to the nature of the heuristic
approach the SOC testing time is not monotonic increasing and the total DFT area cost
is not monotonic decreasing with the increase of the area cost weight. Nevertheless, if
the system integrator provides an area constraint (shown in the figure using the dotted
line), the proposed Algorithm 7.4 (shown in Figui#e3.2) from Section7.3.2will select
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Sysem-level TAM width 32
Mega-core level TAM width 16
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Figure 7.13: Test Application Time and DFT area for p93791 with Different Area Cost
Weights.

the solution with the minimum test application time that fulfills the given area constraint.
In this experiment for SOC p93791, when the scaling factqr4s50, we obtain a better
result in terms of test application time when compareg t6 250.

In Tables7.5and7.€ we compare the results of our solution with the results fr@gj [
for non-interactive design transfer model. The reason we consider only the non-interactive
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model is that the interactive model assumes that TAM design for mega-cores is flexible,
which conflicts with the objective to reuse hard mega-cores. Our results indicate that as
long as the system integrator accepts additional test area, savings can be achieved in test
application time without any internal modification to the hard mega-cores. In this experi-
ment, core-level TAM widths supplied to each mega-core before system-level TAM design
have the same configurations as#®][ That is, in Table7.5 for p22810 and a586710

we haveW = 8 bits, while in Table7.6 for p34392 and p93791 we haV¢ = 16 bits. In
addition, the scaling factor ip =50. T, Ty, Tj andT;; denote the test application time

from [72], the test application time obtained by using tné TAMdesigralgorithm, the

test application time obtained by Algorithm 7.4 from SectidB.2 when the area con-
straint for frequency converters is stringent (50 for p22810 and a587610, 100 for p34392
and p93791), and when the area constraint for frequency converters is relaxed (500 for
p22810 and a587610, 1000 for p34392 and p93791), respectively. The percentage change
is calculated adTy, = @, AT = T'{pT“’ andAT = %" respectively. To provide a fair
comparison and prove the benefits caused exclusively by the use of Algorithmhich {s

orthogonal to any single-level TAM design algorithnve reporiAT, andAT;, with respect
to Ty instead of with respect t® [72].

For Ty, we have the same hierarchical design flow as/#].[ It can be seen in most
of the case§y < T, however, because the TAM width constraint for mega-cores restricts
the CreateStartSolutiorstep inT R— Architect [48, 51] (used inmfTAMDesigi, in a
few cases the algorithm fror72] gives better results. It is worth noting that both methods
cannot provide a solution for SOC p34392 and p93791 when the system-level TAM width is
only 8 because the system-level TAM is not wide enough to fork out to the core-level TAM
(W = 16). By introducing the frequency converter next to the wrapper of the mega-core, the
system integrator can afford narrow system-level TAM design. In almost all cases the test
application time is decreased when frequency converters can be used to map system-level
TAM to core-level TAM, and, when the area constraint is relaxed, the test application time
is further decreased (i.€l; < T, < Tg). This improvement is due to the greater flexibility
(the system integrator has more choices for the system-level TAM width assignment to the
mega-core) during test scheduling and because a larger solution space can be explored. Itis
important to note, for SOC p93791 whfym = 64, T) = T < Ty can be acquired without
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introducing converters. This is also because the algorithm searches a larger solution space
and happens to grant all the mega-cores 16 TAM lines. Note, despite exploring a larger
solution space, the computation time is still at most within seconds, which demonstrates
that the proposed solution will not have any impact on test development time. For SOC
p22810 whe; > 32 and for p34392 whel;; > 40, one of the mega-cores inside the
SOC becomes the bottleneck TAM on its own (mega-core 1 for p22810, mega-Core 18 for
p34392). Since the system-level TAM width assigned to the mega-core already exceeds
the internal core-level TAM width, the test application time for the entire SOC cannot be
decreased anymore. As a result, a total system-level TAM width of 32 for p22810 and 40
for p34392 would be an effective choice for the system integrator.

Figure'7.14 shows the influence of the internal TAM width of the mega-cores on the
test schedule. In the three sub-figures, the internal TAM widths of the all the mega-cores
in SOC p93791 are set as 16, 15 and 13, respectively. When the area constraint is set to
1000, type Il converters can be used and each mega-core in all cases can be assigned to
any arbitrary TAM width. When the area constraint is set as 100, however, because of the
large size of type Il converter, only the type | converter is available for matching the TAM
widths. When the internal TAM width is 16, we have 5 choices for the TAM width assigned
to the mega-cores (1, 2, 4, 8 and 16). When the internal TAM width is 15, we have four
choices for the TAM width assigned to the mega-cores (1, 3, 5 and 15). When the internal
TAM width is 13, we only have two choices for the TAM width assigned to the mega-cores
(1 and 13). With the decreasing number of options for TAM widths, the solution space that
the scheduling algorithm can exploit is smaller and hence it leads to solutions with longer
test application time. As it can be seen in Figdré4, the difference between the two area
constraints is much larger when the internal TAM width is set as 13. It should also be noted
that we cannot even find a solution to fulfill the constreitser < 100 when the total
TAM width is 8.
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7.5 Concluding Remarks

This chapter has introduced a new method, based on the bandwidth matching technique,
for designing multi-frequency TAMs for modular hierarchical SOC testing. Using experi-
mental results it was shown that with limited area overhead we can reuse hard mega-cores
and achieve reduced test application time compared to prior work. The design space ex-
ploration framework described in this chapter, can be used to rapidly explore the test ap-
plication time/DFT area overhead trade-offs for hierarchical SOCs, and recommend the
cost-effective solutions to the system integrator.
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Chapter 8
Conclusion

This dissertation tackles several emerging test challenges for state-of-the-art core-based
SOC designs, which are not addressed by prior work because of their over-simplified as-
sumptions. An analysis of the contributions presented in this dissertation is given next.

In Chapter 4, we proposed a novel wrapper architecture for testing embedded cores
with multiple clock domains. By introducing limited DFT logic, the proposed MFCW can
synchronize the external low-speed tester channels with the core’s internal scan chains in
the shift mode, and provide at-speed test control in the capture mode, thus avoiding test
data corruption caused by clock skew. ILP formulation and efficient heuristics were also
presented to optimize the proposed MFCW architecture in terms of test application time
under average power constraints, which enables system integrators to trade-off the testing
time, routing overhead and test power consumption when selecting their test strategies.

Chapter 5 introduced a novel Producer-CUT test architecture for broadside two-pattern
test of core-based SOCs. Without using enhanced WIC design, this new architecture
achieves the same fault coverage by combining dedicated bus-based TAM and functional
interconnects for test data transfer, thus providing full controllability of the IEEE 1500
standard WICs in the two consecutive clock cycles required by two-pattern test. Since
the WOCs of producer cores become shared test resources, extra test conflicts will be in-
troduced. To alleviate its negative impact on SOC testing time, new algorithms for test
access mechanism design and test scheduling are also presented to optimize the proposed
Producer-CUT test architecture.
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Motivated by the fact that in practice not all embedded cores are 1500-wrapped in
order to meet the design’s area constraint and performance requirement, in Chapter 6, we
addressed the problem of effectively and efficiently testing SOCs containing light-wrapped
cores. When the number of such unwrapped logic blocks is large, we proposed a novel
Producer— CUT — Consumetest architecture, similar to the one presented in Chapter 5.
When the number of light-wrapped cores is comparably small, we showed how to adapt
the TestRail architecture to access the internal SFFs of light-wrapped cores in the Parallel
ExTest mode. Efficient and effective TAM design and test scheduling algorithms have been
presented for both architectures, which facilitate rapid and concurrent test of 1500-wrapped
cores and light-wrapped cores.

Finally, in Chapter 7, a new framework for the design and optimization of hierarchi-
cal SOC test architectures, based on the bandwidth matching technique, was presented. We
firstintroduced a new multi-frequency TAM design algorithm for flattened SOCs. Then, we
extended the multi-frequency concepts to a multi-level TAM design algorithm for hierar-
chical SOCs containing hard mega-cores, by introducing two types of frequency converters
used to match a higher number of core-level TAM lines to a lower number of system-level
TAM lines. A new design flow has been proposed, which, in contrastdp g¢nables the
system integrator to trade the DFT area against savings in test application time.

There are several important topics for future work. Both test architecture optimization
and TDC techniques affect the test application time of the SOC. Therefore, to further reduce
the cost of SOC testing, these two tasks should be considered simultaneously. For example,
a higher compression ratio of a core test will require less TAM bandwidth. If test architec-
ture optimization is applied to the uncompressed test sets, the core will be given a higher
TAM width than needed and hence an inefficient test architecture will be derived. There
can be three methods to combine decompression logic (i.e., decoder) with TAM design:
decoder-per-SOC, decoder-per-TAM and decoder-per-core, in which decoder-per-TAM is
only applicable for fixed-width Test Bus architectures. The system integrator needs to
trade-off the DFT area and test application time within these three scenarios. Since differ-
ent core tests typically have different test compression ratios, the decoder-per-core strategy
will achieve the best overall test data reduction, however, at the cost of the largest DFT
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overhead. Decoder-per-SOC, on the contrary, will have the least DFT area overhead, how-
ever, larger test data volume. Decoder-per-TAM is in the middle of the above two strategies.
Despite the intuitive analysis, how to efficiently combine the test architecture optimization
with any of the three scenarios is still an open issue and needs further investigation. In
addition, future challenges include also how to effectively and efficiently test high-speed
interconnect logic for signal integrity and how to reuse/adapt existing DFT logic for silicon
debug and diagnosis.

As a final remark, it is anticipated that the methods and findings reported in this dis-
sertation will contribute to the future generation of SOC devices by enabling an improved
defect screening process and by lowering the cost of manufacturing test.
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