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Doctor of Philosophy
LOW-COST TEST FOR CORE-BASED SYSTEM-ON-A-CHIP
by Paul Theo Gonciari

The availability of high level integration leads to building of millions of gates systems-
on-a-chip (SOC). Due to the high complexity of SOCs, testing them is becoming increas-
ingly difficult. In addition, if the current test practises are maintained, the high cost of test
will lead to a considerable production cost increase. To alleviate the test cost problem, this
research investigates methods which leddwscost test of core-based systems-on-a-chip
based on test resource partitioning and without changing the embedded cores. Analysing
the factors which drive the continuous increase in test cost, this thesis identifies a number
of factors which need to be addressed in order to reduce the cost of test. These include
volume of test data, number of pins for test, bandwidth requirements and the cost of test
equipment. The approaches proposed to alleviate the cost of test problem have been vali-
dated using academic and industrial benchmark cores.

To reduce the volume of test data and the number of pins for test, the new Variable-
length Input Huffman Coding (VIHC) test data compression method is proposed, which is
capable of simultaneously reducing the volume of test data, the test application time and
the on-chip area overhead, when compared to previously reported approaches. Due to the
partitioning of resources among the SOC and the test equipment, various synchronisation
issues arise. Synchronisation increases the cost of test equipment and hence limits the
effectiveness of test resource partitioning schemes. Therefore, the synchronisation issues
imposed by test data compression methods are analysed and an on-chip distribution ar-
chitecture is proposed which in addition to accounting for the synchronisation issues also
reduces the test application time.

The cost of test equipment is related to the amount of test memory, and therefore
efficient exploitation of this resource is of great importance. Analysing the memory re-
guirements for core based SOCs, useless test data is identified as one contributor to the
total amount of allocated memory, leading to inefficient memory usage. To address this
problem a complementary approach to test data compression is proposed to reduce the
test memory requirements through elimination of useless test data.

Finally, a new test methodology is proposed which combines the approaches pro-
posed in this thesis into an integrated solution for SOC test. The proposed solution leads
to reduction in volume of test data, test pins, bandwidth requirements and cost of test
equipment. Furthermore, the solution provides seamless integration with the design flow
and refrains from changing the cores. Hence, it provides a low-cost test solution for core-
based SOC using test resource partitioning.
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Chapter 1
Introduction

Driven by the high level of integration the industry is capable of building an entire system
into a single chip 1, 2, 3, 4]. Systems-on-a-chip (SOC) are composed frambedded

cores which make it easier to import existing technologies and shorten the time-to-market
through design reusd]. The new market driven by the SOC revolution comprisese
vendorsas providers, andore usersas customers. While the core vendor has full knowl-
edge about the core’s functionality and its internal structure, the core user is often knowl-
edgeable only about the core’s functionality. Therefore, besides the immediate advantages
of core based SOCs, the SOC paradigm brings forth new problems from the design and
test perspectivey] 1, 6, 2], which require new test strategies for testing the core itself as
well as the entire systen7[8, 9, 10, 11, 12].

Due to the continuous increase in chip complexity and transistor density, the cost of
testing the chips will approach and even exceed the cost of manufacturing #3gm [
Therefore, if the cost of test is not lowered, testing will have a negative impact on the
cost of the designll4, 9, 15, 13] leading to an increase in the overall production cost of
the chip. Addressing the cost of test problem in a core based SOC environment requires
solutions which refrain from changing the cores. This is of great importance since if
core redesign is required, then the very purpose of core based SOC, short time-to-market
through core reuse, can be defeated. Considering this constraint imposes the usage of
basic knowledge about the cores when addressing the cost of test problem. Therefore, the
topic of this dissertation is to provide methods which contribute toward reduced cost of
test providinglow-cost system-on-a-chip tesblutions assuming only basic knowledge
about the cores, and hence leveraging the core based SOC environment.
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i/ \ ROM
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DSP /

‘7\
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Figure 1.1. System-on-a-Chip, an example

This chapter is organised as follows. In Sectiohthe differences between the tradi-
tional printed circuit board (PCB) and the new SOC design flows are illustrated, empha-
sising the implications on testing SOCs. Sectlo illustrates the SOC DFT challenges,
and Sectiorl.3investigates the main factors which drive the continuous increase in test
cost, motivating the work of this thesis. Finally, Sectibd outlines the main contribu-
tions of this work and presents the organisation of the thesis.

1.1 Core based System-on-a-Chip design

To understand why testing in the new core based SOC paradigm becomes such a major
problem, and why it is important to address it without imposing changes to the cores, one
must understand the differences between the SOC and the traditional PCB design flows
and how these differences influence the testing of the entire system. Therefore, in this
section a generic integrated circuit (IC) design flow is described, and the various types of
cores and their influences on the design flow are illustrated.

There are two main types of components is SOCs: the cores and the user defined
logic (UDL). This is exemplified in Figurd.1 where the cores (which in the figure are
represented by memories (DRAM, ROM) and the RISC and DSP processors) and UDL
are illustrated considering a fictive system. cAreis a pre-designed, pre-verified sili-
con circuit block, usually containing at least 5,000 gates, that can be used in building
a larger or more complex application on a semiconductor cljip$imilar to ICs on a
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PCB, cores can perform a wide range of functions (e.g., digital signal processors, RISC
processors, or DRAMSs) and can be found in a number of technologies (e.g., complemen-
tary metal-oxide-silicon (CMOS) logic, DRAM and analog circuits). Furthermore, the
more complex cores come in hierarchical compositions (i.e., complex cores comprise a
number of simple cores). Often these cores are products of technology, software, and
know-how that are subject to patents and copyrights. Hence, a core block represents in-
tellectual property (IP) that the core builder licenses to the core kel herefore, the

core user is not always entitled to do changes to the core and is forced to reuse it “as is”
(as a black box), being knowledgeable only about the core’s functionality, however, not
about the implementation details. In addition, while ICs are delivered to the customer in
a manufactured and testddrm, cores are delivered in a range of hardware description
levels (soft, firm, and hard). These two fundamental differences will influence not only
the design of the SOCs (as shown in Sectloh.?) but also the testing of the SOCs (as
shown in Sectior.2).

UDL is added by the system integrator to the SOC to customise or to interface the
different cores such that the desired functionality is obtained. While the cores are IPs
delivered by third party vendors and are reused within the design, the UDL is custom logic
specific to the SOC under development. Hence, the system integrator has full knowledge
about its functionality and its implementation details. The UDL is a required investment
from the design point of view, however, testing the UDL gives way to new issues in system
test 16, 17, 18].

1.1.1 Design flow

In this section a generic IC design flow is illustrated. Starting from the initial require-
ments definitions, i.e., the specifications of the desired chip functionality described in a
formal form, the design follows a number of phases which transform these specifications
into the final chip in a chosen technology. This is illustrated with the left hand side of the
generic core based SOC design flow in Figlird The term technology (or fabrication
technology) refers to the semiconductor process used to produce the final chip, i.e., it
denotes the type of semiconductor (e.g., silicon), the type of transistor (e.g., CMOS) or
the details of a certain transistor technology (e.g., 0.18 micron CMT8) Each design

phase corresponds to a level of abstraction, i.e., the level of dependence on the fabrication
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Figure 1.2. Core based SOC design

technology. There are four levels of abstractibehavioural levelwhere the specifica-

tions are described using generic methods, no structural constraints are considered (e.g.,
a variable is of type integer; a conditional assignment is represented by an IF statement);
register transfer levg|RTL), where generic functions and variables are replaced by struc-
tural blocks (e.g., the variable is replaced by a register of a given size; an IF statement is
represented by a multiplexer, the arithmetic operations are replaced with arithmetic logic
units (ALUS)); gate levelwhere the structural components are mapped to netlists — inter-
connection of building cells, gates — in a specific cell library (e.g., a 2 : 1 multiplexer is
represented by two AND gates and an OR gate);raadk leve(or physical levél, where

each cell is represented by the layout of the transistor model counterpart. The specifica-
tions of the desired chip functionality are described at the various levels of abstraction
using hardware description languages (HDL). For example, at the behavioural level of
abstraction, the HDL can be VHDI2), 21, 22, 23], Verilog [24], C and C++ P5, 26,

and SystemCZ7, 28, 29]; at the RTL level of abstraction, the HDL is usually VHDL and
Verilog. From the initial specifications to the final chip, the design goes through a number
of translation and verification steps. The translation of the descriptions from one level of
abstraction into the other is referred tosgmthesisVerification is used to check whether

the design in the current level of abstraction is correct, conforming with the specifications.
Both steps are performed using computer aided design (CAD) t8djls [



1.1 Core based System-on-a-Chip design 5

Synthesis A synthesis process aims at finding the best equivalent representation in the
next level of abstraction which guarantees the same functionality as the design in the cur-
rent level of abstraction considering the constraints given by the designer (e.g., the area
occupied by silicon should not exceed 300 sg-mils; the design should work for frequen-
cies up to 100 MHz). Corresponding to the above four levels of abstractions, there are
three synthesis steps: behavioural synthesis, logic synthesis and physical synthesis. These
transform the initial specifications from behavioural to RTL, then from RTL to gate level,
and finally from gate level to layout.

Verification Verification in hardware design mainly consists of validation and formal
verification. Validation, verifies the design through simulation and testing. Formal veri-
fication, on the other hand, uses rigorous mathematical reasoning to show that a design
meets all or parts of its specificatioBl, 32]. However, it does not necessarily guarantee
correct operation with respect to timing, power, noise and routab@8)y [At the different

levels of abstraction, validation and formal verification take different shapes. For exam-
ple, they are represented by property check8ig34] or RTL/cycle simulation 2] at the

RTL level; and equivalence checking and physical verification at the gate and layout (or
mask) level 85]. The verified design at mask level will then go through manufacturing.

Manufacturing The manufacturing of an IC implies wafer fabrication and packaging.
Wafer fabrication involves printing of geometric shapes corresponding to the layout onto
wafer layers 19]. As each wafer contains a number of chips, the wafer is cut and then
packaged. Each of the above processes involved in wafer fabrication can introduce defects
into the chip. For example, particles (material which is not removed in the areas exposed
by the masking process) may cause bridges between two or more lines; incorrect spacing
between connections may cause circuit shorts; holes (exposed areas that is unexpectedly
etched) may lead to open interconnects. These manufacturing defects (or physical faults)
affect the functionality of the circuit and hence lead to faulty chips. To avoid shipping bad
chips to customers, and at the same time correct the manufacturing process which caused
the defects, hence improving yield, testing of the manufactured circuit is required.

Testing After wafer manufacturing, testing is also referred to as manufacturing test. The
wafer is first subjected to wafer sort, where most of the faulty chips are identified, and then
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the packaged chips are further tested in order to eliminate the defects which escaped wafer
sort (due to electrical limitations), and in order to accelerate infant mortality through burn-

in (which is a high-voltage, high-temperature stress of the devd&e B[, 3§]. Finally, the

device is tested for conformance with the specifications. Because of the high complexity
of the chips, testing is done using automated test equipment (ATE). The ATE is a precision
measurement tool which provides the environment required to test the chip. There are two
main types of testing: functional test and structural test. The former checks for the correct
functionality of the manufactured chip. The latter, verifies that the chip was manufactured
correctly [38]. If not specified differently, the term testing and manufacturing test will
refer to structural testing as introduced above. Testing implies applying test stimuli (or test
vectors), and inspecting the circuit responses (or test responses). If the circuit response
is not correct then a defect was identified. While during verification, at the previous
levels of abstraction, access to the entire model was available, during manufacturing test,
the access to the chip’s internals is limited by the inputs and outputs of the circuit. To
increase the access to the chip internals and increase the effectiveness of testing, design for
testability (DFT) has been introduced as a mandatory step in the design prdge3sd].|

While DFT features are embedded in various design stages of the IC (e.g., at the RTL
or the gate level of abstractioB9, 40, 41]), they are exploited after the manufacturing

of the wafer and the packaging of the chip. In order to ensure the effectiveness of DFT,
the manufacturing test problem has to be modelled at the higher levels of abstraction.
Therefore, faults models were developed corresponding to the physical d&@c33,

38]. Based on the fault models, the problem of identifying a defect is equivalent to finding
the circuit’s input values (test stimuli) which will provoke a faulty and fault free output
(test responses) depending on the existence of the fault. This process is performed by
automatic test pattern generation (ATP@2,[43, 44] tools. ATPG tools can determine

a list of faults, the test vectors which detect the faults, and the corresponding fault free
responses. In addition, using fault simulation ATPG tools can estimate the fault coverage
(how many from the total modelled faults can be detected), and they can also be used for
fault diagnosis (which was the root cause of the defect). The test vectors generated by
ATPG can be completely specified (e.g., “1100”) or incompletely specified (e.g., “1x0x”)

in which case they are referred to as test cubes. For the different types of defects various
fault models have been proposed (e.g., bridging fault models, open fault models, delay
fault models, stuck-at fault model8§, 45, 37, 38, 46]). For example, the stuck-at fault
model assumes that a given node has always a fixed value, either logic O or logic 1, i.e., the
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node is assumed to be either connected to the power line (stuck-at-1 fault) or connected
to the ground line (stuck-at-0 fault).

1.1.2 Core based design

The hardware description levels in which core providers deliver their cores can be related
to the levels of abstractions described in the previous subsection. Hence,

e softcores consists of a synthesisable representation that can be re-targeted for dif-
ferent technologies and system constraints. As a HDL description (behavioural or
RTL), these cores leave much of the implementation to the designer, however they
are flexible and process-independent;

e firm cores usually consist of gate-level netlist representation ready for place and
route. They give some flexibility to the designer, are accompanied by simulation
models and fit into standard HDL design methodologies;

¢ hard cores include timing information and technology dependent layout, i.e., phys-
ical level description of the core. While they are optimised for predictable area and
performance, they lack flexibility.

The three types of cores offer various trade-off opportunities, each of them having
different modelling and test requirementy, [affecting the design at the corresponding
level of abstraction. This is illustrated on the right hand side of Figu2é¢see Pagd),
where the entrance of the different types of cores in the design flow is shown. Core based
integration within the design flow is possible if electronic design automation (EDA) com-
panies provide tools which are capable of embedding cores at their corresponding level
of abstraction, considering not only their functionalities but also their DFT featdfes [

As mentioned in the beginning of Sectiaril, there are two factors which fundamentally
differentiate PCB design and core based SOC design: the IP factor and the manufacturing
factor. The former will forbid the core user to do any changes to the core. This will impact
the design cycle of the SOC, since the changes have to be done by the IP/core ¥gndor [
and the testing of the design, as the system integrator is forced to use the DFT embedded
with the IP even if this does not suit the DFT methodologies adopted for the rest of the
SOC. The latter will mainly influence the testing of the SOC as illustrated in the following
section.
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Figure 1.3. Board vs. SOC design [ 2]

1.2 Core based System-on-a-Chip test

Due to the high complexity of SOCs two main problems are identified with respect to test.
Firstly, the test infrastructure for the SOCs, and secondly, the cost of test, which if current
trends continue will have a negative impact on the total production cost of the chip. The
former is illustrated in this section, while the latter is detailed in Secti8n

To illustrate the challenges in testing SOCs, firstly the difference between the PCB
and SOC design flows is analysed. The two design flows are shown from the system in-
tegrator’s perspective, illustrating only a high level view of the two design processes, in
Figurel.3. In the traditional PCB design (see Figure3(a) each IC has been designed
and developed, manufactured and tested for manufacturing faults. The system integrator
had merely to put the system together and test for interconnect faults between the ICs on
the PCB. In the core base SOC design (see FifjLB€b) the cores are only designed and
developed, the manufacturing and testing of the cores is the job of the system integrator.
The system integrator in this case has to manufacture the SOC (and not assemble the sys-
tem as in PCB like systems), test each core for manufacturing faults, test the interconnects
and the entire system. Hence, even though conceptually the difference between the two
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designs is small, the issues in testing core based designs differ considerably from testing
PCBs. The problems related to core based SOC 2¢ar¢ detailed next.

Core level test deals with the testing of the core itself. Since the system integrator
is usually forced to deal with the core as a black box, the core vendor has to provide the
model, the DFT (e.g., scan based DFT or built-in self test (BIST) based )88, 47, 38]
structures and the corresponding test vectors.

Test access provides the electronic test infrastructure for accessing the cores. This is
required since contrary to PCBs where the ICs primary inputs and outputs were accessible,
and thus during test direct physical access to the IC is available, in SOCs the cores are
embedded within the chip and thus, no access to the cores terminals is available. In
addition to providing the means to access the cores, the test access needs to isolate the
core under test (CUT) from its surroundings, facilitating inter-core &8t Furthermore,

test scheduling is also required to run intra-core and inter-core tests such that initialisation
and final content of the individual cores is not affected.

System level test addresses the test of the entire system. Compared to conventional
PCB test, system level test is far more complex. The system chip test comprises: tests for
the individual core, tests for the UDL and tests for interconnect logic and wiring. This
composite system level test requires adequate test scheduling which must meet several
chip-level constraints, such as, test application time (TAT), area overhead, and power
dissipation #9].

Driven by the above challenges two conceptual architectures for SOC test have been
proposed 2], illustrated in Figuresl.4and1.5. Characteristic to both architectures are
thesource and sinkthetest access mechanisand thecore test wrapperdescribed next:

e thesource and sinkare responsible for providing the test stimuli and analysing the
testresponses. Depending on the location of the source and the sink, an external-only
(Figurel.4) or internal-only (Figurel.5) solution has been envisioned. The former
is referred to as external deterministic test where the source and the sink are rep-
resented by the automatic test equipment (ATE), detailed in Sett®ba For the

IFor scan based and BIST based DFT the reader is referred to Appendix



1.2 Core based System-on-a-Chip test 10

ROM

WRAPPER

Test Access
Mechanism

source Q

sink

Core Under Test Access
Test Mechanism

DRAM UDL

SOC

Figure 1.4. Conceptual architecture for external SOC test[ 2]

latter the internal source and sink are represented by BIST structures. The test in
this case is initiated by an off-chip test equipment, which also receives the result of
the test;

e test access mechanism (TAppvides the mechanism to transport the test stimuli
from the source to the CUT, and the test responses from the CUT to the sink. In
general, having a wide TAM will reduce the test application time, however, it will
also increase the wiring overhead. Hence, designing a TAM involves making trade-
offs between the bandwidth and the test application cost. In addition, the type of
test architecture (internal-only or external-only) must also be consider, since, when
the external test is performed, the TAM width should not exceed the number of ATE
I/O channels (see Sectidn2.2);

e core test wrappeprovides an interface between the embedded core and its envi-
ronment. The core test wrapper connects the core terminals to the rest of the chip
and to the TAM. A core test wrapper, must support the following mandatory modes
[49, 50, 51]: Normal operation when the core test wrapper is transparent and the
core is connected to the chip environme@gre-internal test when the core test
wrapper connects the TAM to the core such that the test patterns can be applied,
and the test responses observ€dre-external testwhen testing of the intercon-
nect logic and wiring is allowed by the core test wrapper.

With respect to DFT, the above can be divided intwe level DFT which includes
scan based and BIST based DFT; aydtem level DF,Twhich provides the SOC test
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infrastructures, i.e., the core test wrapper and the TAM. System level DFT comprising the
core test wrapper design and TAM design are illustrated next.

1.2.1 System level DFT

It should be noted that the core wrapper design can be performed by both the core vendor
and the system integrator. If not specified differently, it is considered in this dissertation
that core wrapper design is the responsibility of the system integrator. This is motivated
by the flexibility obtained in this case as detailed in the next section.

Core test wrapper design

It has been illustrated in the previous section that the core test wrapper provides an in-
terface between the embedded core and its environment. Because the core user rarely
participates in a core’s architectural and functional development, the core appears as a
black box with known functionality and I/O4.]]. To integrate the core into a design and

to exploit the DFT features of the core, the core test access interface and the core test
knowledge must be available to the core user. To provide a common basis for core test
knowledge exchange and core test access design, the emerging IEEE B4 5@frking

group is focusing on standardisinGore Test LanguagéCTL), capable of representing

all test related information5B, 50, 51, 54], and a scalable and configuraldere test
wrapperto allow easy test access to the core in a S@%; %3, 51].
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The IEEE P1500 standard for embedded core test (SECT) does not cover the core’s
internal test methods or DFT, nor SOC test integration and optimisation. These are com-
pletely in the hands of the core provider or the core user respectively, and not suited for
standardisation due to the fact that their requirements differ for different cores and SOCs
[49, 53, 51]. Hence, in the emerging P1500 standas@]] it is assumed that the core
provider performs DFT (scan design, BISBp[ 47, 38] and supplies all the information
required for the proper test of the cod9[ 53, 51]. Currently the IEEE P1500 SECT
is focusing on “non-mergeddigital logic and memory elements. In order to provide
the flexibility required to test various types of cores, the IEEE P1500 SECT allows “two
levels of compliance”(i) IEEE 1500 Unwrapped Corehis level will allow the core to
be delivered without a complete IEEE 1500 wrapper however, it does have the IEEE 1500
CTL program. Using this program, the core user can develop its own IEEE 1500 wrapper.
In this scenatrio, the CTL will describe the core test knowledge at the bare core terminals.
(i) IEEE 1500 Wrapped Corehis level requires the complete IEEE 1500 wrapper and
the IEEE 1500 CTL to be delivered with the core. In this scenario, the CTL describes the
core test knowledge including how to operate the core wrapper.

The P1500 core wrapper is a shell which allows various configurations at its inputs
and outputs, i.e., various operating modes. A IEEE P1500 core wrapper is illustrated
in Figure1.6. The wrapper has as inputs the wrapper parallel input (WPI), the wrapper

2“Non-merged” refers to cores that are tested as separate entities with test patterns developed for each
core as stand alon&]]
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serial input (WSI) and the functional inputs (1), and the wrapper interface port (WIP).
The outputs are the wrapper parallel output (WPO), the wrapper serial output (WSO) and
the functional outputs (O). The core wrapper comprises two wrapper boundary registers
(WBR), the wrapper bypass register (WBY) and the wrapper instruction register (WIR).

The WBRs provide the interface between the test environment and the core, facili-
tating the test modes noted in Sectib@ normal operation, core-internal test and core-
external test. The WBR is a register formed out of wrapper boundary scan cells. The
wrapper cell assigned to the inputs are referred to as wrapper boundary input cells, while
those assigned to the outputs are referred to as wrapper boundary output cells. The cell
illustrated in the top-left part of Figure6is a wrapper boundary input cell. The function-
ality of the cell is similar to the scan cell (see Appendix One difference is the output
multiplexer controlled by the wrapper control input (wci) which differentiate between the
test mode and the normal functional mode.

The WIP facilitates the load of instructions corresponding to the above modes into
the WIR. For each of the above modes there can be different configurations. For ex-
ample, there can be a serial internal test, when the test stimuli are provided through the
WSI (serial access), and the test responses are observed at the WSO; or a parallel inter-
nal test when the test stimuli are provided through the WPI (parallel access), and the test
responses are observed at the WPO. It should be noted that this dissertation targets core
internal tests, for both the serial and the parallel configurations. However, the method-
ologies presented are also applicable to core external tests. While the behaviour of the
core wrapper and its interface are standardised, the design of the core wrapper itself can
be adapted for the system integrator’s necessities. The usage of the serial and parallel test

access are illustrated next for a fictive core.

Core wrapper design implies the construction of wrapper scan chains (WSCs). A
WSC comprises a number of wrapper boundary input cells, scan chains and wrapper
boundary output cells. Corresponding to the two types of access (serial or parallel) the
WSC construction is either a simple concatenation of scan chains, or an optimisation
problem with respect to minimum test application time. This is illustrated in Figjute
where for the core in Figurg.7(a) a core wrapper design for a serial test access is given
in Figure 1.7(b) and a possible WSC configuration for a parallel test access is given
Figurel1l.7(c) The core illustrated in Figurg.7(a)has four inputsig,i»,iz andig), four
outputs 01, 02,03 andog) and four scan chains(, s, s3 andsy) of length 58,11 and 12
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FFs respectively. In Figurg.7(b) the internal scan chains and the WBCs are connected
together into a long scan chain, while in Figur&(c) a four bit wide WPI port is as-
sumed, and the four WSCs have been constructed accordingly. For example, in the case
of W SG, four wrapper boundary input cells are chained together gyitland with four
wrapper boundary output cells. Similar to multiple scan chain designs, using a greater
number of WSCs can lead to a smaller test application time (TAT). It can be observed
in Figurel.7(b)that the length of the WSC is considerable greater than the length of the
WSCs in Figurel.7(c) Hence, the advantage of reducing TAT when parallel test access is
available. While apparently simple, the core wrapper design problem for parallel test ac-
cess has been shown to beNiR— hard problem p6, 57] (an optimum solution is found

in at least exponential computational timt8] 59]). The maximum number of WSCs is
dictated by the width of the parallel test access mechanism, as it will be seen next.
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Test access mechanism (TAM) design

It was illustrated previously that the core wrapper can be connected to either a serial test
TAM, or a parallel one. In both cases, the system integrator has to ensure proper access
to the core. Based on the IEEE P1500 core wrapper, in Fijdra SOC test scenario

is illustrated when both, a serial and a parallel TAM are defined. The serial TAM is a
one bit bus connected to the WSIs and WSOs of each core. The parallel TAM on the
other hand is optional, its width is the system integrator’s choice. The parallel TAM is in
effect a bus of a given width connected to the WPIs and WPOs of the cores. The figure
also shows the user defined test control which based on a known test scheduling scheme
starts the test sessions corresponding to the various cores. The source and sink can be
on-chip divided across multiple TAMs, each of them having different widths. The width

of the TAM and the number of TAM lines used to connect the various cores may differ.
This is illustrated in Figurd.9, for a SOC comprising four cores connected to two TAMS.

The test control and the WSIs/WSOs have been omitted for clarity. As it can be seen in
Figurel1.9, the 40 bit TAM originating from the source is divided into two TAMs of 16

and 24 bits respectively. Cores 1 and 3 are using the maximum available TAM width — 8
TAM lines for WPI and WPO in the case Gforel, and 12 TAM line for WPI and WPO

in the case o€ore3. Cores 2 and 4, on the other hand are using only 6 and 10 TAM lines
respectively. Determining the widths of the TAMs and the assignment of cores to TAMs
depending on the system integrator’s constraints, e.g., the maximum TAT, the maximum
TAM width, and routing constraints, is known as TAM design. The TAM design problem
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has been also shown to P — hard [60, 61]. As illustrated in both Figure4.8 and

1.9 the TAM is connected to the source and sink. These can be on-chip (BIST source
and sink) and off-chip (ATEs source and sink). The ATE is illustrated in the following
section.

1.2.2 Automated test equipment (ATE)

As emphasised in Sectidh1.1and illustrated with the conceptual architectures in the
beginning of Sectiond..2, regardless of the embedded DFT method, each chip after man-
ufacturing has to be tested using an automated test equipment (ATE). Testing implies
applying a set of test stimuli to the device under test (DUT) and verifying the correctness
of the test responses. The ATE is a precision measurement tool which is responsible for
providing the required test patterns to the input of the DUT and for comparing the DUT
responses to the fault free test respondé€k [A generic ATE — DUT interface is illus-
trated in Figurel.10 The ATE is connected to a device interface board (DIB) which is
connected to a wafer prober for testing of uncut and unpackaged wafers, or to a socket
for testing packaged chip8§]. Due to the high precision electronics on the ATE the
cost of these machines is considerable. It is estimated in the international roadmap for
semiconductors (ITRSYLB] that the cost of an ATE can exceed $20In addition, as it

will be seen later in Sectioh.3, the cost of the DIB can also considerably influence the
overall cost of the ATE, and hence of the design. Thus, it is desirable to reduce the inter-
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action and the changes required to the DIB, through elimination of this component from
the cost of test. The test stimuli are applied to the DUT using the driver, and the DUT
responses are compared to the fault free responses using the comparator as illustrated in
Figure1.1Q The channels are the connection between the ATE and the DIB. The generic
ATE illustrated in the figure comprises: memory — to store the test stimuli and required
timing information; power module — to generate the required high and low voltages and
precisely measuring the circuit outputs; format module — to prepare the data, to be sent
to the DUT, considering the test stimuli and the timing information; timing module — to
define the clock edges for each pin; and control unit — a computer which monitors the
entire process, and stores the test result: good/bad chip. There are a number of parame-
ters which characterise the ATE. These include: the numb&TBfchannelgor ATE test

pins) — the number of chip pins which can be connected to the ATEATiRefrequency-

the frequency with which the ATE is capable of supplying data on the ATE channels; the
ATE accuracy- the accuracy of the device to provide test data with respect to the ATE
clock, e.g., for an ATE frequency ofGHzthe accuracy is of-200ps— the data will be
accurate withirt-200psfrom the rising edge of the clock.

The amount of time required to complete one test set is referred to as test application
time (TAT). In this dissertation it is considered that the TAT is given in ATE clock cy-
cles. As it will be seen in the following section, where the cost of test is analysed, the
ATE has a substantial contribution to the overall cost of test. The main reason for this is
that regardless of the type of methodology embedded within the chip, the chip has to go
through the manufacturing testing process. And hence, it has to be tested using an ATE.
In addition, due to the fact that ATEs are built using previously available technology, they
are limited in providing the performances required by cutting edge chips.
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1.3 Cost of test

Testing SOCs requires the insertion of SOC DFT which facilitates the test of the embed-
ded cores and the entire system. In addition to the SOC DFT problems illustrated in the
previous section, another important issue is the cost of test. It is anticipated in the ITRS
that, if the current trends are maintained, the cost of testing a transistor will approach
and may even exceed the cost of manufacturingd}. [This is illustrated in Figurd..11,

where the test curve will intersect the manufacturing curve by 2015. To motivate the

work described in this thesis and at the same time highlight the importance of considering
low-cost SOC test, in this section the cost of test and the main parameters which drive its
continuous increase are analysed.

Conceptually the cost of tesTitsy) [62] can be computed as given below:

Cest= Cprep"’ Cexect Gsilicon+ Cquality (1-1)

where:

e Cprep - the fixed cost of test preparation. It captures fixed costs of test generation,
tester program creation, and any design efforts for incorporating any test related
features, i.e., it includes all non-recurring costs, including software systems;

e Cexec- the cost of test execution. Consists of test related hardware and it includes:
tester setup time, tester execution time, capital cost of the tester and capital equip-
ment depreciation rate;

e Csilicon - is the cost required to incorporate DFT features;
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e Cquality - is the cost of imperfect test quality. That is, the profit loss from perfor-
mance degradation caused by the added DFT circuitry, the test of cost escape (the
relation between fault coverage and fault occurrence - or simply yield), and cost of
good dies being deemed faulty by imperfect test;

With SOCs comprising cores at different levels of abstractions provided by third party
vendors, none of the above components are directly under the control of the system inte-
grator. That is, both the core user and the system integrator influence them. For example,
the system integrator ensures the proper TAM and on-chip test pattern source and sink
through SOC DFT, however, the core vendor incorporates the core level DFT to ensure
the required fault coverage (see Sectio®). These two are related since the core level
DFT influences the system level DFT requirements. In addition, the test qu&|ityif)
depends on the fault coverage and the types of faults targeted by the core leveFT [
hence these must be in concordance with system integrators’ necegki}jes[, man-
ufacturing process. Therefore, the more information the core vendor has about the final
manufacturing process used by the system integrator the greater the chance the delivered
core is suitable for the system integrator’s needs. Driven by the need for high quality
test and the assurance that the core performance is in concordance with the specifications,
the system integrator prefers hard coréls As noted in Sectiori.1.2 these come with
predictable area and performance, however, they lack flexibility. This lack of flexibility
restricts the system integrator from performing fault simulation and ATPG, hence it is
constraint to accepting the core’s DFT and test information delivered with the core “as
is”. As it will be seen in Sectio.3.1, the cost of test executioRxeJ is also dependent
on the test time of the cores which is influenced by the core DFT methodology and the
SOC DFT. Hence, this cost is also, to some extend, dependent on both the core vendor
and the system integrator.

While in order to reduce the cost of test, all the four parameters are soughtGgaajl,
is a fixed cost per desig@quaiity is directly dependent on the core DFT methodology, and
Cisilicon IS @ requirement for providing core level DFT. Hence, cost reduction in manufac-
turing test is possible if th€execis reduced. This is because each chip, regardless of the
area overhead or the fault coverage obtained by using DFT, has to be physically tested.
Therefore, while all the parameters are sought small, this work will address the issue
of reducing the overall cost of test with special emphasis orctist of test execution
detailed in the next section.
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1.3.1 Cost of test execution

As shown in Equation1(.1), the cost of test execution is part of the cost of test and it
includes: tester setup time, tester execution time, capital cost of the tester and capital
equipment depreciation rate. The cost of test execution can be approximated using the
following equation:

Cexec™ Chw + Ttester X Ceester (1.2)

whereCy,, represents the cost of necessary hardware to perform the test (excepting the
cost of the tester)Ciester represents the cost of the tester, dndier represents the time
spent on the tester. These three components are analysed next.

Cost of extra hardware C;,, represents a recurring cost per design, and comprises the
cost of the probes and sockets, and the cost of extending the device interface board (DIB)
to accommodate for different DFT features. The cost of the sockets and probes is bounded
by the physical handling of the DUT. The DIB, due to the mix of high and low frequency
signals, requires special design techniques in order to provide the DUT with unaltered
signals p3, 64]. In addition, the various extension required by various DFT techniques —
e.g., external clocks, serialisation units, are also implemented on thegB||Bl[herefore,

the DIB can considerably influence the cost of the design, especially since the DIB is cus-
tom built for the exact pin specification of the DUIJ. While the cost of the DIB cannot

be eliminated completely from the cost equation, it is desirable to reduce the interaction
and the changes required to the DIB, hence reducing the cQgf,of

Testtime The semiconductor industry is building 300nm fabs capable of producing up
to 2000 wafers per week. With the average test time of a wafer of up to 24 Hjurs [
the test execution time clearly becomes an important factor in the overall test cost. To
illustrate the importance Okester, Figurel.12shows the increase in test time relative to
1999. It becomes clear from the figure that the increase in test time is considerable, and
the trend is an ascending on&ester from the Equation.2) can be further detailed as
illustrated below:

Ttester™ Tinactive+ Tactive (1-3)

where, the time spent on teststeris divided into the time when the tester is just provid-
ing a socket for the DUT, since it is inactiv@{active), I.€., like in the case of internal-only
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Figure 1.12. Test time increase relative to 1999 [ 15]

testing where the interaction between the tester and the DUT is reduced to a minimum,;
and the time when the tester is actively testing the DT Ei{e)- Tinactive IS mainly due to
inefficient tester usage, for example, when a BIST session is started the LFSR will gener-
ate patterns for a given number of clock cycles. In this time, the tester is not used, leading
to inefficient tester usage. Therefolgactive Main increase the cost since the DUT has to
physically remain connected to the tester until the entire test process is finished.

Tactive ON the other hand, is determined by the volume of test data (VTD), needed to
test the DUT, and the ATE parameters, as illustrated below:

VTD
Tactive= ———— 1.4
active nateX fate ( )

where, nae represent the number of ATE channels used for testing the DUT,fand
represents the ATE operating frequency. The proaygtx fae is also referred to as

the bandwidth. The test time increase illustrated in Fidufe is due to the continuous
increase in VTD and the insufficient ATE bandwidth when compared to the requirements.
These are illustrated next.
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The VTD for single scan chain designs can be approximated using equiin (

VT D= scan chain lengthx no_patterns (1.5)

i.e., the VTD is given by the length of the scan chain multiplied with the number of
scan patterns9]. Since, the number of scan cells is directly related to the number of
gates (typically, 1 scan cell to every 20 gated)) fhe number of scan cells will increase
directly proportional to the number of gates. The number of gates, according to Moore’s
“law”, doubles every 18 months, and hence, the number of scan cells will double every 18
months as well. Since, the VTD is proportional with the number of scan cells, it will also
double every 18 month, and therefore, the ATE memory requirements wildaisole

every 18 month. This is illustrated in Figutel3 where the increase in VTD (given in
giga bytes) with the increase in design size (given in million of gates) follows the above
rule. In addition to the above, further increase in VTD is expected due to DFT methods’
dependencies on scan to deliver their test vectors. For example, delay and open faults
require pairs of scan test vectors when tested. In order for the ATE to account for the
continuous increase in VTD, up to 60% of the invested capital for ATE upgrade is heeded

to meet the new memory capacity requirements.

From the above discussion a potential solution to reduce test time, and hence reduce
one of the factors that contribute@aye is to reduce the VTD and inefficient ATE usage.
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The alternative solution, of increasing the bandwidth, is analysed next.

It is immediately derived from Equatioril ) that the test time can be reduce if the
bandwidth is increased. This however, encounters the following limitations. Firstly, the
available ATE bandwidth does not increases at the same rate as the IC bandwjdth [
And secondly, not all the chip pins can be used for testing, and therefore, there is a gap be-
tween the required bandwidth and the available bandwidth fori&s{gee Figurel.14).

Finally, increasing the available ATE bandwidth is followed by an increase in ATE cost,
hence, reducing test time at the expense of an incredSgste. The cost of the tester is
analysed next.

Cost of tester The cost of the teste€{este) from Equation {.2), can be further divided
into the cost of the test equipment itseliy{c), and the various cost of handling the test
equipment Chandiing

Ciester~ Cate+ Chandling (1.6)

The increase in pin count and the mixture of various technologies in system chips, causes
ATE costs - for running the tests as well as the equipment itself - to increase significantly
according to 13]. Furthermore, ATEs with higher accuracy are much more expensive
than lower accuracy ATESLL]. Thus, increasing the ATE operating frequency and the
number of ATE pins, hence the bandwidth, does not provide viable solutions for low-cost
system test, as they increase the cost of the ATE itself. Therefore, in order to keep the
cost of ATE low,reduce pin count test (RPCMjethodologies, and methods whigduce

the bandwidth requiremengse needed. It should be noted that there is a clear distinction

between RPCT and reduced bandwidth requirements. The former refers to reducing the
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number of pins for test, while the latter refers to reducing the amount of time needed to
transport data from the ATE to the CUT using the available ATE channels and fully ex-
ploiting the features of the ATE. With constant changes in the VTD and required accuracy,
the ATE lifespan is considerably reduced. Therefore, avoiding ATE upgrades and reusing
existing ATE infrastructure will also considerably contribute to cost reduct@h [

From the issues outlined above, a methodology which has the potential to providing
a low-cost solution for SOC test, will have: low volume of test data, reduced pin count
test (RPCT), reduced bandwidth requirements and will efficiently use the ATE resources
without requiring any DIB extensions. In addition, when addressing the above factors care
must be taken to ensure core reuse by leveraging the IP based SOC design, hence refrain-
ing from changing the core. Therefore, an additional condition in a low-cost methodology
for testing core-based SOC is seamless design integration and core reuse.

1.4 Thesis contributions and organisation

Providing a low-cost test solution for core based SOC does not only require the under-
standing of the factors which drive the cost, but it also imposes the need to comprehend
the implications and limitations of previous approaches which addressed these factors.
Therefore, a comprehensive analysis of previous work is given in Ch2apédrich mo-

tivates the usage of test resource partitionié§,[i.e., the partitioning of some test re-
sources on-chip and some off-chip alleviating the burden on the ATE, with main focus on
test data compression. Based on this analysis, and with the prime focus on reducing the
cost of test the next four chapter represent the contributions of this dissertation.

Chapter3 presents a detailed characterisation of test data compression methods with
respect to test application time, volume of test data and area overhead and proposes a hew
test data compression method. The proposed compression method is based on a new cod-
ing scheme, named Variable-length Input Huffman Coding (VIHC), and a novel on-chip
decoder. The proposed VIHC compression/decompression method leads to simultaneous
improvement in application time, volume of test data and area overhead when compared
to previous work. With respect to the cost factors detailed in the previous section, this
chapter addressed the issue of volume of test data, bandwidth requirements and on-chip
overhead.
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Due to the resource partitioning, various synchronisation issues arise. These can in-
crease the cost of the device interface board (DIB) and they can lead to a recurring cost per
design. Thisissue is addressed in Chagtand a generic on-chip test solution for single
scan chain based cores is proposed. The proposed solution leads to complete elimination
of DIB extensions, hence eliminating this component from the cost of the design. There-
fore, when combined with the solution proposed in Chapterlow-cost test solution for
single scan chain core based SOCs is proposed.

While Chapters3 and4 focus on test data compression, Chagg@rovides a com-
plementary solution to reducing the volume of test data in core based SOCs without the
need for on-chip area overhead through elimination of useless test data. Useless test data
is identified as one of the contributors to the total amount of test data, comprising the
padding bits necessary to compensate for the difference between the lengths of different
chains in multiple scan chains designs. Therefore, Ch&pitarestigates the sources of
useless test data and proposes a new test methodology which combines careful core wrap-
per design and ATE memory management capabilities to reduce the memory requirements
for multiple scan chains designs.

Chapter6, provides an integrated solution for deterministic SOC testing. The pro-
posed solution is based on an on-chip test data decompression architecture which ex-
ploits the advantages of the distribution architecture proposed in Chgptegiding to
elimination of the synchronisation overhead. It reduces the volume of test data, test ap-
plication and the power dissipation during scan by exploiting the features of the core
wrapper design algorithm proposed in ChagieiThe proposed solution is scalable and
programmable and, since it can be considered agldronto a test access mechanism of
a given width, it provides seamless integration with any design flow. Thus, the proposed
integrated solution leads to an efficient low-cost test methodology for core based SOC
addressing all the factors outlined in the previous section.

Finally, Chapter7 summarises the presented work and concludes this thesis. The
contributions outlined in Chapte% 4, 5 and6 resulted in original work published, or
submitted for publication, ind9, 70, 71, 72, 73, 74, 75, 76] and itemised in Appendi.



Chapter 2
Previous work

As illustrated in the previous chapter, the problems brought forth by the high level of in-
tegration are, on the one hand, the SOC test challenges (also introduced in the previous
chapter as SOC DFT issues), and on the other hand, the high cost of test. To provide an
overview of previous work which aimed at mitigating these two problems, in Se2tion

a comprehensive review of SOC DFT approaches is provided, and in S@cl@p-
proaches which aim at reducing the cost of test with the main focus on volume of test data
reduction are detailed. Finally, Secti@r8 provides concluding remarks for this chapter.

2.1 SOCDFT

Testing complex SOCs requires new design and test techniques. These range from simply
providing a direct access to the core termindlg,[to complete test access mechanism
design under various system constraif@$] To provide a comprehensive overview of
work undertaken in this area, previous approaches are categoriség system test
driven, which exploit various particularities of the cores interfaces,@ndore wrapper

driven, which require a core wrapper and a test access mechanism (TAM).

System test driven approaches The simplest approach to test cores is to simply mul-
tiplex the core terminals to the existing SOC piig][ While this apparently solves the
TAM problem, due to a large number of cores and high number of core terminals, it in-
curs large routing and area overhead. Furthermore, with the increase in the ratio of core
terminals to chip pins, the approach is reaching its limits.
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Another approach is to exploit isolation rings. An isolation ring is a boundary scan
chain which provide test isolation for the core. Since the isolation rings add logic on
the functional interconnect between cores they may affect critical timing paths between
cores. Exploiting these isolation rings, Touba and Poudgal8] provided a method for
designing partial isolation rings which avoid adding logic on critical timing paths without
affecting the fault coverage. As illustrated in the previous chapter, user defined logic
(UDL) is an unavoidable component of the SOCs. Exploiting the UDL another solution
for testing embedded cores has been providéfl vhere the UDL is modified to allow
easy access of test data to the CUT. 78]] the inputs and the outputs of the cores are
isolated using “test collar” cells. These cells can then be connected to variable-width
buses for test data and control. A disadvantage of this approach is that if the test buses are
widened, then the routing overhead can adversely influence the routability of the ICs.

A different system test strategy has been proposed@dh fvhich assumes the exis-
tence of core transparency for test data transport. While, core transparency will reuse
most of the existing test infrastructure, the cores need to be made transparent by the core
provider in order for this approach to be effective. If this is not the case, the system inte-
grator requires knowledge of the core internals and will resort to core redesign. Hence, in
core based SOC environments the applicability of this approach is somewhat limited. A
similar approach has been proposeddfi| where the cores are equipped with a bypass
mode. This mode will facilitates data transfer from the core’s inputs to its outputs similar
to core transparency. While the approach eases the problem of finding paths from the
SOC inputs to the CUT, it adds multiplexers and serialisation/de-serialisation units to the
cores. These, incur extra area and routing overhead.

Since cores are based on ICs, which in order to be tested on a board required an IEEE
1149.1 B6] compliant test port, in§1] a test access architecture has been proposed which
exploits the IEEE 1149.1 test port. 18] fthe addressable test port has been proposed. The
addressable test ports provide the capability of addressing the cores to be tested and, once
addressed, effectively test the addressed &jre [

Assuming a given access mechanism to the cores, the order of testing the cores, also
referred to as test scheduling, is required to ensure minimum TAT. Therefore, approaches
which address test scheduling considering cores with multiple test sessions have been pro-
posed, e.g., one core can have one (or more) BIST session(s) and one (or more) external
test session(s). I18R] a test scheduling algorithm has been proposed where each BIST-ed
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core has been assumed with its own BIST controller, and the external test was limited to
only one core at a time. The above restrictions have been removéd jmvhere a mixed
integer linear programming model has been provided. The proposed solution can handle
cores which shared BIST logic as well as cores that have multiple test sets.

The above presented approaches allow testing of embedded cores by exploiting their
various features, e.g., the UDL, the isolation rings and transparency. However, to ease
the interoperability between the core provider and the core user, standard and scalable
mechanisms are required. Core wrapper driven approaches are detailed next. Note that
some of the above approaches can be also applied in a core wrapper driven environment,

e.g., B

Core wrapper driven approaches The core wrapper design approaches begun with

the effort to develop a standard for easing the interoperability between the core provider
and the core user. The “TestShell” proposedad] [represents the basis for the P1500

core wrapper. The TestShell is scalable and supports the operating modes required by
the IEEE P1500. Since the initial approa@d]presents the disadvantage of unbalanced
wrapper scan chains (i.e., the scan chains formed by the internal scan chains and the core’s
inputs/outputs, tend to have unequal lengths), heuristics have been propo&&tl amd

[57], to balance the wrapper scan chains with focus on TAT.

Imposing a core test wrapper splits the SOC test issues from a system integrator prob-
lem into a joint core provider — core user problem. While the former has to provide the
core test wrapper or at least the CTL description necessary to constr&gt 87 54,
the latter has to design the test access mechanisr8]ithree test architectures for test-
ing multiple scan chain cores have been proposadgtiplexing architecture where one
test bus is multiplexed between multiple cordaisy chain architecture where multiple
cores are daisy chained to one test bus; digdribution architecture where the test bus
can be divided (distributed) among different cores. With respect to the above, two main
research directions have evolved. The first one is based on using “TesiB&ilivhich
combines the daisy chain and a distribution architecture; while the second one is using
test buses as TAM, hence combining the multiplexing and the distribution architecture.
Using these two types of buses a number of approaches have emerged targeting TAM
design when different design constraints are targeted, such as minimising TAT, routing
overhead, power dissipation, and memory requirements.
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With respect to TestRail, the work i6]] addresses the TAM design problem in con-
junction with minimising TAT considering problem formulations ranging from assuming
fixed width test buses to the design of the entire TAM under given maximum test bus
width constraint, using the core wrapper design fr@4#.[ In [60], place and route and
the power dissipation constraints have been also considered in the TAM design problem
with primary focus on TAT minimisation. The approach 86¢] provides a TAM design
algorithm which restricts the TAM width to be greater or equal to the number of cores
in the system. This limitation has been removed8ii][ where theTR-ARCHITECT
algorithm has been proposed.

With respect to TAM design based on test buses88j,[by managing the number
of bridges (e.g., MUXes, controllable buffers and bypass routes) between the cores, the
TAM is designed for minimum TAT and bridge area overhead. 97 fthe approach
in [56] has been generalised such that the wrapper design, TAM and TAT minimisation
have been combined into a unified problem formulation. Various heuristics with differ-
ent computational complexity, and considering various constraints, have been proposed
in [89, 90, 91, 92, 93]. In [89], rectangle packing has been used to model the TAM de-
sign problem and heuristics have been provided to solve the defined probledf], iing¢
volume of test data (VTD) has been added as a new parameter in the cost function for
TAM design, while in P1] the ATE memory depth has been considered as a constraint for
multi-site testing. 3D-rectangle packing has been propose&iP|nyhere the approach in
[89] has been extended with power dissipation as an additional constraint in the TAM de-
sign problem. Since, rectangle packing requires complex algorithms when the dimensions
of the packing problem increase, 183, k — tupleshave been introduced to efficiently
model the various constraints for TAM design.

As noted above, the problem of VTD reduction has been addressed in conjunction
with TAM design B7, 91, 90]. In these approaches, the VTD has been taken into account
in the cost function which drives the TAM design heuristic. However, there is an inherent
trade-off, in core wrapper design, between the volume of test data and TAM width, and
consequently between the volume of test data and the TAT. Hence, targeting TAT and test
data volume minimisation will produce a TAM design which provides a trade-off between
the two as illustrated in90]. This trade-off leads to inefficient ATE memory utilisation,
and it is due taiselesgest data, which can adversely influence the memory requirements
for a given test bus width as it will be seen in Chayier
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Designing the core test wrapper and the TAM is performed once for a SOC, and hence
it is related to the cost of preparatio@pep). However, it also influences the cost of
execution Cexeg due to the memory requirements and the TAT. In the following section
test resource partitioning is overviewed.

2.2 Test resource partitioning

With respect to the two conceptual SOC test architectures illustrated in Figdiaasd1.5

(see Sectiori.2 on Pagel0), two types of approaches have emergéa): external-only
approaches (no on-chip overhead is required) @dnternal-only approaches (no off-

chip interaction is required). The external-only approaclagsarget volume of test data
(VTD) reduction. These include test data compactié? P4, 95] and methods which
reduce the amount of data transfered from the workstation to the 8&BE[]. While

these approaches effectively reduce the VTD, they do not reduce the ATE bandwidth
requirements. The internal-only approacti@sare based on built-in self-test (BIST), i.e.,
pseudo-random and/or deterministic BIST. The interaction between these and the ATE is
kept to a minimum, and therefore, BIST is one of the advocated solutions for SOC test
[13]. However, to increase the fault coverage of pseudo-random BIST intrusive techniques
such as test point insertion are requir@8][ Such techniques are not acceptable in a core-
based SOC environment since they lead to a major core redesign effort, defeating the very
purpose of core based SOC design: short time-to-market through core reuse. In addition,
when intellectual property (IP) protected cores are targeted, intrusive techniques cannot
be applied. To alleviate the problems related to pseudo-random BIST, deterministic BIST
[99, 100, 101, 102 103 approaches have emerged. These, however, trade-off test quality
and area overhead (4], and as also illustrated i1p] the test time can be considerable.

As the above approaches have their disadvantages, in this dissertation test resource
partitioning H] is investigated. Test resource partitioning implies the allocation of some
test resources on-chip, and some test resources off-chip, on the ATE. This is illustrated in
Figure2.1 The ATE memory will hold test data (for both test stimuli and test responses)
and test control information. The SOC will have an on-chip decoder to decode the data
from the ATE, and an on-chip compactor, which will encode the test responses sent to
the ATE. The amount of test data sent from the ATE to the on-chip unit is desired much
smaller than the amount of test data sent from the on-chip unit to the CUT; this is en-
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Figure 2.1. System-on-a-Chip and test resource partitioning

sured through test data compression. Similarly, the amount of data going into the on-chip
compactor is desired much larger than the amount of data sent to the ATE; this is ensured
through test response compaction. Test response compaction and test data compression
are detailed in the following sections.

2.2.1 Testresponse compaction

Test response compaction, is the process which reduces the volume of test responses sent
from the CUT to the ATE. This process is usually performed using signature analysers
[38]. Due to the fact that signature analysers may suffer from aliasing (i.e., the case when
the information comprised in the signature is not enough to differentiate between a fault
and a fault free response), special schemes may be required. One common solution to the
aliasing problem is to have the entire (or part of the) signature analyser’s content regularly
sent to the ATE. This will increase the amount of information known about the circuit
responses, and therefore decrease the aliasing probaB#jtylh addition to the above,
alternative methods have been proposed for memoti@s [LOg and for logic circuits

[107, 108. The approaches irlD5 106 compress the responses obtained when memory
testing is performed, while the methods 197, 108 proposed output compactor methods
which are capable of generating viable responses even in the presents of undefined values
in the circuit responses. These undefined values are due to uninitialised flip-flops and due
to multi-clock domain crossing.
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2.2.2 Test data compression

Test data compression (TDC) is a test resource partitioning scheme whose main target is
the reduction of volume of test data sent from the ATE to the CUT. TDC implies the usage
of a compression scheme during test set preparation, and an on-chip decompression unit
during test set application. By introducing on-chip decompression hardware it reduces
the load on the ATE, and therefore it simplifies the ATE channel capacity and speed
requirements. A variety of TDC methods have been proposed. These can be classified
into approacheéi) which extend deterministic BISTii) which exploit the spareness of

care bits in the test set, afiii ) which exploit the regularities within the test set.

(i) Extending deterministic BIST The first category09, 110 111, 112 113 (i) en-

hances deterministic BIST approaches, thus alleviating some of their drawbacks (e.g.,
area overhead, test application time). 09, an approach which combines external

and BIST generated patterns is proposed, alleviating the need for long pseudo-random
sessions. InJ1Q by using variable length re-seeding, a solution is proposed which has
less area overhead and shorter test application time than convectional re-seeding tech-
niques. In 111], weighted pattern BIST is combined with external test sources to account
for the large area overheads incurred by the conventional weighted pattern BIST. While
these approache(9 110, 111] effectively reduce the volume of test data, they have two
main disadvantages when viewed from the system integrator’s perspective. Both disad-
vantages, are because these approaches rely on pseudo-random BIST to cover the easy to
detect faults. Therefore, they require fault simulation in order to ensure the test quality,
and, they incur a long ATE inactivity period which leads to inefficient ATE usage. To
alleviate the fault simulation problem, the approachedlit?[113 considered a differ-

ent approach: instead of letting the pseudo-random session run freely, the on-chip LFSR
is controlled such that the generated test set covers a predetermined deterministic test
set. While shown to be effective, these approaches can also lead to long ATE inactivity
periods. Long ATE inactivity leads to inefficient ATE usage and it may also adversely
influence the cost of test 4.

(ii) Exploiting care bit spareness The second category 15 116, 114, 107, 117) (ii),
by exploiting care bit spareness, can reduce the volume of test data when the percentage
of “don’t care” bits is high. The underlining idea behind these approaches is that using a
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simple structure, which can be easily mapped into linear equations, the input values of the
structure are determined such that the generated outputs can be mapped over a determinis-
tic test vector. To implement this idea, the approach proposdd B {ises the scan chains

of a providing core; andl[16 uses a network of XORs driven by multiple ATE channels.
In[114] an LFSR and an XOR network are used to implement the approach, While |

uses a ring generator and a phase-shifter, ahd pses multiple LFSR structures. While,
these architectures can efficiently reduce the VTD and test application time (TAT), they
suffer from lock-out situation9), i.e., the inability of the on-chip decoder to generate a
given test pattern. These lock-out situations can degrade test quality, increase test control
complexity, as well as negatively influence TAT. When the percentage of “don’t care” bits
decreases, these lock-out situations can increase significantly. While the approaches in
[114, 107, 117 can handle the increase in care bit density at the expense of extra on-chip
circuitry and less volume of test data and TAT reduction, the approach&$5n1[16 are
embedded into the ATPG procedures. The usage of ATPG may be prohibited in the core
based design flow where the system integrator cannot access the structural information
of the embedded cores, and hence, the applicability of these approaches from the system
integrators perspective is limited.

(ii ) Exploiting test set regularities The third category]18 119, 120, 121, 122 123

124, 125 126 (iii ), exploits the regularities within the test set and does not require any
ATPG re-runs. Since, ATPG procedures require fault simulation, which may be prohibited
in IP environments, and long ATE inactivity periods can increase the costi{saed ii)

above), this thesis investigates test data compression methods with prime focus on the
third category. Methods which use test set regularities exploit different features of the
test set, such as runs of '0’'s, and/or small differences between consecutive test vectors.
These methods are based on data compression coding schemes (e.g., run-length, Huffman,
Golomb [127]) [118 119 121, 122 123 126 and custom coding schemes20, 124,

125. These coding schemes are implemented using on-chip hardware decoders or on-
chip software decoders, as detailed next.

With respect to on-chip hardware decoders, lyengar efldB proposed a new built-
in scheme for testing sequential circuits based on statistical coding. Results indicate that
the method is suitable for circuits with a relatively small number of primary inputs. To
overcome this disadvantage a selective coding (SC) algorithm has been prop@Hed [



2.2 Test resource partitioning 34

The method splits the test vectors irfibced-lengttblock size patterrsand applies Huff-

man coding to a carefully selected subset.1hq, test vector compression is performed
using run-length coding. The method relies on the fact that successive test vectors in a test
sequence often differ in only a small number of bits. Hence, the initial te$pssttrans-
formed intoTyis ¢, a difference vector sequence, in which each vector is computed as the
difference between two consecutive vectors in the initial test set. Despite its performance,
the method is based on variable-to-fixed-length codes and, as demonstra@d), ithese

are less effective than variable-to-variable-length codes. Chandra and ChakraBdrty [
introduced a compression method based on Golomb codes. Both meth2dsarid

[119, use the difference vector sequence, hence, in order to generate the initial test set
on-chip, a cyclical scan register (CSR)P, 122 architecture is required (see Figlze).

In[123, a new method based on frequency-directed run-length (FDR) codes is proposed.
The coding scheme exploits a particular pattern distribution, and by means of experimen-
tal results it is shown that the compression ratio can be improved when compatédlto [

In [125, a method which exploits the correlation between two consecutive parallel loads
into multiple scan chains has been proposed. Since the method uses multiple scan chains
it reduces the testing time, however, the required control signals may negatively influence
the compression ratio and control complexity. Recentlyl 26 a method which employs

the LZ77 compression algorithm has been proposed, which by using the boundary scan
of the chip and adding on-chip decompression hardware reduces the volume of test data.

In addition to the above approaches, which requireoarchip hardware decoder
methods which assume the existence of an embedded proc&26adt24], hence aron-
chip software decodewere also proposed. The method 2() is based on storing the
differing bits between two test vectors, while the methodli®4 uses regular geometric
shapes formed only from '0’s or '1's to compress the test data. Regardless of their benefits,
in systems where embedded processors are not available or where embedded processors
have access only to a small number of embedded cores, these on-chip software decoder
based methods are not applicable.

A particular advantage of methods which use data compression coding schemes is that
they are capable of exploiting the ever increasing gap between the on-chip test frequency
and the ATE operating frequency. While in the past this gap has been exploited at the

LIt should be noted that throughout the thesigagternrefers to aninput patternused in the coding
scheme and not totast pattern A coding scheme usdied-lengthpatterns if all the input patterns have
the same length, otherwise, it usesiable-lengthpatterns.
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Figure 2.2. Cyclical scan register architecture

cost of multiple ATE channel§128 65|, hence increasing the bandwidth requirements,
approaches which use data compression coding schemes can leverage the frequency ratio
without the penalty of extra ATE channels. This leads to feeding data to the cores using
the on-chip test frequency instead of using the external ATE operating frequency as in
conventional approaches.

2.3 Concluding remarks

SOC DFT has been addressed in previous work as illustrated in S@clioMowever,

as noted in 90] minimum test application time and volume of test data reduction are
conflicting optimisation objectives in test access mechanism (TAM) design. This leads to
the investigation of memory requirements for core based SOCs in CHapttich also
provides a novel test methodology to address this problem.

Test data compression is a test resource partitioning scheme which provides a possible
solution for cost of test since it reduces the volume of test data and the burden on the ATE.
However, previous approaches have focused only on some of the factors which drive the
cost of test (e.g., volume of test data), while others have been omitted (e.g., additional test
hardware due to synchronisation requirements). As will be seen in this dissertation all the
factors which drive the cost of test need to be accounted for, otherwise a partial low-cost
test solution is developed. Therefore, Chatsimultaneously reduces the volume of test
data, test application time and area overhead when compared to previous work; @hapter
eliminates the additional test hardware imposed by synchronisation requirements; and
Chapter6 provides an integrated solution for low-cost core based SOC test.



Chapter 3

Volume of test data reduction through

compression

Test data compression is a test resource partitioning scheme whose main target is the
reduction of volume of test data. By introducing on-chip decompression hardware it re-
duces the load on the ATE, and therefore it simplifies the ATE channel capacity and speed
requirements. As illustrated in Chap®&ra number of approaches for test data compres-
sion have been proposed (e.d.21, 123 127). Therefore, two aspects are targeted in

this chapter. Firstly, in order to understand the factors which influence the performances
of the previously proposed compression methods, an analysis of compression methods
based on data compression coding schemes is given. The test data compression environ-
ment (TDCE) is introduced and previous work is characterised with respect to the three
TDCE parameters: compression ratio, area overhead and test application time. Secondly,
a new coding scheme named Variable-length Input Huffman Coding (VIHC), and its cor-
responding parallel on-chip decoder are proposed. The two combined attain simultaneous
improvement in all the three TDCE parameters when compared to previous work.

The remainder of this chapter is organised as follows. Se@tibprovides the taxon-
omy on test data compression and the previous work analysis with respect to the presented
taxonomy. Section8.2and3.3give the proposed compression algorithm and the associ-
ated decompression architecture. Sec8atprovides extensive experimental results and
comparisons with previous approaches. Finally, Se@iérroncludes this chapter.
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3.1 Test data compression environment

To better understand how the volume of test data, the area overhead and the testing time
can be simultaneously reduced, this section introduces the test data compression envi-
ronment (TDCE) and characterises the TDCE with respect to the factors which influence
it. Three previous approaches are also analysed from the TDCE parameter’s standpoint.
Testing in TDCE implies sending the compressed test data from the ATE to the on-chip
decoder, decompressing the test data on-chip and sending the decompressed test data
to the core under test (CUT). There are two main components in TDCEotin@res-

sion method used to compress the test set off-chip, and the assodatsmmpression
method, based on awn-chip decoder used to restore the initial test set on-chip. The
on-chip decoder comprises two units: a unit to identify a compressed code and a unit to
decompress it. If the two units can work independently (i.e., decompressing the current
code and identifying a new code can be done simultaneously), then the decoder is called
parallel. Otherwise, the decoder is referred tosasial (i.e., when, while decompressing

the current code, no new code can be identified)

3.1.1 TDCE characterisation

Testing in TDCE is characterised by the following three parametaysompression ra-

tio which identifies the performance of the compression method, and the memory and
channel capacity requirements of the AT(B) area overheadimposed by the on-chip
decoder (dedicated hardware or on-chip processor){@ngst application time given

by the time needed to transport and decode the compressed test set.

There are a number of factors which influence the above parametermaih@ng
and reordering algorithmwhich prepares the test set for compression by mapping the
“don’t cares” in the test set to '0’s or ’'1’s, and by reordering the test setcdhgoression
algorithm, which based on a coding scheme compresses the initial test saypthef
input patternsused as input by the coding scheme, which can be of fixed or variable
lengths; thelength of the patternwhich is the maximum allowed length of the input
pattern for the coding scheme; and tiipe of the on-chip decodgre., serial or parallel.

The relationship between these factors and the two components of the TDCE is illus-

1The reader is referred to ChapteBectiond.1.1for more detail about the two types of decoders
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trated in Figure3.1 As it can be seen in the figure, tbeding schemaot only determines

the compression factors (i.e., mapping/reordering and compression algorithm), but it also
influences the decompression factor (i.e., on-chip architecture). Hence, the selection of
the coding scheme is key element that determines the factors that influence the three
TDCE parameters, which are discussed next:

(a) Compressionratio Using patterns of various types and of variable lengths, the com-
pression algorithms exploit different features of the test set. Mapping and reordering the
initial test set emphasises these features. Therefore, the compression ratio is influenced
firstly by themapping and reordering algorithpand then by théype of input patterns

and thelength of the patternand finally by thecompression algorithm

(b) Area overhead Area overhead is influenced firstly by thature of the decodeand

then by thetype of the input patterand thelength of the patternif the decoder is serial

then the communication between the two units (code identification and decompression)
is already at hand. However, if the decoder is parallel, then communication between the
two units must be explicitly provided, which can lead to increased control complexity
and consequently to higher area overhead. Depending otypleeof the input pattern
different types of logic are required to generate the pattern on-chip. For example, if the
coding scheme uses fixed-length input patterns, then a shift register is required to generate
the patterns, however, if variable-length input patterns (runs of '0’s for example) are used,
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then counters can be employed to generate the patterns. Sinlemdjtie of the pattern
impacts the size of the decoding logic, it also influences the area overhead.

(c) Test application time (TAT) TAT is firstly influenced by thecompression ratiq

and then by theype of the on-chip decodeand thelength of the patternTo illustrate

the factors that influence TAT, consider the ATE operating frequency as the reference
frequency. Minimum TAT finyat) is given by the size of the compressed test set in
ATE clock cycles. However, this TAT can be obtained only when the on-chip decoder
canalways process the currently compressed bit before the next one is sent by the ATE.
In order to do so, the relation between the frequency at which the on-chip decoder works
and the ATE operating frequency must meet certain conditionsfréfaency ratias the

ratio between the on-chip test frequendyn(;) and the ATE operating frequencyafe).
Consider that theptimum frequency raties the frequency ratio for whicminyat is
obtained. Since thminraT is given by the size of the compressed test set, increasing the
compression ratio would imply further reduction in TAT. However, this reduction happens
only if the optimum frequency condition is met. Since real environments cannot always
satisfy the optimum frequency ratio condition, then a natural question is what happens if
this condition is not met? TAT in these cases is dependent oiypleeof on-chip decoder

If the on-chip decoder has a serial nature, then the TAT is heavily influenced by changes
in the frequency ratio. However, if the decoder has a parallel nature, the influences are
minor. Thelength of the pattermletermines the pattern distribution and the number of
clock cycles the on-chip decoder requires to generate a pattern. Therefdengtieof

the patterrdetermines the optimum frequency ratio and, hence, it also influences the TAT.

3.1.2 Analysis of previous approaches in TDCE

In this section three representative previous approadis]22 123 are analysed from
the TDCE parameter’s standpoint and it is shown that they have improved some of the
parameters at the expense of the others.

(i) Selective coding (SC) 121] This method splits the test vectors into fixed-length
input patterns of sizé (block size), and applies Huffman coding to a carefully selected
number of patterns while the rest of the patterns are prefixed. The SC decoder has a
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parallel nature. Although, due to this parallelism, the on-chip decoder yields good TAT,
the use ofixed-lengthnput patterns and prefixed codes requires shift registers of length
b, which lead to a large area overhead. In additfo®d-lengthinput patterns restrain the
method from exploiting '0’-mapped test sets. Hence, special pre-processing algorithms
[129 130 were proposed to increase the compression attainable with SC. However, these
algorithms, which target the SC fixed-length input pattern principle, further increase the
computational complexity of this method. It should be noted that using SCith

allows good compression when the block size is increased. Hdnedp a fixed-length

input patternthe method is restrained from exploiting '0’-mapped test sets, and the main
drawback of this approach is its large area overhead.

(i) Golomb coding [122 This method assigns a variable-length Golomb code, of group
sizemy, to a run of '0’s. Golomb codes are composed from two parts, a prefix and a tail,
and the tail has the length given by logy. Using runs of '0’'s as input patterns, the
method has two advantages: firstly the decoder uses counters of lengthy lmgtead

of shift registers, thus leading to low area overhead; and secondly it exploits the '0’-
mapped test sets improving the compression ratio. Golomb codes are optimum only for a
particular pattern distribution, hence the coding scheme yields the best compression only
in particular cases. Furthermore, since the method23][uses a serial on-chip decoder,

the TAT is heavily influenced by changes in the frequency ratio. Therefore, the method’s
main drawback is its large TAT.

(iif) Frequency-directed run-length (FDR) coding [123 The FDR code is composed

of two parts, a prefix and a tail, where both parts have the same length. In order to
decompress a FDR code, the on-chip decoder has to identify the two parts. Because
the code is not dependent on a group size, unlike the Golomb code, the decoder has to
detect the length of the prefix in order to decode the tail. In order to do so, the FDR
code requires a more complicated decoder with fixed area overhead. The code being
developed to exploit particular pattern distributions common to most test sets yields good
compression ratios. However, despite the good compression ratios, having a serial on-chip
decoder a large TAT is the main disadvantage of the FDR method.

As illustrated above, current approaches for test data compression, efficiently address
some of the test parameters at the expense of the others. Therefore, this chapter proposes
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a new coding scheme and a new on-chip decoder, which when combined allow simulta-
neous improvement in the three TDCE parameters: compression ratio, area overhead and
test application time, when compared to previous work.

3.2 Compression

As illustrated in Sectio.1.1 the coding scheme is the key component in the TDCE. This
section introduces a new Variable-length Input Huffman Coding scheme (S&c2dh

and a new compression algorithm which combines the new coding scheme with a mapping
and reordering algorithm (Secti@?2.2.

3.2.1 New Variable-length Input Huffman Coding (VIHC) scheme

The proposed coding scheme is based on Huffman coding. Huffman coding is a statisti-
cal data-coding method that reduces the average code length used to represent the unique
patterns of a setlP7. It is important to note that the previous approa&]] which

uses Huffman coding in test data compression employs only pattefsedflengthas

input to the Huffman coding algorithm. As outlined in the previous sediked-length

input patterns restrict exploitation of the test set features for compression. This prob-
lem is overcome by the coding scheme proposed in this section which uses patterns of
variable-lengthas input to the Huffman algorithm, allowing an efficient exploitation of
test sets which exhibit long runs of '0’s. Thdsstinctioninfluences not only the compres-
sion, but it also provides the justification for employingaxallel decodemusingcounters

(see Sectiord.3.]). This will lead not only to significantly lower area overhead, but it

will also facilitate TAT reduction when the compression ratio and frequency ratio are in-
creased (see SectioBs3.2and3.4). The following two examples illustrate the proposed
coding scheme and highlight some of its properties.

Example 3.1 Figure 3.2 illustrates the proposed coding scheme for a group size of 4
(my, = 4). The group size represents the maximum acceptable number of '0’s contained
in a run of '0’s. Using the group size, the initial test vecttyii{ is divided into runs of

'0’s of length smaller than, or equal to, 4, which are referred to as patterns (Bdi{eg.

These patterns are used as input to the Huffman coding scheme, where for each pattern
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mh=4 |t
t

it =26bits [t [ =16 bits
101 0000 0000 0000 0001 0000 001
U N N N N N

tcmp 000 001 1 1 1 011 1 010

init

(a) Initial test vector

Pattern | Occurrence| Code

Ly =1 1 000
L, =01 1 001
L, =001 1 010
Ly, =0001| 1 011
L, =0000] 4 1
(b) Dictionary (c) Huffman tree
Run of 0s | Golomb code | VIHC code
1] 000 000
01| 001 001
0000 0000 0000 0001} 111011 111011
0000 001| 1010 1010

(d) Comparison with Golomb fam, =4

Figure 3.2. VIHC for my =4

the number of occurrences is determined. Having obtained the patterns and the number
of occurrences, the first two columns of the dictionary are filled (see FRja(e). Us-

ing these two columns, the Huffman tfeis built as explained next (see Figue(c).

First, the patterns are ordered in the descending order of their occurrences. Then, the
two patterns with the lowest number of occurrendgsandLlL,) are combined into a new
node(Lo,L1) with the number of occurrences given by the sum of the two patterns’ occur-
rences. This step is repeated until all the nodes are merged into one single node. Initially,
patternd_, andL3 are merged intdL,,L3), then nodeglLo,L1) and(Lo,L3) are merged
together, and finally, nodes is merged with nodé(Lo,L1),(L2,L3)). This process is
illustrated in Figure3.2(c) where the occurrences of the patterns are also given between
brackets. After the tree is created, the Huffman code is obtained by assigning binary '0’s
and '1’s to each segment starting from the nodes of the Huffman tree (Bq2(&). The

codes are illustrated in the third column in Fig@2(b) Using the obtained Huffman
code, the initial test vectdpit is compressed intmp It should be noted that ordering

2For a detailed description of the Huffman algorithm, the reader is referrd®® [
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My =4 o] =26bies [, [=17bits [« [ =19 bits

Uinit 1 01 0000 0000 0000 0001 0000 1 O1

U N N N N U N

v
t(émp 00 011 1 1 1 010 1 00 011
temp 000 001 1 1 1 011 1000 001

(a) Test vectors

Pattern | Occurrence|Code

L, =1 2 00
L, =01 2 011
Ly =0001| 1 010
L, =0000] 4 1
(b) Dictionary (c) Huffman tree
Run of Os | Golomb code | VIHC code
1| 000 00
01| 001 011
0000 0000 0000 0001| 111011 111010
0000 1| 1000 100

(d) Comparison with Golomb fan, = 4

Figure 3.3. VIHC, the general case

the patterns in the ascending or descending order of their occurrences does not affect the
Huffman tree building algorithm. It is important, however, to always combine the patterns
with the smallest number of occurrences.

One interesting property, which can be easily observed when the proposed VIHC
scheme and the Golomb coding schem2] are compared, is that Golomb codes repre-
sent a particular case of VIHCs. This is illustrated in Figdr2(d) where the codes ob-
tained for the runs of '0’s from,i; in Figure3.2(a) are the same for both coding schemes.
Because of this particularity, the compression ratios of the Golomb coding scheme will be
upper bounded by the compression ratios of the VIHC coding scheme for a given group
size. This is illustrated in the following example:

Example 3.2 Consider the scenario illustrated in Figu8e3, where a simple change in
thetinit from Figure3.2(a)is performed: the 24th bit is set from O to 1. The dictionary and
the Huffman tree for this new scenario are shown in FiguB¢b)and3.3(c)respectively.
The Golomb and the VIHC codes for this case are given in Figé&l) Whent;,;; is
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L) Lane2) Lim3) Lone-a)

Figure 3.4. Huffman tree when the Golomb code and the VIHC are equal

encoded using Golomb coding, the encoded test vector is 19 bitstm. (If the test
vector is encoded using the proposed VIHC scheme, then the encoded test set is 17 bits
long ¢¥,,), Which shows the reduction in volume of test data.

In the following the proposed coding scheme and the properties illustrated using the
previous examples are formalised. lmat be the group size, arld= {Lo,...,Ln,} be a
set of unique patterns obtained after the test set was divided into runs of '0’s of maximum
lengthmy,. For the computed set of patterhsthe set of number of occurrencBs=
{no,...,Nm, } is determinedn = Zi@o |Li| *n; is the size of the test set, whetg| denotes
the length of patteri;. The Huffman codes are obtained usingndP. For a pattern
L; the Huffman code is denoted lay, and the length of the code is given ly. The
minimum codeword lengtimin{w; } is referred to asvmin. The size of the compressed
test set using a group size o, is denoted byH (my) = 3™, ni *wi. It should be noted
that the terms “Huffman code” and “codeword” will be used interchangeably and the term
“group size” is preferred to “block size”. It is interesting to note that there are at most
my + 1 patterns and thusy, + 1 leafs in the Huffman tree. There arg patterns formed
from runs of '0’s ending in 1l(...Lmn —1) and one pattern formed from '0’s onl4, )
as illustrated in Figur8.2(b)for m, = 4.

Example3.1lillustrated that Golomb coding is a particular case of VIHC. Hence, for
a given group size and for a particular pattern distribution the VIHC will reduce to the
Golomb code. Consider the following pattern distributiq@) Ny, > ni, +ni, +... +
ni%_l,v distinct io...i%fl < my and(b) ng > nj+n;j, Vi, j,k < my,i # j #k, wheremy
represents the group size andis the number of occurrences of pattdsn Based on
the above conditions, the Huffman tree illustrated in Fighires constructed. Condition
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(a) guarantees that the pattelts, will be the left-most leaf in the tree (as shown in
Figure 3.4). Condition (b) ensures that the Huffman tree construction algorithm will
merge all the simple patterns first, while the merged patterns are processed afterwards,
i.e., it will ensure that the simple patterris(..Lm,—1) are on the last level of the tree

as illustrated in Figur@.4. It should be noted that even if the pattetpswith i < my,,

appear in a different order than the one illustrated in the figure, then as long as the above
conditions are met, swapping and rearranging the nodes in the Huffman tree will lead to
the tree presented in FiguBe4 with no penalties in compression ratifl27). Using the
convention that the left leaf of a node is assigned a '1’ and the right one a’0’, it is found
thatcy, = 1 andc; = O followed byi represented ologomy, bits. It is clear that if a run

of '0’s of length lower tharnm, is compressed, then the code is the same as Golomb’s. If
the length of run of '0’s () is greater thamy,, then the assigned Golomb code is given by

1...10tail, wheretail =1 — L'—J represented ologo,my, bits. The same representation

Mh
L/my]
is obtained if the code is derived using the proposed VIHC method. Since the proposed

method can produce other codes as well, depending on the pattern distribution for a given
group size, the Golomb code is a particular case of the proposed coding method.

It is interesting to note that the above observation ensures that the VIHC decoder pro-
posed in Sectio.3.1can be used to decompress a Golomb compressed test set. Further-
more, if the VIHC coding obtains the same code as Golomb, the minimum code length is
1, orwmin = 1. This derives from the previous observation and can be easily seen in Fig-
ures3.2(c)and3.4. Moreover, as illustrated in FiguB3, Golomb coding leads to smaller
compression ratios in comparison to the proposed VIHC scheme. This is formalised in
the following theorem.

Theorem 3.1 For a given group size, the compression ration obtained by the Golomb
coding is lower than, or equal to, the compression ration obtained by VIHC.

Proof: The above can be easily shown by using the fact that the Huffman code is an
optimal code (27, Theorem 5.8.1]), i.e., any other code will have an expected length
greater than the expected length of the Huffman code. Since the Golomb code is a partic-
ular case of VIHC (the VIHC in this particular case is referred tv #4Cg), it is optimal

3t should be noted that whem = n; + n; in condition(b), the Huffman algorithm may construct a tree
different to the one shown in Figu®@4. However, by rearranging the leafs, the tree in Figdirecan be
obtained without any penalties in compression ratid/]
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only for a particular pattern distribution. For other pattern distributiond/thd¢Cg code

is not optimal, thus the expected length of MieHCg code is greater. Based on this
fact, and using the same reasoning asl/] Theorem 5.8.1] the proof of the theorem is
immediate.

3.2.2 Compression algorithm based on VIHC

This section presents the compression algorithm which employs the VIHC scheme for
compressing the test set. In this work, both the compression of the difference vector se-
guence T{gif f) and the compression of the initial test sequerigg (s taken into account.

The initial test setTp) is partially specified and the test vectors can be reordered. This is
because automated test pattern generator (ATPG) tools specify only a small number of bits
in every test vector, thus allowing for greater flexibility durm@pping In addition, since

full scan circuits are targeterkorderingof test vectors is also allowed. The mapping and
reordering occurs in a pre-processing step, which prepares the test set for compression by
mapping the “don’t cares” to '0’s or '1’s and reordering the test set such that longer runs
of 'O’s are generated. This is, then, exploited by coding schemes based on runs of '0’s
leading to increased compression ratio (as illustrated in Se8tén The compression
algorithm has three main procedurésprepare initial test seti,) compute Huffman code

andiii ) generate decoder information. The first two procedures are used for compression
only and the last one determines the decoding architecture described in Se8tidhe
compression algorithm is illustrated in Algorith& 1l The inputs to the algorithm are

the initial test setTp) and the type of performed compressianrpression_typewhich

can be eithediff, if the reordered difference vector sequence is compressedy,af the
reordered initial test set is compressed. It is important to note that the MinTest dynamic
compacted test setd31] used in this thesis have on average 27% specified bits, with up
to 100% specified bits per test vector.

i) Prepare initial test set As illustrated in the previous section the VIHC method uses
runs of '0’s as input patterns. The length of these patterns can be increased using this
pre-processing procedure. The procedure consists of two steps. In the first step, for the
compression ofgis s the “don’t cares” are mapped to the value of the previous vector on
the same position; for the compressionTgf the “don’t cares” are mapped to '0'Sét-
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Algorithm 3.1 VIHC compression

CompressTestSay, compression_type)
begin
i). Prepare initial test set
1. Mapping
SetDefaultValuegp,compression_type)
2. Reordering
TR={tmin}, Remove{min, Tp), previous_solutiontmin
while not Tp empty
tmin = DetermineNextVectofp,compression_type)
if compression_type <> dithen TR=TR Utmin
elseTR=TR U xor(tmin, previous solution)
Removetmin, Tp), previous_solutiontmin
ii). Huffman code computation
(L, P)=ConstructDictionaryl})
Hc=GenHuffmanCode(,P)
iii). Generate decoder information
Bc=AssociateBinaryCodel:,my)

end

DefaultValuesn Algorithm 3.1). In the second step the test set is reordered and denoted
by T§ in the algorithm. The reordering process is illustrated in the algorithm inZtep
Starting with the test vector which has the minimum number of '1’s, the next test vector
tmin is determined (procedui2etermineNextVecton the algorithm) such that the follow-

ing conditions are met. Fdliyjs ¢, the next test vector is selected such that the number of
"1’s in the difference between the test vector andghevious_solutioris minimum, and

the length of the run of '0’s obtained by concatenating the two vectors is maximum (i.e.,
if there are more test vectors which lead to the same number of '1’s in the difference with
previous_solutionthen the one which has the longer run of '0's, when the two vectors
are concatenated, is selected). Foythe next test vector is selected such that the length
of the run of '0’s obtained by concatenating the two vectors is maximum. Further on, if
the compression_types diff, the difference betweets,in, and the previous solutiorpfe-
vious_solutiopis added to the reordered test sBF), otherwise, the selected test vector
(tmin) is added talR. The reordering algorithm has a complexity®@f|Tp|?), where|Tp|
represents the number of test vectors in the test set. The mapping and reordering per-
formed in this procedure will be exploited by thariable-lengthinput patterns used for
Huffman code computation in the following procedure.
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M [ Ho | Bc |
4 | 000] (001,0)
001 | (010,0)
010 | (011,0)
011 | (100,0)
1 | (100,1)

Table 3.1. Core user/vendor information exchange

i) Huffman code computation Based on the chosen group sing,) the dictionary of
variable-length input patternk)and the number of occurrencd® @re determined from

the reordered test se€nstructDictionaryin Algorithm 3.1). This is a mandatory step

for VIHC because, in contrast to Golomb which has the codewords precomputed for a
given group size, the codewords are determined based on the group size and the pattern
distribution. UsingL andP the Huffman codesHc) are computed using the Huffman
algorithm [L27] (GenHuffmanCodén the algorithm). Having determined the Huffman
codes, the last procedure generates the information required to construct the decoder.

iiil) Generate decoder information This procedure is performed bissociateBina-
ryCodein Algorithm 3.1 For each Huffman codeg a binary coddy; is assigned. The
binary code is composed from thengthof the initial pattern orjlogz(my, + 1) bits and

a specialbit which differentiates the cases when the initial pattern is composed of '0’s
only, oritis arun of '0's ending in 1. Thug; = (|Li|,0) for i < my, andbm, = (|Lm,|,1)

(ILj| denotes the length of pattetn, see Sectior8.2.1). It should be noted that if the

core provider supplies a test set compressed with the VIHC method, then the group size,
the Huffman codes and the corresponding binary codes are the only information required
to generate the on-chip decoder. For the example in Figelrable3.1illustrates the
required information. The following section shows how the binary code is used by the
proposed/IHC decoder

3.3 Decompression

This section introduces the new on-chip VIHC decoder (Sec3i@l) for the VIHC
scheme and provides the TAT analysis for the proposed decoder (S8@&ign For the
remainder of this chapter a generic decompression architecture as shown inFigare
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Figure 3.5. VIHC generic decompression architecture based on | 122]

assumed. The VIHC decoder, proposed in Secd@nl, uses a novel parallel approach
contrary to the Golomhl[2Z] serial decoder. It should be noted that for the decompression
of Tgiff, @ CSR architecturel[L9, 122 is used after the VIHC decoder in Figuseb. This
work assumes that the ATE is capable of external clock synchronis&pn [

3.3.1 VIHC decoder

A block diagram of the VIHC decoder is given in Figudes. The decoder comprises a
Huffman decodef118 (Huff-decoder) and &ontrol and Generator Uni{CGU). The
Huff-decoder is a finite state machine (FSM) which detects a Huffman code and outputs
the corresponding binary code. The CGU is responsible for controlling the data transfer
between the ATE and the Huff-decoder, generates the initial pattern and controls the scan
clock for the CUT. Thedata inline is the input from the ATE synchronous with the
external clock ATE clocR. When the Huff-decoder detects a codeword,dbdeline is

high and the binary code is output on tHata lines. Thespecialinput to the CGU is

used to differentiate between the two types of patterns, composed out of '0'sLagly (

and runs of '0’'s ending in 1LQ...Lm,—1). After loading the code, the CGU generates the
pattern (lata ou) and the internascan cloclkfor the CUT. If the decoding unit generates

a new code while the CGU is busy processing the current onédTEesyndine is low
notifying the ATE to stop sending data and gyac FSM clks disabled forcing the Huff-
decoder to maintain its current state. Dividing the VIHC decoder in Huff-decoder and
CGU, allows the Huff-decoder to continue loading the next codeword while the CGU
generates the current pattern. Thus, the Huff-decoder is interrgpigdf necessary



3.3 Decompression 50

Huff-decoder (FSM)

data in

Async do Ardat al
ESM clk | code - "data | special
“v v v

data out
FSM clock

ATE sync scan cloch

chip test clock
e

CGU
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which is in contrast to the Golomi.22 and the FDR 123 serial decoders. This leads

to a low TAT in comparison to the Golomb and the FDR methods, as will be shown in
Section3.4. It should be noted that if the ATE responds to the stop signal with a given
latency (i.e., it requires a number of clock cycles before the data stream is stopped or
started), the device interface board between the ATE and the system will have to account
for this latency using a first in first out (FIFO) - like structure. This issue will be detailed

in Chapterd. The FSM clocksignal ensures that the FSM will reach a stable state after
one internal clock cycle, therefore it is generated as an one internal clock cycle for each
external clock cycle period. This can be achieved by using the same techniqué&3gs in [

for theserial scan enablsignal. An additional advantage of the proposed on-chip parallel
decoder is having the two components working in two different clock domains (the Huff-
decoder changes state with the ATE operating frequencies, and the CGU generates data
at the on-chip test frequency). This will leverage the frequency ratio between the on-chip
test frequency and the ATE operating frequency, hence, facilitating data delivery to the
CUT at the on-chip test frequency using oolye ATE channel.

The FSM for the Huffman decoder corresponding to the example from FRjRiie
illustrated in Figure3.7. Starting from staté&,;, depending on the value ofata inthe
Huff-decoder changes its state. It is important to note the following:

o after the Huff-decoder detects a codeword it goes back to Siatéor example,
if the data instream is “001”, the Huff-decoder first changes its state f&inmo
2, then fromX*2 to S3 after which back tdl, and setglata and specialto the
corresponding binary cod€q10 0) in this case), and theodeline high;

¢ the number of ATE clock cycles needed to detect a code is equal to the length of
the code; for example, if théata instream is “001”, the Huff-decoder needs three
ATE clock cycles to identify the code;

¢ the Huff-decoder has a maximumof, states for a group size at,; the number of
states in a Huff-decoder is given by the number of leafs in the Huffman tree minus
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one; since there are a maximunmf+ 1 leafs for a group size ofy,, the maximum
number of states 8.

A high level view of the CGU is given in Figur&.8(a) There are two main compo-
nents of the CGU: the binary code processing block and the synchronisation block. The
binary code processing block comprises a counter which will holtetingthof the initial
pattern, and a flip flop which holds tlspecialbit (see the binary code representation in
Section3.2.9. Since itis a parallel decoder there are two issues to be considered. Firstly,
the binary code processing block should be loaded only when a new code is identified; and
secondly, the load of new data is done only when the pattern corresponding to the already
loaded binary code was fully processed. These tasks are controlled by the synchronisation
block (synq illustrated in Figure3.8(b) As noted earlier, when the Huff-decoder iden-
tifies a code, it will output the associated binary code and setdbeline high. When
the codeline is high, thesyncblock will determine the values afync FSM clkload and
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ATE sync The key element in the synchronisation block is kb&d control FSM, the

state diagram of which is detailed in Figu8e3(c) The inputs into the load control FSM

are thecnt_clearand theFSM clock Thecnt_clearwill notify the FSM when the cur-

rent code has been processed (i.e., the counter’s value is either zero or one) and there is
a new code available (i.e., the code line is high). H&M clockis used to synchronise

the load control FSM with the Huff-decoder FSM. Whemt_clearis 1, the FSM will
change its state fror§ to S; and sefoad to 1. After one clock cycle, the FSM will set

load to 0. If FSM clockis 1, the FSM will return to stat&, otherwise it will remain in
stateS;. This last condition was added since a new code can only occur aft&iStkie
clockwas 1 (this is how the Huff-decoder is controlled). When the FSM is in Sate
the S line in Figure3.8(b)together with the logic driving the multiplexer will ensure that

the Huff-decoder continues the load of data from the ATE once the data has been loaded
into the binary code processing block. Hence, the stream of data from the ATE to the
Huff-decoder is stopped only when necessary. The load control FSM can be implemented
using one FF and additional logic. A detailed implementation of the proposed decoder is
given in AppendixB.

When compared to the SC decodé&R]], which has an internal buffer and a shift
register of sizeéb (the group size), and a Huffman FSM of at lebdtates, the proposed
decoder has only 8ogz(m, + 1)| counter, two extra latches and a Huffman FSM of at
mostm, states. Thus, for the same group siag € b) significant reduction in area over-
head is obtained, as will be seen in Sectof Similar to SC [L21], the synchronisation
channel to the ATE can be eliminated if the VIHC codes are manipulated at the expense
of reduced compression ratio. In addition, both VIHC and SC can eliminate the synchro-
nisation channel if the frequency ratio is greater or equal to their corresponding optimum
frequency ratio. These issues are detailed in Chaptéor VIHC this is illustrated in the

following section.

3.3.2 Test application time analysis

Because the on-chip decoder has two components working in two different clock domains
(i.e., the Huff-decoder is receiving data with ATE operating frequencies and the CGU

generating data at the on-chip test frequencies), the TAT is influenced by the ratio between
the two frequencies: the on-chip test frequencies and the ATE operating frequencies. To
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Figure 3.9. VIHC decoder timing diagram

understand the effects of the frequency ratio on the TAT, this section provides a TAT
analysis with respect to the frequency ratio. It is considered that the data is fed into the
Huff-decoder FSM with the ATE operating frequency and that the FSM reaches a stable
state after one on-chip test clock cycle. Analysing the FSM for the Huffman decoder it
can be observed that the number of ATE clocks needed to identify a codewsequal

to the size of the codewond; (see Sectior8.2.1). On the other hand, the number of
internal clock cycles needed to generate a pattern is equal to the size of the pattern.

In order to illustrate the functionality of the CGU unit and to provide an example for
the TAT analysis described next, Figld® shows the timing diagram for a frequency ratio
of a = 4, consideringm, = 4. The diagram corresponds to the generation process of the
first two “0000” patterns in Figur8.2 (see Exampl&.1in Section3.2.1). This case was
chosento illustrate the parallelism of the proposed VIHC decoder and the overlap between
generating the last bit of the pattern and loading the next binary code. A gate level timing
simulation for Example3.1is given in AppendixB. The ATE clock the chip test clock
at a ratio of 4 : 1 with respect to th&TE clock and thesync FSM clkrequired to drive
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the Huff-decoderare shown in the upper part of FiguBed. The data inrow illustrates

the data send from the ATE to the VIHC decoder. As detailed in the previous section,
the Huff-decoder reaches a stable state after one internal clock cycle. Hendatdhe
signals which are loaded into the CGU unit are valid after one internal clock cycle. The
time intervals in which the Huff-decoder identifies the last bit of a codeword and outputs
the binary code (see Secti@1.]) are highlighted in théduff-decoderow with dashed
areas. With thelatasignals valid, the CGU sets thhead signal high and load$00into

the countergntr row in Figure3.9clock cycle 2). For the next fouthip test cloclcycles,

the CGU is busy generating pattern “0000” as illustrated in the figure with the dashed
areas in ronCGU. Thecntr is decremented and thgata-outoutputs the patterns’ bits.
While cntr is not zero, thescan clkis generated. At clock cycle 4, thtuff-decodemwill
identify the next codeword. Again, thead signal is high and thdatasignals are loaded

into the counter. It is important to note that this occurs simultaneously with the output of
the last bit from the previous pattern. Hence, between two consecutive counter loads, for
a = 4, there are effectively 4 clock cycles in which data can be generated.

Formally, ifa = %’ is the ratio between the on-chip test frequentyif) and the
ATE operating frequencyffe), then after a Huffman code is identified,— 1 internal

clock cycles from the current ATE cycle can be used to generate a pattern. Thus, in order
for the Huff-decoder to run without being stopped by the CGU, the CGU must be able
to generate the pattetn in the number of internal clock cycles remaining from the ATE
clock in which it was started plus the number of internal clock cycles needed for the Huff-
decoder to identify the next codeword. Q| < (o — 1) + 1+ a* (wj — 1), wherew; is

the length of the next codeword in bits. Withax|Li|) = my andmin{w; } = Wn;n, the
frequency ratio to obtain the smallest TAT is given doyax = % (optimum frequency
ratio). The lowest TAT is given by (my,) + 6, whereH (my,) is the number of bits in the
compressed test set in ATE clock cycles @nd the number of extra ATE clocks needed

to decode the last codeword. When tihe> amax an increase in compression ratio will

lead to a reduction in TAT.

To compute the TAT for the compressed test set for frequency ratios smaller than the
optimum frequency ratio, an approximation function with respeat te %’ is given
next. The function to compute the TAT for the VIHC decoder in SecBidlis given by
M Li| — Wmin*
T(@)=H(m)+8+ 5 nix [ww (3.1)

i— (Wil a
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Figure 3.10. Pattern distribution for s5378 with m, =16

when each pattern is followed by the codeword with the smallest decodinguigaei

ATE clock cycles). In order to give an approximation to the above function the pattern
distribution is analysed. For example, for the full scan version of the s5378 ISCAS89
benchmark circuit, Figur8&.10 illustrates the pattern distribution fan, = 16 for the
MinTest [L3]] test set. It can be observed that the patterns with length smaller than 4 and
greater tharimy, — 1) are the most frequent. Therefore the function can be approximated
with

(3.2)

T(a) = H(my) + 84 ng * [—mh_wmi”*a—‘

a

wheren, is the number of patterns with lengtty, (the patterng,, 1 andLp, ). It should
be noted thad will be ignored sinced < H(my). In the worst case scenario, fog =
[#ﬂ] (each run of lengtim, is assumed to be followed by a run of length 1)

my+1 a

T(a) ~ H(m,) + (3.3)

To show that formula3.3) provides an approximation for the TAT of the decoder, in Fig-
ure 3.11a comparison between the TAT obtained using the above formula and the TAT
obtained by simulating the compressed test set for circuit s5378 using a group size of 16 is
illustrated. The TAT reported in the figure is in ATE clock cycles. As it can be observed,
the difference between the two curves is small. Note that the TAT is minimum for a fre-
guency ratio of 8 since the minimum code length i$\gif = 2) in this case. In addition,

for frequency ratios greater thanmay the TAT equalst(amax) and the synchronisation
channel which notifies the ATE to start/stop the data stream is no longer necessatry.
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3.4 Experimental results

To validate the efficiency of the proposed method, experiments have been performed on
the full-scan version of the largest ISCAS89 benchmark circli8d][ The test sets

used in these experiments have been obtained using Minll&Btdynamic compaction

(also used in127). The experiments have been performed on a Pentium [Il 500MHz
workstation with 128 MB DRAM. Details about the tools and the benchmark circuits
used in the experiments are given in AppenBixSC [121], Golomb [122, FDR [123

and the proposed VIHC method have been implemented in C++. Firstly, the proposed
compression method is analysed from the compression ratio’s point of view. Secondly, an
area overhead comparison between the four on-chip decoderd 23jCGolomb [127],

FDR [123 and the proposed VIHC method) is given. Finally, the TATs obtained by
simulating the four methods’ on-chip decoders are compared. The experiments have been
performed for both the difference vector sequentgsf) and the initial test setTp).

Since SC 121] did not report compression ratios for the test sets used in this chapter
the results reported in this section have been computed by implementing the SC method
and applying it to the MinTestl3]] test sets. It should be noted that SC was applied on
the same test set as VIHC after the mapping and reordering algorithm proposed in this
chapter (see Sectiah2.2. In addition, the number of patterns considered for selective
coding is given by the group size plus one, i.e., for a group sizewof 4, 5 patterns

have been considered. This is motivated by the pattern distribution obtained with the
considered mapping and reordering algorithm, whichrfgr= 4 usually leads to the
patterns: “0000”, “0001”, “0010”, “0100” and “1000”, as being the most frequent.
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Compression ratio Size of
Group size Size of | Size of | MinTest
Circuit || 4 6 8 12 14 16 Max H (Max) Taiff [94]

s5378 || 51.52| 54.46| 55.23| 55.85| 56.66| 57.33| 60.73 9328 23754 | 20758
9234 || 54.84| 58.12| 58.75| 58.45| 58.76| 59.02| 60.96| 15332 | 39273 | 25935
s13207| 69.02| 75.90| 79.07| 82.03| 82.69| 83.21| 86.83| 21758 | 165200| 163100
s$15850|| 60.69| 65.67| 67.48| 68.65| 68.86| 68.99|| 72.34 | 21291 | 76986 | 57434
s35932|| 40.35| 49.92| 56.97| 61.08| 62.54| 66.47| 71.91 7924 28208 | 19393
s38417|| 54.51| 58.57| 59.96| 60.86| 61.22| 61.98|| 66.38 | 55387 | 164736| 113152
s38584|| 56.97| 61.21| 62.50| 63.01| 63.00| 62.97| 66.29 | 67114 | 199104| 104111

Table 3.2. VIHC for Tgi¢

Compression ratio Size of
Group size Size of | Size of | MinTest
Circuit || 4 6 8 12 14 16 Max | H(Max) To [94]

s5378 || 41.13| 42.15| 42.85| 44.85| 45.73| 46.94| 51.78| 11453 | 23754 | 20758
9234 || 45.27| 46.14| 45.27| 46.14| 46.02| 46.14| 47.25| 20716 | 39273 | 25935
s13207|| 67.60| 74.12| 76.92| 79.49| 80.03| 80.36|| 83.51 | 27248 | 165200| 163100
s$15850|| 58.01| 62.43| 63.73| 64.42| 64.28| 64.06|| 67.94 | 24683 | 76986 | 57434
s35932|| 29.76| 38.73| 44.24| 47.07| 47.89| 51.84|| 56.08 || 12390 | 28208 | 19393
s38417|| 37.19| 40.45| 43.78| 46.97| 47.34| 47.79|| 53.36 | 76832 | 164736| 113152
s38584 | 54.43| 57.89| 58.81| 58.90| 59.17| 59.62|| 62.28 || 75096 | 199104| 104111

Table 3.3. VIHC for Tp

Compression ratio Prior to providing a comparison with previous approaches the per-
formances of the proposed method are analysed. The experiments performed using the
Tgif and Tp test sets are summarised in Tab82 and 3.3 respectively. For each IS-
CAS89 benchmark circuit, the tables list the compression ratio obtained for different
group sizes (columns 2 to 8), the maximum obtained compresdian)( the size of

the maximum compressed test sdt(f1ax)), the size of the initial test set in bits, and

the size of the fully compacted MinTe€4] test set. It should be noted that sintg; s

is derived fromTp by making the difference between consecutive test vectors, it has the
same size. However, as will be seen next, since the content of the two test sets differ,
the compression ratio differs as well. As it can be observed in the tables, the maximum
compression ratio is up ®6.83for circuit s13207 in Tabl&.2, and up tB3.51for circuit

513207 in Tabl&.3. Analysing the compression ratios vs. group sizes in the tables, it can
be observed that the compression ratio tends to increase with the increase in group size.
This is illustrated in Figur&®.12for circuit s5378. However, after a group size of 16, the
increase in compression ratio up to the maximum compression ratio is less than 3%. Itis
interesting to note that this is contrary to the GoloriBJ] compression ratio vs. group

size trend that tends to have a good compression ratio for one group size, after which by
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Figure 3.12. Compression ratio vs. group size for s5378 with Taits

SC Golomb FDR
Circuit || [12]] || [122 \ s \ A% [123 \ = \ A% || VIHC
s5378 || 52.33| 40.70| 51.00| 10.30|| 48.19| 59.00| 10.81 | 60.73
s9234 || 52.63| 43.34| 58.08 | 14.74 | 44.88| 58.85| 13.97 || 60.96
s13207| 77.73| 74.78| 82.34| 7.56 || 78.67| 85.50| 6.83 || 86.83
s15850|| 63.49 || 47.11| 66.58 | 19.47 || 52.87| 71.02 | 18.15| 72.34
s35932|| 65.72|| N/A | 23.28| 23.28 || 10.19| 49.78| 29.59| 71.91
s38417| 57.26 || 44.12| 56.72 | 12.60 || 54.53| 64.32| 9.79 || 66.38
s38584| 58.74 || 47.71| 61.20| 13.49 || 52.85| 65.27 | 12.42 || 66.29

Table 3.4. Best compression ratio comparison for Taitt

increasing the group size, the compression ratio decreases. This can be explained by the
fact that the particular pattern distribution for which Golomb leads to an optimum code,
and hence to good compression, is generally not respected (see Se2tipn

A comparison between the four compression methods {24,[Golomb [122, FDR
[123 and the proposed VIHC method) is given next. The comparison is summarised in
Tables3.4 and 3.5 for the Tyis+ and Tp test sets respectively. It can be observed that
except for circuit s35932 in the casef (see Table.50n the following page), the pro-
posed method obtains constant improvement in compression ratio. For example, for cir-
cuit s38417, in the case 01 (see Table.4), the proposed method obtains an increase
in compression ratio of 9%, 22% and 13% over 321, Golomb [127 and FDR [L23,
respectively. Similarly, for circuit s38417 in the caselgf the increase in compression
ratio is 8%, 15% and 10% over SCZ1], Golomb [122] and FDR [L23, respectively. It
should be noted that in the case of circuit s35932, foiTtheest set, the SCIR1] obtains
better compression due to the regular nature of the test set, however, this is an isolated
case as it can be seen in the table. To illustrate the improvement in compression ratio
when using the proposed reordering algorithm over the one propos&édh the table
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SC Golomb FDR
Circuit || [12] || [122 \ s \ A% || [123 \ T \ A% | VIHC
sb378 || 43.64 | 37.11| 37.13| 0.02 || 48.02| 48.03| 0.01 || 51.78
s9234 || 40.04 || 45.25| 45.27 | 0.00 || 43.59| 43.53 | -0.06 | 47.25
s13207| 74.43| 79.74| 79.75| 0.01 || 81.30| 81.30| 0.00 || 83.51
s15850| 58.84 || 62.82 | 62.83| 0.01 | 66.22| 66.23| 0.01 || 67.94
s35932|| 64.64 || N/A N/A | N/A || 19.37| 19.36| -0.01 | 56.08
s38417|| 45.15|| 28.37| 28.38| 0.01 | 43.26| 43.26| 0.00 || 53.36
s38584| 55.24| 57.17| 57.17| 0.00 || 60.91| 60.92| 0.01 || 62.28

Table 3.5. Best compression ratio comparison for Tp

also illustrates the compression ratios obtained when applying Golomb and FDR on the
test sets mapped and reordered with the algorithm given in Se&ttod These results

are given in the table under th§ heading for Golomb and FDR in the caselgf; ¢ (see
Table3.4) andTp (see Table.5) respectively. As it can be seen, in the cas@gfs the
increase in compression ratio when compared to the results reporté@Adrand [123

for the two methods is considerable (see colukéf in Table3.4). For example, for cir-

cuit s35932, 23.28% and 39.59% improvement in compression ratio is obtained. In the
case ofTp, the increase in compression ratio is small or negligible (see col¥rin
Table3.5). This is because, on average, the distribution of the runs of '0’s in the case of
Tp is dependent mainly on the mapping, while the reordering has smaller influence. In
order to provide a fair comparison, the results obtained using the proposed mapping and
reordering algorithm will be used for the remainder of this chapter. Since, as illustrated
in Figure3.12 the increase in compression ratio for group sizes larger than 16 is small
(less than 3% on average), the maximum group size for all the remaining comparisons is
considered 16.

To show that the proposed method exploits better the test set for a given group size,
a comparison between SC, Golomb and VIHC for the group sizes for which SC and
Golomb obtain the best compression ratio is given next. The maximum group size for all
comparisons is 16. The comparison between SC and VIHC is given in 3abtan the
next page and the comparison between Golomb and VIHC is given in Babtm the
following page. Both tables list the group size and the compression ratio for which the
corresponding method obtained best compression folglhgandTp test sets. Analysing
Table 3.6, it can be found that, for th&is test set, the proposed compression method
(VIHC) always obtains better compression ratios than SC. Fofgheest set, with the
exception of the s35932 circuit, the VIHC compression method always obtains better
compression ratios. A similar behaviour can be observed in TaBlevhere the pro-
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Taif To
Group SC Group SC
Circuit size [127] | VIHC size [127] | VIHC
s5378 12 52.33| 55.85 12 43.64 | 44.85
s9234 10 52.63| 58.79 8 40.04 | 45.27
s13207 16 77.73] 83.21 16 74.43| 80.36
s$15850 16 63.49| 68.99 16 58.84| 64.04
s35932 16 65.72 | 66.47 16 64.64 | 51.84
s38417 12 57.26| 60.86 10 45.15| 45.25
s38584 14 58.74 | 63.00 12 55.24 | 58.90

Table 3.6. Comparison between SC and VIHC

Taift To
Group || Golomb Group || Golomb
Circuit | size TR | VIHC || size TR | VIHC
s5378 8 51.00 | 55.23 4 37.13 | 41.13
s9234 8 58.08 | 58.75 4 45.27 | 45.27
s13207| 16 82.34 | 83.21 16 79.75 | 80.36
s15850| 8 66.58 | 67.48 8 62.83 | 63.73
s35932 4 23.28 | 40.35 4 N/A 29.76
s38417 8 56.72 | 59.96 4 28.38 | 37.19
s38584 8 61.20 | 62.50 8 57.17 | 58.81

Table 3.7. Comparison between Golomb and VIHC

posed VIHC compression method always obtains better compression ratios than Golomb
[122. The improvements are up to 20% f@p in the case of s35932, and up to 29%

for Tyis¢ for the same circuit. These comparisons have illustrated that for a given group
size the proposed compression method yields better compression ratios, and hence it bet-
ter exploits the test set than the previous approaches. It should be noted that in the case
of SC, better results might be obtained at the cost of extra computational complexity if
other mapping algorithms are used. An area overhead comparison between the proposed
on-chip decoder and the three previously proposed on-chip decoderdZg3CGolomb

[122, FDR [123) is given next.

Area overhead The four on-chip decoders have been synthesised using the Synopsys
Design Compiler 133. The results are summarised in TalBl8. For all methods, the
entire decoder including buffers, shift registers and counters was synthesised. For SC,
VIHC and Golomb, the area overhead was computed for group sizes of 4, 8 and 16.
Without loss of generality the decoders for s5378 have been synthesised. As shown in
Table 3.8, the area overhead for SCup to 3 times greaterthan the area overhead for
VIHC. The area overhead for Golomb is almost equal to the one of VIHC, and the area
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Compression|| Area overhead in tu
Method Group size
4 [ 8] 16
SC 12y 349 | 587 | 900
Golomb 122 || 125 | 227 | 307
FDR [123 320
VIHC 136 201 | 296
* technology units for the Isi10k library (Synopsys Design Compiler)
1tuis equivalent to the area of an inverter in Isi10k

Table 3.8. Area overhead comparison for s5378

overhead for FDR is constantly greater than the area overhead for VIHC. It is important
to note that even though the Golomb decod&? has lower area overhead for a group

size of 4, when compared to the proposed decoder, by increasing the group size the area
overhead of the Golomb’s decoder is greater than that of the proposed decoder. This is
because, in order to decode the tail part of the code, the Golomb decoder implements
the behaviour of a counter within the Golomb FSM. It should be noted that for the case
when theTgis; test set is used, a CSR architecture is required. Since the CSR must
be of the length of the scan chain fed by the decoder, the CSR overhead is dominated
by the length of the internal scan chain of the targeted core (e.g., for core s5378 the
CSR comprises 179 scan cells), and it is independent of the chosen compression method.
Hence, a CSR is needed by all four approaches and therefore not considered in the area
overhead comparison given in Tal8e8. In addition, it has been shown i119 how

the internal scan chains of neighbouring cores in a SOC can be used to eliminate the
need for the CSR. The comparisons provided until now show that the proposed method
improves on the first two TDCE parameters: compression ratio and area overhead. The
last parameter, the TAT, is compared with previous work next.

Test application time To provide an accurate TAT comparison between the four meth-
ods the following experimental setup has been considered: the maximum frequency ratio
is a = 8 and the maximum acceptable group size is 16. To compute the TAT, a simulator
was implemented based on the TAT analysis for $Z1], Golomb [122], FDR [123 and

the VIHC decoder (Sectiod.3.1). For all decoders it was assumed that the data is fed into

the decoder at ATE operating frequency and the internal FSM reaches a stable state after
one internal clock cycle. In order to provide a fair comparison, firstly the test sets have
been mapped and reordered, then the compression methods have been applied. Using
these compressed test sets the simulations for each method were performed. The TATs
resulting after the simulation are reported in Tabl@ Analysing columns 3to 6 and 7 to



3.4 Experimental results 62

Circuit | Comp. TAT (ATE clock cycles) forTyis ¢ TAT (ATE clock cycles) forTp
Method a=2 |a=4 [a=6[a=8 [[a=2 [a=4 [a=6 [a=8
s5378 | SC[12]] 15835 | 12412 | 11323 | 11323 || 17259 | 14323 | 13387 | 13387
Golomb [122) || 20649 | 16020 | 13782 | 13782 || 23529 | 19232 | 14935 | 14935
FDR [123 22263 | 14678 | 12968 | 11679 | 24933 | 16803 | 15259 | 14039
VIHC 15868 | 11569 | 10777 | 10137 || 17668 | 13740 | 12914 | 12782
s9234 | SC[12] 24815 | 20675 | 18605 | 18605 || 27459 | 23547 | 23547 | 23547
Golomb 1227 || 31186 | 23555 | 19894 | 19894 || 35580 | 28537 | 21494 | 21494
FDR [123 36135 | 24128 | 21381 | 19001 || 42066 | 29206 | 26675 | 24086
VIHC 24895 | 17994 | 16905 | 16095 | 27235 | 23860 | 21154 | 21154
s13207| SC[12]] 89368 | 53490 | 45137 | 36784 | 91369 | 57455 | 49847 | 42239
Golomb [122 || 104440| 66381 | 47783 | 47481 || 106169| 69190 | 51272 | 50847
FDR [123 107059| 63011 | 49858 | 41989 | 116101| 70361 | 57089 | 48538
VIHC 89865 | 52769 | 44180 | 36065 || 90920 | 55229 | 47319 | 40048
s15850| SC [12]] 47256 | 33844 | 30975 | 28106 || 47186 | 35432 | 31687 | 31687
Golomb [127 || 57860 | 41452 | 33442 | 33442 || 64730 | 48528 | 32326 | 32326
FDR [123 62419 | 39628 | 33767 | 29488 | 65020 | 42270 | 36732 | 32362
VIHC 47366 | 32513 | 29437 | 26692 || 48169 | 34735 | 31055 | 30871
s35932| SC[12]] 16870 | 11749 | 10710| 9671 16879 | 11932 | 10780 | 9974
Golomb 1227 || 31758 | 26699 | 21640 | 21640 || 42267 | 38341 | 34415 | 34415
FDR [123 32509 | 20605 | 18438 | 17045 | 42159 | 27468 | 25893 | 24821
VIHC 17584 | 12076 | 10857 | 9645 19908 | 15641 | 14670 | 13736
s38417| SC[12]] 105076| 78851 | 70403 | 70403 || 116282| 98849 | 90354 | 90354
Golomb [L27 || 136554| 103140| 86974 | 86974 || 177074| 147530] 117986| 11798
FDR [123 144811| 93450 | 81578 | 73182 || 186261| 123700| 113451| 10521
VIHC 104642 74293 | 67940 | 62625 || 118989| 92777 | 87914 | 87002
s38584| SC [121] 125141] 97892 | 90020 | 82148 126309 98019 | 89124 | 89124
Golomb [122) || 156238 115731| 96073 | 96073 || 161236/ 122107| 103200/ 10320
FDR [123 170143 110982| 96677 | 85687 || 179530| 118628| 104630| 93260
VIHC 126969| 92632 | 83130 | 82582 || 127849| 92377 | 85783 | 80392

Table 3.9. TAT comparison

10, it can be observed that in general for small frequency ratios the SC has slightly better
TAT than the proposed method (e.g., s5378, s15850 and s38584 withfor bothTg;s ¢
andTp). However, generally the TATs of the proposed method are better than the ones of
the previous methods (S@Z1], Golomb [122), FDR [123). The reduction in TAT when
compared to previous methods is given for the same experimental setup in3Table
which also reports the TAT reduction when compared to the TAT obtained for the fully
compacted MinTest test sé€34)]. It should be noted that the TAT for the MinTest test set
was considered to be the time needed to transfer the data to the core under test, hence the
size of the test set in bits. It can easily observed that overall when compared to SC, TAT
reduction of up to 12% is obtained fdgis¢ (€.9., in the case of circuit s9234 far= 4).
Similarly for Tp, the TAT is reduced by up to 10% when compared to SC (e.g., in the case
of circuit s9234 fora = 6). When compared to Golomb and FDR, for thgs; test set,

TAT reductions up to 54% and 45% are obtained in the case of circuit s35932; Rbe
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TAT reduction in % forTyis ¢ TAT reduction in % forTp
Circuit | Method a=2]a=4]a=6]a=8a=2]a=4]a=6]a=8
s5378 | MinTest [04] 23 44 48 51 14 33 37 38
SC 2] 0 6 4 1 2 4 3 4
Golomb [122] 23 27 21 26 24 28 13 14
FDR [123 28 21 16 13 29 18 15 8
s9234 | MinTest[o4] 4 30 34 34 5 8 18 18
SC 2] 0 12 9 1 0 1 10 10
Golomb 127 || 20 23 15 19 23 16 1 1
FDR [123 31 25 20 15 35 18 20 12
s13207| MinTest[94] 44 67 72 77 44 66 70 75
SC 21 0 1 2 1 0 3 5 5
Golomb [122] 13 20 7 24 14 20 7 21
FDR [123 16 16 11 14 21 21 17 17
s$15850| MinTest[94] 17 43 48 53 16 39 45 46
SC 2] 0 3 4 5 2 1 1 2
Golomb [122] 18 21 11 20 25 28 3 4
FDR [123 24 17 12 9 25 17 15 4
535932 MinTest[4] 9 37 43 50 -2 19 24 29
SC[12]] -4 -2 -1 0 -17 -31 -36 -37
Golomb [122 44 54 49 55 52 59 57 60
FDR [123 45 41 41 43 52 43 43 44
$38417| MinTest[4] 7 34 39 44 5 18 22 23
SC 2] 0 5 3 11 2 6 2 3
Golomb [122] 23 27 21 27 32 37 25 26
FDR [123 27 20 16 14 36 24 22 17
s38584| MinTest[94] 21 42 48 48 20 42 46 50
SC 2] -1 5 7 0 -1 5 3 9
Golomb 127 | 18 19 13 14 20 24 16 22
FDR [123 25 16 14 3 28 22 18 13

Table 3.10. TAT reduction obtained with VIHC over previous methods

TAT reduction is as high as 59% and 43% for Golomb and FDR respectively. For the rest
of the circuits, in the case Gkt ¢, the TAT ranges from similar values (when frequency
ratio increases) to reduction of up to 27% in comparison to Golomb (s38417), and reduc-
tion of up to 31% in comparison to FDR (s9234). The same applieSgfpwhere the

TAT reduction is up to 26% (s38417) in comparison to Golomb, and up to 36% (s38417)
in comparison to FDR. Comparing the TAT with the one obtained by MinB8tdives

an idea on how the TAT behaves for different frequency ratios when compared to fully
compacted test sets. As it can be easily seen in the table, when compared to MinTest, the
TAT is reduced as much as 77% for the circuit s13207 in the cagggffor a frequency

ratio ofa = 8. Similarly for Tp in the case of circuit s13207, TAT reduction up to 77% is
obtained fora = 8. It should be noted that MinTest should improve its TAT if serialisa-
tion buffers are introduced between the ATE and the SOC. However this implies the use
of multiple ATE channelfr one scan chain, which is avoided by the proposed approach.
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| SC[L21 | Golomb[l27 | FDR[123 | VIHC

Compression X X Vv N
Area overhead X v X N
Test application time Vv X X N

Table 3.11. Previous approaches compared to VIHC

Finally the comparisons conducted in this section between the previous compression
methods 121, 122 123 and the proposed VIHC are summarised in TahEL While
FDR [123 gives compression ratios comparable to VIHC, it leads to both higher TAT and
greater area overhead. On the other hand, Goldr@f has similar area overhead when
compared to VIHC at the expense of lower compression ratio and higher TALAL [
on the other hand, has overall comparable TAT when compared to VIHC. However, this is
achieved at a high penalty in area overhead which is the main shortcoming of the parallel
decoder based dixed-lengtiHuffman coding.

3.5 Concluding remarks

This chapter has presented a new compression method called Variable-length Input Huff-
man Coding (VIHC) and provided a taxonomy on the factors which influence the three
TDCE parameters: compression ratio, area overhead and test application time. Unlike
previous approached21, 122 123 which reduce some test parameters at the expense

of the others, the proposed compression method is capable of improving all the test data
compression parameters simultaneously. This is achieved by accounting for multiple in-
terrelated factors that influence the results, such as pre-processing the test set, the size
and the type of the input patterns to the coding algorithm, and the type of the decoder.
The results in SectioB.4 show that the proposed method obtains constantly better com-
pression ratios tharilp1, 122, 123. Furthermore, employing the parallel decoder leads

to savings in TAT when compared to serial decod&?[ 123. Moreover, by exploit-

ing the variable-length input approach, great savings in area overhead are achieved (up to
threefold reduction when compared to fixed-length approd2t]). Thus, it was shown

in this chapter that the proposed method reduces the ATE memory and channel capacity
requirements by obtaining go@dmpression ratios and reduce3AT through its paral-

lel on-chip decoder with smadirea overhead With small volume of test data and small

TAT, the proposed solution reduces two of the three low cost test parameters: volume of
test data and bandwidth requirements, and hence, it contributes toward low cost SOC test.



Chapter 4

Synchronisation overhead in test data

compression environments

ChapteB proposed the Variable-length Input Huffman Coding (VIHC) compression method
to reduce the volume of test data required for testing. Testing in test data compression en-
vironments (TDCE) implies sending the compressed test data from the ATE to the on-chip
decoder, decompressing the test data on-chip and sending the decompressed test data to
the core under test (CUT). Due to resource partitioning among the ATE and the on-chip
decoder, synchronisation between the two is required, as also illustrated in Bigure

(see Sectio®.3on Paget9). Hence, a synchronisation overhead is incurred which limits

the effectiveness of test data compression methods. Synchronisation overhead includes
one or more of the following: the use of multiple ATE channels, adapting ATES to start
and stop the data stream in real time, on-chip serialisation units and the extensions to
the device interface boards (DIB). This chapter provides an analysis of synchronisation
overhead and a new solution to reduce it. The proposed solution targets parallel on-chip
decoders, it does not impose changes to the existing decoders and it provides easy design
flow integration. The effectiveness of the proposed approach is illustrated using the VIHC
compression method described in Chater

The remainder of this chapter is organised as follows. The next section outlines the
importance of synchronisation in TDCE and analyses previous approaches to reduce the
synchronisation overhead. Sect2 proposes the new method for synchronisation over-
head reduction. Sectiofh.3 and4.4 give experimental results and conclusions respec-

tively.
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Figure 4.1. Test data compression environment with synchronisation overhead

4.1 The importance of synchronisation in TDCE

As it will be seen in this chapter, synchronisation overhead includes one or more of the
following: (i) the use of multiple ATE channel§iji) adapting ATEs to start and stop the
data stream in real timéijii ) on-chip serialisation units; andv) extensions to the DIB.
Each of the above influences the cost of test and diminishes the possibility of a low-cost
methodology using test data compression (TDC), as explained next:

e the use of multiple ATE channels), diminishes the effectiveness of reduce pin
count test (RPCT) and lead to inefficient ATE resource usage;

¢ the adaption of ATES to start and stop the data stream in realtilnequires ATE
extensions, such as source synchronous buses, which can increase cost;

¢ the usage of on-chip serialisation un(ii§) increases the area overhead on-chip;

e the extensions to the DIBv) may lead to prohibitive high DIB costs due to the
complex designs of DIB when high frequency SOCs are te€§&bH, 13)].

When all of the above are included, the ATE — DUT interface is illustrated in Fig-
ure4.1 As noted above, all the extensions will lead to increased test cost, hence, syn-
chronisation is an important issue which requires cost effective solutions in order to take
full advantage of the benefits of TDC. In this section the above issues will be detailed and
an analysis of previous approaches which have targeted synchronisation issues provided.
It should be noted that the synchronisation overhead is addressed with respect to single

scan chain designs.
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Figure 4.2. Generic on-chip decoder
4.1.1 Synchronisation overhead

To understand why synchronisation overhead is implied in TDC, in this section a generic
decoder is illustrated and, depending on the type of the decoder, the synchronisation re-

quirements are detailed.

An on-chip decoder can be conceptually seen as compriscugla identifierand a
pattern generatounit (Figure4.2). Based on the dependencies between these two units,
on-chip decoders can be characteriseslaail, i.e., during the decompression of the cur-
rent code, no new code can be identifiedparallel, i.e., the decompression of the current
code and the identification of a new one can be done simultaneously. The “data source”,
in the figure, provides the compressed test 3gj (o the decoder’s “data in” and can
be either on-chip or off-chip. While the primary data source is on the ATE, some de-
coders require on-chip serialisation units which will therefore become their “data source”.
The “sync” lines ensure the synchronisation between the on-chip decoder and the “data
source”, and can be composed of ATE clock signals, start/stop signals from the decoder
to the ATE or to the on-chip source, and special clock signals. The output of the de-
coder (“data out”) drives the internal scan chain synchronously with the “scan clk”. The
compressed data is sent from the ATE to the DIB at the ATE operating frequégpgy (
and the decompressed data is sent from the decoder to the scan chain with the chip test

frequency fchip)-

In order to reduce TAT, when feeding single scan chain designs, the pattern generator
needs to operate at a frequency greater than This is explained as follows: if the pat-
tern generator is operating &te, then the time required to generate the initial test g} (
will be the same as iTp is directly transported from the ATE to the CUT. In addition, the
code identifier unit adds its latency, which is the time required to identify a code. Thus,
with the pattern generator running fate the TAT isnot reduced, rather it is actually in-
creased! Therefore, to reduce TAT the ratio between the on-chip test frequency and the
ATE operating frequency must be exploited-€ %). It should be noted that when the
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Figure 4.3. Serial decoder’s synchronisation overhead

code identifier can identify any code in one ATE clock cycle and the pattern generator
can generate any pattern in one ATE clock cycle, then there is no need to exploit the fre-
guency ratio, since no delay is introduced by the on-chip decoder. However, in order for
this approach to be efficient multiple data inputs are required, and the output of the de-
coder must feed multiple scan chains. For single scan chain designs, the synchronisation
requirements needed to exploit the frequency ratio are decoder dependent as shown next.

() When aserial decoderis employed, in order to explod the entire decoder op-
erates atfehip. Hence, the “data source” is constrained to providing datkg using
techniques like the ones described 2§ and [65]. This implies the usage ahulti-
ple ATE channeland a serialisation unit on-chip or on the DIB. This is exemplified in
Figure4.3 where fora = 4, the ATE channels and the serialisation unit are illustrated.

In addition, when the current pattern is generated no more data can be processed by the
code identifier, hence, the “sync” lines need to notify the ATE to stop sending data. Since,
some ATEs are not capable of stopping the data stream immediately and require a number
of clock cycles to change the state of the channel, the DIB must account for this latency.
Therefore, the interface between the ATE and the chip requires a first-in first-out (FIFO)-
like structure to solve this problem. The number of elements in the FIFO is given by the
maximum number of clock cycles needed to start/stop the data stream on the channels.
The FIFO-like structure is marked in the figure as DIB extension. Hence, a serial decoder
will not only requirea input ATE channels, but also anbit wide FIFO-like structure.

(i) When aparallel decoder is employed, the code identifier can receive data at
fate, and the pattern generator can generate dafg,at Hence, the decoder implicitly
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Figure 4.4. Parallel decoder’s synchronisation overhead

exploits the frequency ratio, and therefore only one ATE channel is required for feeding
data to the decoder as shown in Figdré Despite this advantage, if the frequency ratio

is less than amptimum frequency ratjoi.e., amax iS the frequency ratio at which the
pattern generator will generate any pattern in the number of ATE clock cycles needed by
the decoder to identify any codeword, the on-chip decoder will notify the ATE to stop
sending data. As also noted earlier, the ATE has a certain latency to starting/stopping the
data stream on a channel and therefore a FIFO-like structure is required, which is marked
in the figure as DIB extension. Hence, when compared to a serial decoder, the parallel
decoder has less synchronisation overhead with respect to the interface between the ATE
and the DUT. However, since the two units (the code identifier and the pattern generator)
can work independently explicit communication between two units is required.

To illustrate the fundamental distinction between serial and parallel decoders, and at
the same time to illustrate the main source of synchronisation overhead in Biguhe
functionality of the two types of decoders is exemplified considering a frequency ratio
of a = 2. The serial decoder receives data at thg, frequency and it generates data
at the fchip frequency, while the parallel decoder receives data aftfadrequency and
generates data at tHg,;, frequency. The stopping of the data stream is illustrated for a
serial decoder in Figuré.5(a) It can be seen in the figure that the code identifier (Cl in
the figure) works at the on-chip test frequency and that while the pattern generator (PG in
the figure) generates data, the code identifier will not process any new data. This will lead
to stopping the ATE data stream as shown in the figure. The stopping of the ATE data
stream is illustrated for a parallel decoder in Figdrg(b) It can be clearly seen in the
figure that the code identifier can work independently from the pattern generator, i.e., the
Cl can receive data while the PG generates data, and that the ATE data stream is stopped
only when required.
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Figure 4.5. The stopping of the ATE data stream

With the advent of new generation ATES, one may consider exploiting the source syn-
chronous buses feature to eliminate the DIB extensions introduced by the starting/stopping
of the data stream. However, in addition to being an expensive feature which requires
new investment, the starting/stopping of the data deployment on a channel must be pro-
grammed. Hence, the DIB extensions can be eliminated at the expense of programming
the starting/stopping of the data stream within the ATE memory. In addition, as it will be
seen in Sectiod.2.1 halting the ATE data stream is not periodical, i.e., it does not hap-
pen once in 3 ATE clock cycles, and therefore, the ATE must know exactly when the data
stream must be started, and stopped. This can lead to prohibitively larger ATE programs,
hence, larger memory requirements, and it will not reduce the TAT.

Summarising, theynchronisation overheaof a decoder accounts for the number of
ATE channels, ATE adaption to starting/stopping the test data stream in real time, DIB
extensions and on-chip requirements for data transfer and synchronisation. As detailed in
Figures4.3 and4.4 the synchronisation overheaghakes TDC a less appealing solution
for SOC testing, hence, reducing this overhead igrgortant issue which necessitates
cost-efficient solutions in order to take full advantage of the benefits offered by TDCE.

4.1.2 Previous approaches to reduce synchronisation overhead

As illustrated in the previous section, pending the type of decoder, different synchroni-
sation schemes are required. In this section the approaches propo%éd) iard [122]

to reduce the synchronisation overhead are analysed. It should be noted that these ap-
proaches are not generally applicable.
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pattern | occ. | code | code—2
A 10 1 11
B 3 01 10
C 1 001 01
D 2 000 00
VTD (bits) 25 32
(a) Dictionary (b) Initial (c) Tailoring

Huffman tree for Wmin=2

Figure 4.6. Tailoring the compression method

Selective coding (SC)121] employs a parallel on-chip decoder to decompress the test
set on-chip. The SC decoder, uses a modified Huffman finite state machine (FSM) as the
code identifier, and a serialiser as the pattern generator. The code identifier is receiving
data at the ATE operating frequency, and the pattern generator, generates data at the on-
chip test frequency. Hence, synchronisation with the ATE is required<ifamax. TO

solve this problem,121] tailors the compression method to suite With amax= ﬁ

[121], whereb is the block size and/yin is the minimum length codeword, the synchro-
nisation overhead is reducedwfin > g. Hence, to reduce the synchronisation overhead

for a given block sizewmin has to be increased. This can be done in two ways as follows.
(a) If the number of patterns chosen for selective coding do not yield the requixgd

the number of patterns can be increased. Smggis the code length for the pattern with

the greatest number of occurrences, the number of patterns required to invgrgasan

be very large. While this could increase compression ratio, it also increases the on-chip
decoder area considerablyZ1]. (b) A second approach, assuming a fixed number of
patterns, is to increasemin by manipulating the Huffman tred.27] used to obtain the
selective code, and appending bits to the codewords which are shorter than required. This,
however, has a direct impact on the compression ratio since incregginoncreases the
average codeword length, which reduces compression ratio leading to greater volume of
test data (VTD), as illustrated next.

Consider the four patterné&(B,C andD) and their number of occurrences given in
Figure4.6(a)in the first two columns. As detailed in SectiBrR.1(see Pagd1l) based
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on these two columns the Huffman tree can be built. The corresponding Huffman tree is
illustrated in Figure4.6(b) Based on the Huffman tree, the codes are derived and shown
in the third column in Figurel.6(a) It can be observed that,i, = 1. If for example,

b =4 anda = 2, then based on the formula shown previousjy, > % = 2, in order

to eliminate the synchronisation overhead. Tailoring the compression method to obtain
Wmin = 2 Is illustrated with Figuret.6(c) and the codes obtained based on this new tree
are shown Figurd.6(a)in the fourth column. Summing up, the VTD for the two codes

is 25 and 32 bits respectively. Hence, it becomes clear that tailoring the compression
method can lead to an increase in VTD. It should be noted thetib, awmiy of 3 can

only be obtained if the codes are padded.

Thus, the synchronisation overhead is reduced at the expense of increased VTD and
a frequency ratio dependent on-chip decoder. Hence, if testing is sought at different fre-
guencies, the ATE is constrained to operate at a new frequency such that the frequency
ratio, between the CUT and the ATE, remains the same. With already limited ATEs, the
on-chip decoders should fully exploit the ATE capabilities and not further constrain them.
Therefore, Sectiod.2.1proposes tadailor the compressed test sand not the compres-
sion method, for a given frequency ratio. In addition to obtaining similar and smaller test
sets than the above approach withhchanges to the on-chip decoder, tailoring the com-
pressed test set is generally applicable to decoders which require a FIFO-like structure.

Golomb [127] uses a serial decoder to provide decompressed test data to the CUT.
Hence, to reduce TAT the decodequiresDIB extensions and/or on-chip serialisation
units, as illustrated in Figur.3(Sectiord.1.]). To reduce this synchronisation overhead,

in [122 an interleaving architecture was introduced which decompresses the bit stream
for multiple cores. The architecture is illustrated in Figdt& The main idea behind

this architecture is to exploit the particularities of the Golomb decoder, i.e., when a’1’ bit
is encountered by the Golomb decoder a run of '0’s of length equal to the group size is
generate, and using a FSM and a de-multiplexer multiple cores can be tested. While the
architecture can use a single ATE channel, it still requires the FIFO-like structure. This
is because, while processing the encoded bit stream, the FSM can notify the ATE that no
more data should be serdt34]. It should be noted that the architecture does not exploit the
frequency ratio, and it reduces TAT by supplying data to multiple cores in an interleaved
manner by activating the corresponding decoder when required. Since Golomb’s decoder
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Figure 4.7. Interleaving architecture

is a serial decoder, the FSM will have to explicitly control each decoder connected in the
interleaving architecture. In order to synchronise the FSM and the decatiargjedo

the on-chip decoders anecessaryln addition, the interleaving architecture imposes the
following two restrictions: all the cores which are driven by it have their test sets com-
pressed using the same group size and the number of cores tested using this architectures
is constrained by the group siz&34]. These two restrictions are due to the exploitation

of the above mentioned Golomb decoder property. Indirectly, these two restrictions will
eliminate the need for the DIB extension at the expense of imposing constraints on the
system integrator.

To remove the above restrictions for multiple core test, Sedtidr2proposes a distri-
bution architecture which doemt require any changes to the on-chip decoders, and it is
alsoscalableandprogrammable. The proposed architecture is applicable to any parallel
decoder. Furthermore, when combining the solutions described in Sé@j@acomplete
RPCT scenario for SOCs is provided with low storage requirements and low TAT without
any constraints or changes to the test or interface equipment, e.g., ATE or DIB.

4.2 Reducing synchronisation overhead

The solution proposed to reduce the synchronisation overhead is divided into two parts.
The first part, illustrated in Sectioh2.1 reduces the FIFO-like structure by introducing
dummybits within the compressed test set, hence tailoring the compressed test set. The
second part, illustrated in Sectidmi2.2 exploits the inserted dummy bits and provides a
complete solution for system test using a distribution architecture. While the above are
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Figure 4.8. VIHC - an example

introduced using the Variable-length Input Huffman Coding (VIHC) scheme illustrated in
Chapten, they are generically applicable to any method which employs a parallel on-chip
decoder.

The VIHC scheme splits the test set into runs of '0’s of length smaller than, or equal
to, the group sizeny,). The obtained patterns are then encoded using Huffman coding.
This is exemplified, fomy, = 4, in Figure4.8, where one test vector is processed. Using
VIHC the initial test vectort(,it) is compresseddmp) (see Figuret.8(b). The dictionary
employed in the compression process is illustrated in Figusé) The VIHC method
uses a parallel on-chip decoder comprising a Huffman decoder as the code identifier and
a control and generation unit (CGU) as the pattern generator. When the Huff-decoder
identifies a codeword, the CGU starts generating the pattern after two on-chip clock cycles
(see Sectior8.3 on Page48). For the distribution architecture proposed in this chapter,
the following signals are of interest. TBE E synaepresents the signal used by the CGU
to notify the ATE to stop sending data, tR&M clkrepresents the clock used to drive
the code identifier unit, thdec clkrepresents the CGU clock, tidata outrepresents the
data output of the decoder, and sean clkrepresents the clock generated by the CGU to
control the scan chains.

4.2.1 Tailoring the compressed test set

It was shown in SectioB.3.2(see Pag8?2) that the optimum frequency ratio for the VIHC
decoder is given b max= V% wherewnin is the minimum codeword length. Hence if
0 < Omay the CGU will notify the ATE to stop sending data. This is illustrated using the
following example for the case considered in Figaré
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Figure 4.9. Timing diagram to illustrate the stopping of the data stream

Example 4.1 Based on Figurd.8, it can be immediately derived theax= ‘1‘ =4.To
illustrate the stopping of the data stream, for the remainder of this seatier®. For the
example in Figuret.8(b) Figure4.9 shows a timing diagram whegmpis decompressed
using the VIHC decoder. The arrows in the figure point from the compressed test bit
which lead to the identification of a codeword, to the clock cycle when the generation of
the corresponding pattern starts. The diagram captures the activity of the decoder’s parts
starting with the second codeword frdgmp (001 in Figure4.8(b). The reference clock

has been considered the on-chip test clock. The time frame of interest is frothttee 6

the 15h clock cycle, where there are two stop cycles in which no data from the ATE is
processed. At theth clock cycle the codeword “1” is identified. The CGU, at clock cycle

8, starts generating the corresponding pattern “0000”. However, since the next codeword
is “1” there are not enough clock cycles to generate the pattern, i.e., the code identifier
requiresl ATE clock cycldéo determine the next codeword, while the CGU requites
on-chip clock cyclesor 2 ATE clock cyclesto generate the current pattern. Hence, the
ATE will be stopped for 1 clock cycle. Similar for clock cycle 13.

The reason for stopping the ATE is to make sure that no data is lost while the on-
chip decoder is unable to process it. However, if care is taken to ensure that the data
which could be lost is not relevant, there is no need to stop the ATE in the first place.
To achieve this the compressed test sdtiwred for the current frequency ratioThis
works as follows. For the number of ATE clock cycles in which the CGU A@ts sync
to low, thus notifying the ATE to stop sending datlummy(D) bits are inserted in the
compressed test set. For a given frequency ratjotlie number of dummy bits is ob-
tained using - =t:10
represents the length of the next codeword (see Se8thAon Pages2). Hence, since

|, wherelL;| represents the length of the current pattern\and

there is no need to stop the ATE the FIFO-like structure can be removed thus eliminat-



4.2 Reducing synchronisation overhead 76

my=4 0=21 / ; e starting from bit 7 in t cmp

7 +8 ¢ 9 t 10 ¢y 11 ¢ 12 ¢ 13 ¢ 14 : 15

H '/ ‘ 1 m
chip test clock Mm |
;
ATE clock i

CI (Huff-decoder) |

!
PG (CGU) < 0

pattern 01 pattern 0000 pattern 0000

Figure 4.10. Timing diagram to illustrate tailoring of the compressed test set

ing the synchronisation overhead. This is exemplified, for the time frame of interest, in
Figure4.10where instead of stopping the ATE, the dummy bits are sent to the on-chip
decoder. As these bits will not be processed by the decoder they will not affect the cor-
rect generation of the decompressed test set. Applying this strategy to thetgggire
témpz 000 001 1 D 1D 011 1D 010 is obtained. Note that the Huff-decoder will not
process the dummy bits since it is halted by the CGU when the pattern was not fully
generated (see Secti@.1on Paget9). Since, tailoring the compressed test set inserts
dummy bits into the test set, it increases the VTD, however, the TAT is equal to the TAT
of the initially compressed test set. In addition, since the ATE must not start/stop when
requested by the CGU, the size of the tailored test set will equal the TAT.

As illustrated above this method is easily applicable with no changes to the on-chip
decoder. It will be seen in Sectigh3 that this approach is especially suitable when the
ratio betweemy, anda is rather large (e.g%‘n is4or 8). Thisis due to the large number of
padding bits required, by tailoring the compression method, in these cases. For example
assume that when the test set is compressed ugirg 16, wmin = 1. If the TDCE has
o = 2, then in order to reduce synchronisation overh&ag, will be 8. Thus, tailoring
the compression method will increase all the codewords to be of size 8, hence reducing
the compression ratio.

Since the proposed approach does not change the code used for compression nor the
on-chip decoder, it is generally applicable to methods which require a FIFO-like structure
for synchronisation. Despite this advantage, tailoring the compressed test set and tailoring
the compression method increase the volume of test data stored on the ATE. Hence, these
methods bring forth a trade-off between the synchronisation overhead and the amount of



4.2 Reducing synchronisation overhead 77

memory required on the ATE. To solve this problem in the following section a distribution
architecture to test multiple cores is proposed. In contrast to the interleaving architecture
from [122], the new architecture doe®t require changes to the on-chip decoders, and is
scalableandprogrammable.

4.2.2 Distribution architecture for multiple core test

Testing multiple cores using onlyne ATE channeimplies exploiting the clock cycles

when the decoder corresponding to a core is not capable of processing data. For example,
when using the MinTestl3]] test set for the s13207 full scan ISCAS83P benchmark

circuit, and applying VIHC withm, = 8, the compressed test set is 38123 bits. However,

the TAT fora = 2 is of 89646 ATE clock cycles. Hence, there are 51523 ATE clock
cycles in which the decoder is not processing data, or there are SiLB2@ybits in the

tailored compressed test set stored on the ATE. Exploiting these clock cycles, for multiple
core test when one ATE channel is used, leads to merging the test sets into one composite
test set, using one decoder per core and adding the necessary, core and decoder, selection
hardware. The above are illustrate using the following example.

Example 4.2 Assume a system composed out of two cofesré andCore;) and their
corresponding decoderddg anddeg), with the test sets given bijg and T3 in Fig-
ure4.11(a) Both test sets have been compressed using the codes given in £i§(ak

and tailored for a frequency ratio of= 2 (T2 and T,* in Figure4.11(a). It can be ob-

served that, in order to reduce the synchronisation overhead, both test sets require three
dummy bits. Using only one ATE channel the test data can be send to the cores by
careful selection of the decoder which receives data. This is illustrated generically in
Figure4.11(b)with the distribution unit. The unit is receiving and sending data to the
selected decoder at the ATE operating frequency. The details of the unit will be detailed
later in this section. Using only one ATE channel, the data sent to the distribution unit,
referred to as the composite test set, has to correspond to the selected decoder. The pro-
cess of generating the composite test 3¢} &nd the distribution’s unit functionality are
detailed next. As noted in the beginning of the section, testing multiple cores using one
ATE channel is possible if the dummy bits within the tailored compressed test set are
exploited. Hence, starting with the tailored compressed test sets, the composite test set is
generated as illustrated in Figutel1(c) Firstly, the bits from the first test set are copied
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(d) Timing diagram
Figure 4.11. Distribution architecture for two core test

into Tc up to the firsdummybit. At this point, the next test set is chosdft, (bold is used

to represent the data frofi'), and the bits up to the first dummy bit are copied ifi¢o

To illustrate the implications in the distribution’s unit functionality when the changing of
the test set occurs, a timing diagram is presented in Figurg(d) Each decoder has
been represented with the code identifiér)(and the pattern generatd@) in the figure.

It can be seen that at théMon-chip clock cycleCl; becomes active. Hence, instead of
sending a dummy bit to decod€lig as in the case of the tailored test set, useful test data
is sent to decodetl;. Since, the test data froffg1 has been added g, Cl; will receive

the correct compressed test bits. While switching of the test sets based on the occurrence
of the dummy bits is usually performed, there are some exceptions which have to be ac-
counted for. For example, bit stream “1D 011 1D” in the tailored compressed test set
for T.0 was copied intdlc without the first dummy bit. This is due to the fact that when
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first codeword 1 from the above bit stream is receivehy the pattern generator does

not generate any more data, and therefore it can commence the generation of the pattern
immediately after the codeword has been identified (clock cycle 14 in Fi§arHd).

Note that this is contrary to Figure9 (clock cycle 13), where the pattern generator was
still busy generating the pattern corresponding to a previous codeword, and therefore the
dummy bit was inserted in thg°. In general, if“‘”‘# is negative then there is no
need to insert the dummy bit infz. It is important to note that, if the number of bits
copied intoTc are not enough to account for the number of dummy bits from the previous
test set, and if there are no more test sets available, then dummy bits are inserfed into
Timing diagrams illustrating all the ATE data stream stops for both compressed test sets,
and the changing of the active decoder for the next time frame of interest are given in
AppendixC. In addition, the schematic for the distribution architecture and a gate level
timing diagram for this example are also provided.

The distribution architecture which can make use of the composite test set as generated
above is given for the general casekafores in Figurel.12 The distribution architecture
comprises: &gk bit counter, & to 1 multiplexer, a logk to k decoder and kbit register
(prog reg. The counter drives the lg§ : k decoderand thek : 1 mux Theen output of
the log Kk : k decoderis 1 if the counter has the appropriate value enabling the decoder
deg. The synchronisation elementsy(ic elenillustrated in the figure, represent blocks
of logic which gate thd-SM clkof the corresponding decoder as follows: if the decoder
is enabled, thé&SM clkis transmitted; otherwise, tFeSM clkis low. Alternatively, in
order to completely disable the decoder after the pattern has been generated one may also
consider gating thelec clksignal (this is illustrated witladd. gatingin Figure4.12.

This however is not necessary since, as illustrated in Fi§ué) (see Pagél), the

“load control FSM” will remain in stateSl unless the FSM clock is 1. With the FSM
clock gated, the pattern generator will load a new pattern only after the decoder has been
enabled again and a new code has been identified.

After reset, the counter is selecting decoder). As long as theATE syncsignal is
high,deg processes the data from tlatg,. Once theATE synds set to low, the counter
will increment enabling the next decoder which hasAlR& syndine high to process data
from the ATE. It should be noted that tRdE synds set low when the pattern generator
is still busy processing the previous pattern and can not commence the generation of the
new one. This state corresponds to the changing of test sets as illustrated in E&&nple
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Figure 4.12. Distribution architecture for multiple core test

To summarise, for a system wikhcores, employing this architecture implies the fol-
lowing steps. Firstly, each core’s test set is compressed such that the compression ratio,
area overhead and TAT meet the system’s constraints. Secondly, for the decoders which
haveamax greater than the available frequency ratio, the tailored compressed test sets are
determined. Finally, the tailored compressed test sets are merged together into a compos-
ite test setTc) as illustrated with Examplé.2 If there are test sets which do not require
tailoring, and dummy bits have to be inserted ifgg then the distribution architecture
can be extended with one more decoder. This decoder corresponds to the test sets which
do not require tailoring. When all the decoders connected to the distribution architecture
are busy, then the data can be redirected to this separate decoder, and thus no dummy
bits are required. It should be noted that, the sizé-0is lower bounded by the sum of
the sizes of the initially compressed test sets and upper bounded by the sum of the sizes
of the tailored compressed test sets. This is because, if no dummy bits are inserted into
the composite test set, the size of the composite test set is given by the sum of sizes the
initially compressed test sets. If however, dummy bits are required, then the number of
dummy bits is always smaller than the sum of the dummy bits in the tailored compressed

test sets.
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Since the distribution architecture exploits the notification signals from the VIHC de-
coder, it does not have to explicitly control each decoder, but rather disable them when
appropriate. This leads sralability. Therefore, the architecture can hanaig number
of VIHC decoders of any group siz&n additional advantage of the proposed architec-
ture isprogrammability . This is achieved by using thgrog regregister. If some cores
have finished the test faster than the others, then the decoders corresponding to these
cores are no longer needed. To disable these decoders, the register can be loaded with
the appropriate value. It is important to note that, these two featscadability and
programmability , are missing from the interleaving architecture proposed22,[134].
Furthermore, multiple cores must be assigned to the same decoder in order to exploit the
interleaving architecturelp2 134, thus increasing the length of the scan chains in the
SOC, which can lead to excessive power dissipation.

While both architectures can be used to test multiple scan chain cores, similar to
the case of multiple core test, the interleaving architectli2 [134 imposes the same
restrictions (see Sectiohl1l.2. In addition, care must be taken to ensure that the scan
chains’ lengths are equal. Itis important to note that the scalability feature of the proposed
architecture has important advantages in reduced pin count test. For example, all the cores
in a system can be compressed to achieve maximum compression, and after the composite
test set is constructed, with virtually no synchronisation overheadaed\TE channel
the entire system can be tested. As explained previously, the interleaving architecture
[122 does not have this feature, and hence, more interleaving architectures are required
in order to fully exploit the compressed test sets. An additional important advantage of
the proposed distribution architecture is that in combination with a parallel decoder it
provides data to the core under test at on-chip test frequency; this, while using only one
ATE channel. Hence, the architecture has the potential to bridging the gap between ATE
bandwidth availability and SOC test bandwidth requirement.

4.3 Experimental results

To validate the efficiency of the proposed methods, experiments have been performed on
the full-scan version of the largest ISCAS 89 benchmark circtiBg[using the MinTest

[13]] test sets. The experiments have been executed on a Pentium Il 500MHz worksta-
tion with 128 MB DRAM. Details about the tools and the benchmark circuits used in the
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Circuit | my, | |Tg| Tailored|Tg| (bits)
(bits) a=2 a=4
cmp | set cmp | set
sb378 || 4 | 13983 | 16554 | 17703 | 13983 | 13983
8 | 13575 | 21892 | 18705 | 13622 | 15080
16 | 12604 | 34952 | 17668 | 17547 | 13740
s9234 [ 4 | 21494 || 25730 | 27144 | 21494 | 21494
8 | 21494 | 29888 | 25931 | 21494 | 21494
16 | 21151 | 44736 | 27334 | 22610 | 21785
s13207| 4 | 53523 | 88997 | 90322 | 53523 | 53523
8 | 38123 | 93496 | 89646 | 54419 | 55146
16 | 32444 || 107008| 90920 | 53862 | 55229
s15850|| 4 | 32326 | 45405 | 47123 | 32326 | 32326
8 | 27922 | 50500 | 47196 | 32137 | 34195
16 | 27666 | 66904 | 49070 | 33940 | 35266
s35932| 4 | 19813 | 28952 | 20050 | 19813 | 19813
8 | 15730 | 48376 | 20021 | 24751 | 15881
16 | 13585 | 88120 | 19908 | 44060 | 15641
s38417|| 4 | 103470|| 123525| 129395| 103470 103470
8 | 92610 | 171060| 119297| 101568| 94355
16 | 86012 || 279648| 118989 140134 92777
s38584| 4 | 90730 | 121347| 127263| 90730 | 90730
8 | 82003 | 139336| 129604 89993 | 97081
16 | 80392 || 193416| 127849| 97590 | 92377

Table 4.1. Tailoring compression method vs. tailoring compressed test set

experiments are given in Appendix The algorithms to tailor the compression method,

and to tailor the compressed test sets have been implemented for VIHC. In addition, in
order to provide a comparison between the two architectures for multiple core test (the
interleaving architecturelpP2 134 and the proposed distribution architecture), the gen-
eration of the composite test set for the two architectures has been also implemented. It
should be noted that, since the synchronisation overhead is removed, the results reported
in this section represent both volume of test data (VTD) and test application time (TAT).

Tailoring the compressed test set The comparison between tailoring the compression
method and tailoring the compressed test set is given in TallleThe table lists the
circuit, the group sizen,), the volume of test datdTg|) obtained after compression, the
size of the test set after tailoring the compression metleat) and after tailoring the
compressed test sedef), when the group size is 4, 8 and 16. Tailoring the compression
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min= 273854
Method || Tailored|Tc| (bits) [ % overhead
a=2 a=4 |a=2|a=4
cmp | 450510| 332150 || 39.21| 17.55
set | 446528 320231 || 38.67 | 14.48
distr || 293851| 279837 | 6.80 | 2.13

Table 4.2. Comparison for S1

method and the compressed test set has been performed for frequency ratios equal to 2
(a =2)and 4 ¢ = 4). As illustrated in Sectiod.2.], tailoring the compression method

will lead to large test sets especially when the ratio betwegrand a is large. For
example, in the case of s35932 fof = 16 anda = 2, tailoring the compressed test set
(column 5) will lead to a reduction of 77% when compared to tailoring the compression
method (column 4). Similarly, fom = 4 andm, = 16 a 64% reduction is obtained, when

the two methods are compared. While there are cases when tailoring the compression
method leads to smaller test sets than tailoring the test set, the difference is on average of
less than 5%.

Distribution architecture The usage of the distribution architectudistr) is illus-

trated next. Two experimental setups are considered: sy8t@omprising all the circuits

from Table4.1 and S2 comprising 2x s5378, 2x s9234, 2x s13207 and 2x s38584. The
first system $1) has been chosen to illustrate the potential of the proposed distribution
architecture to provide test data to all the cores in a SOC and to illustrate the trade-off
reduction between the VTD and synchronisation overhead introduced by tailoring the
compression methodmpand tailoring the compressed test set The second system

(S2 has been chosen to illustrate the scalability of the proposed distribution architecture
when compared to the interleaving architecture fra22 134]. Both systems are tested
using one ATE channel, with frequency ratiosoof= 2 anda = 4. The results for system
SlandS2are presented in Table2and4.3, respectively.

For systent1, Table4.2illustrates the results obtained using the three methodg (
setanddistr) for the two frequency ratios. It should be noted thatdorpandset, for
each circuit, the best result reported in Taklg has been chosen in computing the total
test set size fo1, whenSLlis tested one core at a time and the synchronisation overhead
eliminated. For example, for core s5378, to= 2, cmp= 16554 andset= 17668. As
also noted in Sectiof.2.1, cmpandsetbring forth a trade-off between reducing the syn-
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min= 293182
Method || Tailored|Tc| (bits) [ % overhead
a=2] a=4 [a=2[a=4
inter 483162 39.32
distr 310105\ 302337 | 5.45 \ 3.02

Table 4.3. Comparison for S2

chronisation overhead and VTD. Therefore, the minimum test s&Xowhen one core

at the time is testedhin), and the increase in VTD, are also illustrated in Tah The
minimum test set has been computed by summing up the miniffighdrom Table4.1
column 3, e.qg., for core s5378 the chosen test set size has been 1260distFahe
compressed test sets obtained using a group size of 16 has been chosen for each core. It
can be observed from Tabde2 that in order to tes§1, one core at a time and reduce the
synchronisation overhead, tailoring the compression mettrog)(obtains larger test sets
than tailoring the compressed test ssf( For examplesetobtains a 3% reduction over
cmpfor a = 4. The trade-off between the VTD and synchronisation overhead becomes
obvious when the values obtained tompandsetare compared to thminvalue. For ex-
ample, there is 39% and 38% increase in VTD wherpandsetare compared tminfor

o = 2. However, employing the distribution architectudésfr) the VTD can be reduced.

For example, forn = 2, 3477% and 3419% reductions are obtained when compared
to thecmpandsetapproaches. Similarly, fax = 4, reductions of 154% and 1261%

are obtained when compared to trapandsetapproaches. Note that, the sizes of the
composite test sets used in conjunction with the distribution architecture are.80866

and 213% larger thamin for the circuits inS1for a = 2 anda = 4 respectively. Thus,
employing the distribution architecture there is virtually no trade-off between reducing
the synchronisation overhead and the VTD. Since the entire system can be connected
to the distribution architecture without any restrictions, the proposed solution can easily
fit into a design and test flow without any further modifications to the test and interface
equipment, e.g. ATE or DIB. Moreover, as illustrated in Figdrg2 (see Sectiod.2.2),

the architecture is driven using only one data input. Hence, the distribution architecture
provides an easy integration to the IEEE 1149.1 stand28[dfpr test data compressed
SOC testing.

In the following the second experiment is detailed. As noted in Seetitr®, the
interleaving architecture proposed it?R, 134 imposes certain constraints on how the
cores are connected to the system, i.e., all the cores’ test sets must be compressed with
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Golomb using the same group size, the number of the decoders driven by the architecture
is restricted to the group size and the length of the test sets for each decoder should be
approximately equal. To conform with these requirements and to illustrate the scalability
of the proposed distribution architecture, a group size of 4 has been considered for the
interleaving architecture. Hence, the architecture drives 4 decoders of group size 4. The
assignment of the cores to decoders is as follows: 2x s5378 and 2x s9234 to one decoder,
2x $13207 to the second decoder, 1x s38584 to the third decoder and the 1x s38584 to
the forth decoder. This is done to obtain approximately equal length test sets for each
decoder. For the distribution architecture a group size of 16 has been used for all the
cores, as in the previous comparison, since the distribution architecture does not impose
any constraints on the decoder corresponding to a core. It is important to note that this
experiment shows the scalability of the proposed approach and the benefits derived from
it. Also note that when the same compression ratio is obtained by both Golomb and
VIHC, and when all the requirements are fulfilled both, the interleaving architecture and
the distribution architecture will yield the same TAT. Since, the interleaving architecture
[122 134 is based on the serial Golomb decoder, it does not exploit the frequency ratio.
Hence, the size of the test set does not change with the frequency ratio. As illustrated in
the table, the distribution architecturgigtr) yields smaller test sets than the interleaving
architectureifiter). For example, reductions of 3% and 3742% in VTD are obtained

for a =2 anda = 4. Hence, when cores come with different decoders and different
group sizes, the proposed distribution architecture does not require any modifications to
the decoders fully exploiting them. This is contrary to the interleaving architecture which
requires that the same group size is used for all the cores, and that the compressed test sets
are combined to yield almost equal test sets per decoder. In addition, the CUTs are driven
with the on-chip test frequency, contrary to the interleaving architecture which uses the
ATE operating frequency.

Therefore, in addition to the features which allow an easy design flow integration,
the proposed distribution architecture also reduces volume of test data when compared
to previous methods for synchronization overhead reduction. Moreover, because when
no the synchronization overhead is reduced, the VTD data on the ATE gives the TAT
in ATE clock cycles, the reduction in VTD also leads to reduction in TAT. Furthermore,
high-speed test is facilitated due to driving of the cores at the on-chip test frequency.
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4.4 Concluding remarks

This chapter has proposed a method to reduce the synchronisation overhead by exploit-
ing the frequency ratio in test data compression environments. The proposed solution
comprises two stepsailoring the compressed test setor a given frequency ratio, and

the usage of thdistribution architecture for multiple core test. It has been shown that
tailoring the compressed test set obtains similar and smaller test sets than tailoring the
compression method without any changes to the on-chip decoder. In addition, the dis-
tribution architecture provides a complete system test solution since it is scalable and
programmable and it is easy integrable in the design flow since no restrictions are im-
posed on the system integrator. Therefore, in this chapter, a complete scenario for testing
SOCs is provided with low pin count test, low storage requirements and low TAT without
any constraints or changes to the test or interface equipment, e.g., ATE or DIB, when
single scan chains cores are targeted.



Chapter 5

Test data reduction through elimination

of useless test data

In the previous two chapters test data compression and the synchronisation problems
raised by test resource partitioning have been addressed. In this chapter a complementary
approach to test data compression is proposed which reduces the memory requirements of
the ATE through elimination of theseless test datdJseless test data is identified as one

of the contributors to the total amount of test data, comprising the padding bits necessary
to compensate for the difference between the lengths of different chains in multiple scan
chains designs. Althoughiseless test datdoes not represent any relevant test informa-
tion, it is often unavoidable, and it is the cause of the trade-off between the test bus width
and the volume of test data in multiple scan chains-based cores. Ultimately this trade-off
influences the test access mechanism (TAM) design algorithms leading to solutions that
have either short test application time (TAT) or low volume of test data (VTD). Therefore
the objective of this chapter is to provide a new test methodology, which, by employing
wrapper scan chain (WSC) partitioning in core wrapper design and efficiently exploiting
new design for test (DFT) automatic test equipment (ATE) features, is capable of reducing
the VTD in core based SOCs.

The remainder of this chapter is organised as follows. Sed&i@nntroduces the
useless memory problem for multiple scan chain designs, and Sécdlustrates how
it scales to core wrapper design. SectmB describes the new test methodology, and
Section5.4 provides an analysis of the effects of WSC partitioning on VTD and TAT.
Sectionsb.5and5.6 provide experimental results and conclusion respectively.
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Figure 5.1. Useless memory allocation

5.1 Useless memory allocation (UMA)

Two main factors which drive the cost of testing complex SOCs are the TAT and VTD.
Viewed from a core level perspective, a common solution to reduce TAT is to use multi-
ple scan chains-based embedded cores. However, due to various design constraints (e.g.,
routing overhead and scan path length) the multiple scan chains are not always balanced,
i.e., not all the scan chains have equal length. In order to reduce on-chip control when
feeding embedded cores’ multiple scan chains, the test vectors are augmented with “don’t
care” bits to account for the differences between the scan chains’ lengths. This is ex-
emplified in Figure5.1, where for three scan chains of lengths 3, 6 and 4 the test tools
“pad” the scan patterns, with “don’t cares”, to make them of equal Iéndthese “don’t

cares” are shown ass in the figure. Therefore, due to unbalanced scan chainspthe

ume of test dataomprisesusefultest data (the scan chain data) arsglesdest data (the
padded data). For example when minimum test time is attained for core Module6 of sys-
tem p93971, from the ITCO2 benchmarkis3f, the amount of test data is 942k, of

which useful test data is 5106k while useless test data is 338k. Hence, the useless

test data represents 44% of the total amount of test data. Since this useless test data is
explicitly allocated within the ATE memory, it will be referred to as useless memory al-
location (UMA). The UMA for one test vector represents the number of bits required to
make the scan chains of equal length.

As emphasised in Chaptéy VTD is an emerging concern for testing complex SOCs
[4, 9] since it influences directly the ATE memory requirements, and hence, the cost. In
this chapter, the VTD is reduced by reducing the UMA. This is achieved by efficiently
exploiting the memory management support of the new generation ATES.

Memory management support comes with ATEs that implement “sequencing-per-pin”
[134, i.e., the capability of controlling a pin, or a group of pins, individually. The relevant

LIt should be noted that, unless stated differently, the term scan chain refers to fixed-length scan chain,
i.e., the size of the scan chain cannot be changed by the system integrator
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sequencing-per-pin tester’s feature is the ability to make a larger number of transfers on a
group of pins while others remain unchanged. The minimum number of pins in a group is
referred to as pin-group granularity. For example, if a sequencing-per-pin ATE has 64 pins
and the pin-group granularity is 32, then it can control separately the number of transfers
on two groups of 32 pins. Intuitively, the greater the number of groups, the greater would
be the control on the ATE.

While sequencing-per-pin is an expensive extension for functional testers, the recently
advocated design for test (DFT) ATESs present the same feature, however, with the advan-
tage of reduced costlp]. This is because, DFT ATEs do not need all the functional
sequencing-per-pin tester’s features “behind” each pin. In this paper, this ATE feature
is referred to as reconfigurable memory pool (RMPJ][ Note that this is contrary to
conventional ATEs which are capable of performing only sequencing-per-vector — all the
ATE channels transfer data at the same rate. With reference to the previous example, a
sequencing-per-vector ATE will transfer data on all the 64 pins.

Since the UMA is a result of the unequal length of the scan chains, approaches which
aim at balancing the scan chai®5[137] also reduce the UMA. However, these require
internal scan chain modifications and they do not take into account the inputs and the
outputs of the core. As the IEEE P1500 standard requires that each core has a wrapper,
and, since, depending on the business model, the system integrator is often restrained
from modifying the core’s internal structurd][ the approachesp, 137 may not always
be applicable in core-based SOC test. This limitation is overcome in this chapter by
viewing UMA as a byproduct of core wrapper design. While previous core wrapper
design algorithms aimed at minimising the TABg], or minimising the test bus width
and the TAT p7], in this chapter, core wrapper design is exploited to reduce the UMA.

It will be shown how the UMA problem scales from multiple scan chain designs to core
wrapper designs, and how the UMA can be reduced in core-based SOCs by efficiently
exploiting the memory management capabilities of the new generation ATEs.

5.2 Core wrapper design, UMA and the ATE

This section provides a brief overview of core wrapper design, and illustrates the relation-
ship between WSC partitioning, UMA and the ATE.
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Core wrapper design, which is equivalent to constructing WSCs, was shown to be
an NP — hard problem p6]. Given a core, the WSCs are composed from the inputs,
the outputs and the internal scan chains. An input WBGSC) refers to the part of
the WSC which comprises the core’s inputs and the internal scan chains. Similarly, the
output WSC YV SC) refers to the part of the WSC which consists of the core’s outputs
and the internal scan chains. Since there exists a one-to-one association between the
test bus lines and the WSCs, the TAT of the core will be a function of the WSC'’s length:
1(c) = (1+max{wsé, ws®}) xn, +min{wsé, ws®} [56], wherewsd/ wse are the length
of the maximum input/ output WSC respectively, ands the number of test vectors in
the test set for core. It should be noted that for the remainder of this chapter it is
considered that the TAT is a function of ortyax{ws¢, ws®}, since the last member of
the above formula has a small influence on the overall TAT.

Exploiting the reconfigurable memory pool (RMP) ATE feature implies dividing the
WSCs into disjoint partitions such that the ATE can control the number of transfers on
each partition. The number of WSCs in a partition, also referred to throughout the chapter
as the partition’s cardinality, is a multiple of the pin-group granularity. Due to the one-
to-one association between the WSCs and the ATE channels, the number of transfers on
each patrtition (the depth of the corresponding ATE channels) is given by the length of the
maximum WSC in the partition, also referred to throughout the chapter as the partition’s
length. In addition, while the RMP feature allows a different number of transfers on each
partition, the greater the number of partitions, the more complex is the control on the
ATE. Hence, to efficiently exploit the RMP ATE feature, the depth of the ATE channel,
the number of partitions and the pin-group granularity have to be accounted for.

Having illustrated the link between WSC patrtitioning and the RMP ATE feature, the
following section exemplifies the relationship between UMA and core wrapper design.
Section5.2.2illustrates the control requirements for the ATE when WSC partitioning is
considered with the core wrapper design.

5.2.1 UMA and core wrapper design relationship

As noted previously, in order to efficiently exploit the ATE RMP features, the number of
partitions and the pin-group granularity have to be accounted for. These two are illustrated
using Examplé. 1
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Figure 5.2. Alternative core wrapper design solutions with equal TAT

Example 5.1 For a core with 4 inputs, 4 outputs, and 4 internal scan chains of length 5, 8,
11 and 12 respectively, FiguBe2 shows two possible core wrappers for a test bus width

of 4. Since mafwsé, ws}, for the two core wrapper designs, are equal the two solu-
tions are equivalent with respect to TAT. The four WSBLIG,W SG, W SG andW SQ)

are marked in FigureS.2(a)and5.2(b) respectively. The WSCs representation for Fig-
ure5.2(a)is given in Figures.3(a) and the corresponding ATE memory bitmap (AMB) is
shown in Figures.3(b)— AMB;. The “I’s and “O”s in the WSC representation and AMB,
denote the inputs, respectively the outputs of the core. Because the inputs are loaded
last, they are shown at the end of the memory bitmap. For the second wrapper design,
(see Figuré.2(b)and its WSC representation in Figuset(a) the AMB is illustrated in
Figure5.4(b)— AMBy. The main difference betweekMB; and AMB; is that the latter

could be split into a smaller number of partitions with WSCs of equal lengthAiMB;,

has 3 partitionsp; = {WSG}, p, = {WSG} andps = {WSG,W SG}, while AMB; has

2 partitions: p; = {WSG,WSG} andp; = {WSG,WSG}. Since conventional ATEs
cannot benefit from WSC partitioning, both core wrappers will have the same memory
requirements. For a DFT ATE with RMP, assuming a per-pin granularity, i.e., the group
of pins has the cardinality of 1, the UMA can be eliminated in both cases. However, the
control overhead should not be neglected. Analysing the first core wrapper solution it
becomes clear that the control overhead is greater due to the larger number of partitions
which have to be controlled. In addition, since the number of WSCs differ from one core
to another, the number of obtained partitions varies as well, and thus, the number of pa-
rameters required to characterise the AMB shape are core dependent. In contrast, since
AMB; is shaped such that it can be easily split into two partitigns= {W SG,W SG}

and py = {WSG,WSG}) it reduces the number of parameters required to characterise
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Figure 5.4. WSC and ATE memory bitmap for Solution 2

its shape to 3, i.e., the length of the longest partition, the difference between the length
of the two partitions and the cardinality of partitign. Furthermore, if the test set is
divided into two test setsI(S and TS, see Figures.4(b), one per partition, then the
memory management is very simple and equally applicable to any AMB which has the
shape illustrated in FigurB.4(b) (see Sectiorb.2.2. Thus, the sought core wrapper
design solution is one which reduces the UMA using a minimum number of partitions.
Therefore, it is considered that the first case introduces the useless memory as illustrated
in the figure. An additional important point is the fact that the partitions are formed
from consecutive WSCs. As illustrated in the above examples {WSG,WSG} and

p2 = {WSG,WSG}. This is justified as follows. Since the WSCs are connected to the
ATE channels when the partitions are not composed out of consecutive WSCs, the ATE
will have to provide an interface, which maps the test data stored in the ATE memory to
the ATE channels corresponding to the correct WSCs. This, will then lead to a core de-
pendent solution and will require an additional ATE interface. Therefore, only partitions

composed out of consecutive WSCs are considered.

As noted in Sectio®, the testers can control separately only groups of pins of a given
size, e.g., 2, 4, 8, 16. In the best case scenario per-pin granularity is available, however,
if this is not the case, the pin-group granularigy ¢an also affect the UMA. To illustrate
this, consider Figur®.4(b)where in order to reduce the UMA, two partitions of size 2
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Figure 5.6. WSC and memory bitmap when wsé = ws®

were created. Hence, a tester pin-group granularity smaller than, or equal to, 2 is required.
If the tester pin-group granularity is greater (e.g., 4) then no partitioning is possible, hence
the memory requirements cannot be reduced. Therefore, with the increase in ATE pin-
group granularity, the UMA tends to increase.

It should be noted that, for the wrapper designs discussed in this chapter, all the parti-
tions are loaded in parallel using the same clock and the ATE deploys data on the partitions
at different moments. This will be further detailed later on in this section. Hence, if the
number of inputs is greater than the number of outputs, then the ATE memory will have
to account only for the UMA caused by the input scan chains as explained in Exarhple
and Figures.3. However, if the number of inputs is smaller than the number of outputs,
then thewsc can be smaller thaws® and, in order to ensure that all the data has been
shifted out from the output WSCs, the ATE memory has to account for the difference
between thevsé andws®. This is another source of UMA, as explained in the following
example.

Example 5.2 The second source of UMA, caused by the difference in WSC size when
wsé < ws@, is illustrated in Figuré.5. Figure5.5(a)gives the WSC representation of a
core with 3 inputs, 4 outputs and 2 internal scan chains of length 9 and 10 respectively. An
optimum WSC design with respect to TAT, leadsaisd = 11 andws® = 12. Since the
responses have to be unloaded from the output WSC onto the test bus, the ATE memory
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has to account for the differenees® —wsdé (Figure5.5(b). This problem could be easily
solved by using the repeat fill feature of some ATEs and adding special “scan op-codes” to
account for the repeal B§. However, if the number of repeats is not considerable, then
adding the extra scan op-codes does not provide a viable soldtd#h ps it increases

the memory requirements instead of reducing them. Furthermore, in order to provide a
uniform solution for both cases, whers¢ > ws® andwsé < ws®, the WSCs should be
constructed such that the shape from the Figudéb)is obtained. This can be achieved if

the inputs are rearranged such that the length of$teis equal tovs® (see Figuré.6(a)

and its WSC configuration in Figui6(b). In this case, since there is only one test bus
that connects the core under test to the TAM and only one clock is used to drive all the
WSCs, storing the test data for the longest WSC in the ATE memory will be satisfactory
to load/unload the data from all the WSCs in the core under test. Therefore, reducing
UMA when the number of core’s outputs is greater than the number of core’s inputs,
requires that the number of outputs are taken explicitly into consideration in the design of
the input as well as the output WSCs. It should be noted that previous core wrapper design
algorithms p6, 57] make a clear distinction between the input and output WSCs design
phases. Also note that, since the TAT is a function of fwesc,ws®}, considering the
number of outputs to drive the input WSCs construction will not affect the TAT.

5.2.2 UMA and ATE test vector deployment

The UMA reduction, illustrated with Examplésl and5.2, is due to partitioning of the
WSCs and division of the test set according to the WSC partitions. As the length of the
two partitions differ, the ATE will have to account for this difference when deploying the
two test sets. This is illustrated next for the test sets given in Figut@) Based on

the partitions’ length, the intervals at which the ATE deploys the test vectors are shown
in Figure5.7 (dif f = 4 is the difference between the length of the two partitions and



5.3 Novel test methodology for UMA reduction 95

maxysc= 12 is the length of the longest partition). For the first 4 clock cycles, the data is
read from test s€f S and deployed on partitiop,. For the remainingnaxysc—dif f =8
clock cycles, data from bothS, andT $ is loaded onto partitionp; andp, respectively.

It should be noted that having only one clock driving all the WSCs for the first 4 clock
cycles the data loaded on the test bus lines corresponding to papitrepresents “don’t
cares”. This is allowed since valid test data is required at the input WS@safly after

the 4h clock cycle.

Since the core wrapper design is an intermediate step in SOC tegtoihesed ap-
proach does not incur any extra overheadence, the modifications on the ATE are the
only changes implied by the proposed approach. These can be achieved at the expense of
an external module3@] to support custom ATE behaviour employed when IEEE P1500
compliant SOCs are tested.

5.3 Novel test methodology for UMA reduction

It has been exemplified in the previous section that WSC partitioning in conjunction with
the ATE deployment procedure lead to UMA reduction. In this section a new test method-
ology is given which comprises two components) a core wrapper design which ac-
counts for WSC patrtitioning and considers the number of outputs to drive the WSC’s
construction; andii) a generic ATE deployment procedure which exploits the features
of the core wrapper design ensuring correct test set deployment. The core wrapper de-
sign is illustrated in Sectiob.3.1and the ATE deployment procedure is introduced in
Section5.3.2

5.3.1 Wrapper design algorithm for reducing UMA

Prior to providing the new core wrapper design problem, which accounts for UMA, two
recently proposed approach&§[57] are analysed. Since the core wrapper design prob-
lem was shown to bBIP— hard, several heuristics have been proposed such as: Largest
Processing Time (LPT), MultiFit and Combine i&€], and Best Fit Decreasing (BFD)
[57]. Both, the Combine and MultiFit heuristic§§] employ the First Fit Decreasing
(FFD) heuristic 6] to assign scan chains to WSCs. The FBB| [assigns a scan chain to
the first WSC which will not lead to an overflow on the maximum WSC capacity. Hence,
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it tends to unequally distribute the WSCs’ lengths, thus leading to UMA. The BFD heuris-
tic [57] aims to equal all the WSC lengths such that the minimum number of WSCs are
used, however, since TAT minimisation is the primary design objective, it does not ex-
plicitly target the reduction of UMA. For example, when applied to the core considered
in Example5.1, both algorithms lead to the core wrapper design shown in Fig2@)
Hence, these heuristics lead to the UMA marked in FiguB{b) as they do not target
minimum WSC partitioning and minimum UMA. There are two interesting conclusions
described in$6] and [57]: the minimum TAT for a core is lower bounded by the length

of the longest scan chain, and there exists a range of test bus widths for which the TAT
does not change. In addition, as shown in the previous section, there are alternative core
wrapper design solutions which do not incur any penalties in TAT but which can be ex-
ploited to reduce UMA. The new core wrapper design problem, when minimum number
of partitions, UMA and TAT are considered, can be formulated as follows:

mUMA Given a core with n inputs, m outputs, s scan chdi8s S, ..., S}, and a test
bus width of w, find the minimum number of partitions (np) and a wrapper design for the
core such that both TAT and UMA are minimised

It should be noted that th@UMA problem isNP— hard. This can be easily shown
by assuming that the number of partitions equals the test bus width. In this particular
case, there is no UMA and the problem reduces to the core wrapper design problem as
presented ing6] and [57], which was shown to b&lP— hard. However, as illustrated
in Example5.1 and as shown later in Secti@dn3.2 the number of partitions influences
the complexity of the ATE program. Hence, finding the minimum number of partitions is
important. Therefore, in the following, a new core wrapper design algorithm is proposed
which accounts for the minimum number of WSC partitions, minimum TAT and minimum
UMA. In contrast to previous heuristic®, 57|, which always aim at minimising the
TAT taking into account only the number of inputs or only the number outputs for WSC
construction, in order to reduce the UMA, the proposed algorithm uses the number of
outputs to drive the design of both the input and the output WSCs (see Exarhe
Section5.2). The proposed heuristic can be divided into two parts, an algorithm which
manages the WSC partitioning, and an algorithm which constructs the WSCs for each
partition such that UMA is minimised. As also justified in the previous section (see
Example5.1), only partitions composed from consecutive WSCs are considered.
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Algorithm 5.1 - mUMA
INPUT: C,w
OUTPUT : WSC, WSC

for np =1 tow do
1. while exists partition$® = {pc} do
W SC= mA(S,P)
W SC = mA(m,P,WSC)
if m> nthen setcap= maxWSC}
else secap=0
WS¢ = mA(n,P,WSC,cap)
if uma= 0then break
. elserecord uma
done

NGO RWN

MUMA heuristic  The heuristic illustrated in Algorithrb.1 gives an iterative solution

to themUMA problem. The algorithm firstly generates the WSC partitions and secondly
it constructs the core wrapper for the obtained partitions. The algorithm takes as input
the core and the test bus width. The partitidhsre generated such thgﬁgllpk| =

w where px € P . For example whemw = 4, the set of iterated partitions P} =
{{4},{1,3},{2,2},{3,1},{1,1,2},{1,2,1},{2,1,1},{1,1,1,1}}. Where the numbers
represent the length of the partition. For examplenfpe= 3 andP = {1,1,2} there are
three partitions of lengthp:| = 1, |p2| = 1 and|p3| = 2. As also justified in the previous
section (see Exampk 1), for eachP, only the case when the partitions are composed out
of consecutive WSCs is considered (emm.= {1, 2} is a valid partition, whilgp, = {1, 3}

is an invalid partition). This will reduce the search space and will simplify the ATE test
vector deployment procedure, as described in Se&i8r2 In general for aw, there are
2"~1 distinct partitions 139. For eachP, an algorithm to generate the WSCs, calied
(Algorithm 5.2), is applied to the internal scan chains (step 2), the outputs (step 3) and the
inputs (step 6) of cor€. If the number of outputs is greater than the number of inputs, the
maximum capacitgapis computed (step 4). This will be used to drive the construction
of the input WSCs, hence contributing to UMA reduction as shown in ExaBglésee
Section5.2). If the UMA for the newly designed wrapper is O (step 7), the algorithm is
halted, otherwise, the UMA is recorded. When all partitions fromPs&dr a givennp

have been processed and no solution WitA = 0 was found, then the number of par-
titions is increased. The algorithm finishes whgn= w or UMA = 0. If the algorithm
finishes and there is no solution such that UMA is 0, the solution with the minimum UMA
and minimum number of partitions is chosen. The UMA is computed using equat®n (
(see Sectio®.4). Considering the ATE pin-group granularity as a constraint in the above
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Algorithm 5.2 -mA
INPUT: S, PW SG,it, cap
OUTPUT : WSC

sort S descending

setW SC= W SGuit

for all § € Sdo

1. setW SGyin = min{W SG}

2. setW SGnax= maxWSG}

3. for all px e Pdo

4 assigns§ to first WSG such thauma py) is minimized
5. if § assigned then break
6

7

8

9

if WSGhax+ § < capthen assignS to W SGyax break
. done
. if § not assigned then assig to W SGin
.sort WSC

algorithm implies filtering the partitions sBtsuch that each partition’s length is divisible
by the ATE pin-group granularity. Alternatively, one could generate the partiBansh
that each partition’s length is divisible witlh For the remainder of this chapter paper
mUMA(np) will denote the mUMA heuristic when applied fap partitions.

mA heuristic The Minimum Area (nA) heuristic used to generate the WSC of the core
wrapper is illustrated in Algorithn.2 The algorithm assigns the internal scan chain

S to thefirst wrapper scan chaiW/ SG such that the UMA ma(py)) on partition py

is minimum (step 4) without affecting the maximum WSC length. The importance of
assigning the scan chain to the first WSC will be detailed in Sed&idn The UMA

on a partitionpg is computed using equatio®.@8) see Sectiorb.4. If there is no such
assignment, then if the length of the maximum W3CSGhay added with the current

scan chairfy is smaller than the capacitap (step 6), then scan cha# is assigned to

W SGhax This ensures thatsé andws® will have close to equal length, hence reducing

the UMA as illustrated in Example.2(see Sectiob.?2). It should be noted that this step is
performed only for the inputs, when the internal scan chains and the outputs are processed
thecap= 0 (see step 2 and 3 in Algorith&1). If the scan chair§ was not assigned to
partition px then the next partition is chosen.3fwas not assigned to any partition (step

8), then it is assigned to the WSC with the minimum lenfthSG,in). After every scan

chain is assigned, the WSCs are sorted ascending (step 9). It is important to note that the
algorithm aims at generating a WSC representation like the one given in Fgl(k8,

such that the control overhead on ATE is minimum. While alternative algorithms for
designing the core wrapper aiming at minimum UMA can be envisioned, care must be
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taken to ensure that reducing the trade-off between the UMA and test bus width will not
results into a trade-off between UMA and ATE control.

The complexity of Algorithmb.2is given byO(s w+s w logw)), i.e., in the worst
case scenario thevepartitions, and each scan chain has to be assigned to one; in addition
the reordering step is performed for each assignment. As illustrated in AlgoSithm
the mA algorithm is used first for the internal scan chains of the core (step 2), then for
the outputs (step 3) and then for the inputs (step 6). The inputs and the outputs are
considered as scan chains of length 1. Hence, the complexity of Algo&this given
by O(2%~1. (n+m-+s)-w- (1+log(w))).

To achieve reduction in memory requirements by exploiting WSC partitioning, ATEs
need memory management support. ATE test vector deployment methods which account
for this requirement are detailed in the following section.

5.3.2 Test vector deployment procedure for reduced UMA

This section illustrates two possible implementations of the proposed test methodology
when different ATE features are considered. Firstly, an ATE test vector deployment pro-
cedure is given for the particular casexf= 2 partitions, and secondly, the “Split Timing
Mode” architecture is examined4qQ.

In order to fully exploit the new core wrapper design, the initial test set is divided into
a number of test sets equal to the number of partitions. The ATE program will deploy test
vectors from the different test sets at separate times. Hence, the increase in the number
of partitions will lead to a more complex ATE program (see Exandplen Section5.2).
However, if the number of partitions is limited to 2, the changes on the ATE are minor.
The pseudo-code for the ATE program for this particular case is discussed next.

Consider two partitiong; and p2 with the maximum WSC length for the two par-
titions wsg,, andwsg,, respectively. Sinceps| + |pz| = w (this is how the partitions
are constructed, see Sectibi8.1) andwsg,, >= wsg, (the WSCs are ordered ascend-
ing after each iteration in thenA heuristic, see Algorithnb.2 — step 9), lets define
MaXysc = WSG, the maximum WSCdif f = maxysc— wsg, the difference between the
length of the two partitions, anslp= |p;| the split point Using this information, the
initial test set can be divided into two sets. The deployment of test vectors at differ-



5.3 Novel test methodology for UMA reduction 100

Procedure 5.3- test vector deployment
INPUT: maxyscdif f,spn,wTS,TS

while (ny > 0) do

. for (i=0...maxysc) do

2 if i > diff then

3 loadl...sp =read men{TS,n,-diff+i,sp)
4. loadsp...w] =read men{T S, ny - MaXysc+i,W—Sp)
5
6

=

. done
. decny

ent intervals can be easily achieved by supplying the ATE, in addition to the two test
sets TS andTS), with three parametemmaxyse dif f andsp. The pseudo-code for a
simple ATE procedure which accounts for the mentioned parameters is shown in Proce-
dure5.3 The procedure takes as inputs the two test 9e8 &ndT $), the width of the

test bus ), the number of patternsy), and the three parameteraaxysc, dif f, andsp

read men{T §,of fsetlength denotes a procedure which reads a wordeofgth bits

from the test setl(S) from the position indicated by f fset andload[a. . . b] denotes the
loading of data on the ATE channels between.b. The procedure is detailed next.

For maxysc clock cycles, the test data fromS is loaded onto the test bus. Since the first
partition is smaller than the second one, the ATE will read the test dafaSoonly after

dif f clock cycles. It should be noted that since all the WSCs are driven by the same clock,
the data loaded into the WSCs corresponding to the first partition represents don't cares in
the firstdif f clock cycles. This is allowed since valid test data is required in this partition
only afterdif f clock cycles (see Exampl.1in Section5.2). It is important to note

that the three parameters suffice to characterize any core wrapper desigmyitA for

np= 2. Hence, the three parameters provide the benefit of independence between the test
control and the test data, which is the view put forth by the core test language (&4L) [
developed in parallel with the IEEE P1500 standard. In Sed@&iéns shown that even
though fornp = 2 the UMA is not always 0, the particular case leads to a good solution
from the UMA standpoint, at the benefit of simplifying extra ATE requirements.

In this paragraph an interesting particular case wherSiplé Timing Mode(STM)
[14Q architecture is available is examined. The STM architecture has been usefjin [
for dual-frequency test. The basic idea behind this architecture is to configure a tester
as two independent virtual test systems using the same master tigkiut providing
data to the chip under test at two different frequencies. The feature of interest in the inves-
tigated scenario is the fact that each virtual test system has its own memory and pattern
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generator 140. This feature can be exploited, in the case of the proposed approach, as
follows. When the differenced{f f) between the two partition’s length is considerable,

the test set corresponding to the shorter partition can be augmented with scan op-codes
for repeat fill L38. These will, then, automatically generate the padded data for the
shorter partition. Hence, the test vector deployment procedure is no longer needed since
the deployment information is already included within the first test set.

5.4 Analysing wrapper scan chain partitioning trade-offs

Having illustrated the proposed test methodology, in the following a theoretical analysis
of WSC partitioning is given and the WSC partitioning, VTD and TAT trade-offs are
examined.

5.4.1 Theoretical analysis

Consider thaW SG represents the length of the WSC corresponding to test bug,line
andw represents the test bus width. Similar to multiple scan chain designs, WSCs also
have different lengths, hence, the memory depth of the corresponding ATE channels will
also differ. As illustrated in Figurb.1(see Sectio®.1) for multiple scan chain cores, the
UMA for one test vector represents the number of bits required to make the scan chains
of equal length. For wrapped cores this translates into:

UMA(W) = w- max{WSG} — gwsq (5.1)
=1

j=1w

i.e., the number of bits required to equal the WSCs for a given test bus width. Basically, it
is the difference between the maximum and minimum memory requirements for a given
test bus width.

If, however, the WSCs are partitioned imgp disjunctive partitiong p1, p2, . .., Pnp},
the UMA on a partitionpy is given by:

uma(pe) = |pd - Ma{WSG} — T WSG (52)

J€PK

i.e., the number of bits required to equal the WSCs from a given partition. Hence, the
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total UMA is:

np np w
UMA(w.np) = 5 uma(pg) = 3 [Pl max(WsG} - 5 WSG (5.3)
k=1 k=1 K j=1

Starting with an initial ad-hoc partitioning wittp partitions, the number of partitions
can be further increased through) iterative partitioning — when one of the partitions
is further divided; or(ii) repartitioning — when a new partitioning with more partitions,
independent of the existing one, is performed. With respect to iterative partitioning, the

following lemma holds.
Lemma 5.1 For a wrapped core of test bus w and np disjunctive partitions such that

zﬂﬁl |pk| = w, iterative partitioning will reduce the memory requirements.

Proof: The proof given below is for the case when one patrtition is split in two. The
general case can be easily derived from it. Hence, for this particular case, andau3jng (
the lemma translates into:

uma(pr) > umapy) +uma(py) (5.4)

where px = p,Up, and p,N p, = @. To prove the above, consider, without loss of
generality, thatp, comprises{fW SG,WSG.1,...,WSGiq-1} andWSG <WSG,1 <

... <WSGg-1. Consider also than;( comprise§WSG,WSG,1,...,WSG, y} and pﬁ
comprise§W SG, y11,WSG,p12...,WSG,q-1}. Thus, 6.4) becomes:

uma(p) +umap) = [Pl -WSG i+ ol -WSGig1— Y WSG  (5.5)
J€PK
< (Ipd +1pd) - WSGig-1—  WSG
JE€PK
< umapy)

The general case, when the number of partitions increases with an arbitrary num-
ber (), can be easily reduced to the above, iveng px) > uma p;() +umg p;;) +...+

uma(pj). O
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Figure 5.8. Trade-off between test application time and memaory requirements for core
Module26 of SOC p22810 [ 135]

Hence, when iterative partitioning is performed, theéMA(w,np) > UMA(w,np+
1) > UMA(w,np+2) > ... > UMA(w,w) = 0. Note that the above relation also holds
when repartitioning is done such that minimum UMA is obtained on each patrtition. If
repartitioning is done ad-hoc, increasing the number of partitions may not necessarily
lead to a reduction in UMA. It should be noted that the propas&tMA heuristic (see
Section5.3.1 performs repartitioning and aims at selecting the solution with minimum
UMA. Hence, the above relation holds for the proposgdMA heuristic as also illus-
trated in the following section.

5.4.2 Volume of test data and test application time trade-offs

As illustrated with equation3(1) in Section5.4.1, the memory requirements are depen-
dent on the test bus width. This implies that there is a trade-off between the VTD and
test bus width, and consequently, there is a trade-off between the VTD and TAT. These
trade-offs are analysed next.

The trade-off between VTD and test bus width is illustrated in Figu& where
the memory requirements fonUMA with np= 1,2 and 3 (Figurés.8(a), and the TAT
(Figure5.8(b) when the test bus width is varied between 1 and 31 are given for Module26
of SOC p22810 from the ITC02 benchmark circuit8%. As can be seen in Figute8(a)
for np= 1 with the increase in test bus width, there is a variation of up to 1000k in
the memory requirements. Hence, the trade-off between test bus width and the memory
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requirements. However, forp = 2 the variation is only of 200k. Thus, the inherent trade-
off between the VTD and the test bus width is reducedjor= 2, and eliminated in most

of the cases fonp= 3, as can be seen in the figure. In order to keep the figure simple,
the plot fornp= 4 is not shown. In this case, however, there is no more trade-off between
test bus width and VTD. It can be seen in Figtt8(b) that the TAT steadily decreases
with the increase in test bus width. However, due to the trade-off between the test bus
width and the VTD, fomp = 1, there is a trade-off between the VTD and the TAT. Since
increasingnp leads to reducing the trade-off between the test bus width and the VTD, it
also leads to reducing the trade-off between the VTD and the TAT. Itis interesting to note
that the reduction in the variation of VTD is considerable when the number of partitions
increases froomp=1 tonp= 2. Whennp > 2, the reduction is small. Therefore,
while using the number of partitions as a constraint can diminish the effectiveness of the
proposed algorithm, as long as at least two partitions are allowed the UMA reduction can
be significant. From the above example, the following can be derived:

Observation 5.1 Minimising the memory requirements and minimising the TAT can be
viewed as orthogonal problems if WSC partitioning is considered with the core wrapper
design.

Thus, if the RMP feature is available, using WSC partitioning in the core wrapper
design will allow simultaneous reduction in both TAT and ATE memory requirements.
Hence, considering WSC patrtitioning can also reduce the trade-off between TAT and
VTD in TAM designs.

The relation between the TAT obtained using the proposed core wrapper design and
the one obtained using the previously proposed B&Ipdore wrapper design is analysed

next.

Observation 5.2 For a given test bus width w, the core wrapper designs obtained with
the mUMA heuristic for np= 1 and np= w are identical with the ones obtained using
the BFD [57] heuristic when n> m.

This observation is justified by the following. The BFB7] heuristic tries to equalise
the WSCs by assigning a scan chain to the WSC such that the length of the resulting WSC
is closest to the maximum WSC length. Hence, it tries to exploit “horizontally” the scan
chain to WSC assignment process. This is done to yield a minimum bus width core wrap-
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per. ThemUMA heuristic (Algorithm5.1) exploits both “vertically” and “horizontally”

the scan chain to WSC assignment process, i.e., it tries to minimise the difference be-
tween the maximum and the minimum memory requirements for a partition (see equation
(5.2). As shown in Algorithnb.2 (step 4), a scan chain is assigned toftret WSC such

that UMA is minimised without an overrun on the maximum WSC. However, consider-
ing only 1 partition the UMA will be the same regardless of the WSC to which the scan
chain is assigned. Since after each run the WSC are sorted (see Algbrzhnstep 9),
assigning a scan chain to thiest WSC such that no overrun on the maximum WSC oc-
curs, is equivalent to assigning a scan chain to a WSC such that the length of the resulting
WSC is closest to the maximum WSC length. The latter is the strategy used inBED [
ThereforemUMA with np= 1 and BFD p7] will generate the same core wrapper. The
same reasoning is applicable fop = w. In this case, there is no UMA. Hence, assigning

a scan chain to thérst WSC such that no overrun on the maximum WSC occurs will
yield the same core wrapper design as the B&D heuristic. Note that when < mand
np=1ornp=w, the TAT yielded bynUMA will equal the one given by BFD, since the
output WSCs are constructed in the same manner.

It is important to note that in general the values for the length of the maximum WSC,
which influence directly the TAT of the core, are comparable to the ones obtained by the
BFD heuristic p7]. This is because, in both approaches, the scan chains are assigned to
WSCs such that the current maximum WSC length is never exceeded. Hence, considering
WSC partitioning in the core wrapper design algorithm has small or no penalty in TAT
at the great benefit of significant reduction in memory requirements as will be shown in
Section5.5.

5.5 Experimental results

The experimental analysis has been performed on a Pentium 1l 366 MHz Linux worksta-
tion with 128 Mb of RAM using the largest ISCAS8932 and ITC02 [L35 benchmark
circuits. Details about the tools and the benchmark circuits used in the experiments are
given in Appendixd. Exploiting wrapper scan chain (WSC) partitioning for reducing use-
less test data requires ATE with reconfigurable memory pool (RMP). As illustrated with

2|t should be noted that in some cases, the FRPJVSC assignment heuristic obtains the same maxi-
mum WSC using a smaller number of test bus lines
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[ Core | n/m [ s [FFs | n, | mem [ Wnax | TAT |
sb5378 35/49 | 4 179 | 97 20758 6 4507
s9234 | 36/39 | 4 211 | 105 | 25935 5 5723
s13207|| 62/152| 16 | 638 | 233 | 163100| 20 | 9593
s15850( 77/150| 16 | 534 | 94 57434 21 3324
s35932( 35/320| 32 | 1728 | 12 21156 38 714
s38417| 28/106| 32 | 1636 | 68 | 113152| 34 | 3656
s38584| 38/304| 32 | 1426 | 110 | 161040| 39 | 5105

Table 5.1. Core specification for ISCAS89 [ 132] benchmarks

Lemmab.1, the UMA can be reduced by increasing the number of partitions, however,
this will then increase the control overhead on the ATE. In addition, the ATE pin-group
granularity may also influence the effectiveness of WSC partitioning. Using the cores’
specifications detailed in Secti®)b.], the above issues are investigated with the follow-
ing three experiments:

Experiment 1 illustrates the trade-off between ATE control overhead and UMA through
a comparison between the general case and the particular case of two partitions, for
themUMA algorithm, in Sectiorb.5.2

Experiment 2 outlines the effectiveness of the proposed methodology, in terms of mem-
ory requirements, when compared to conventional ATEs (with sequencing-per-
vector), in Sectiorb.5.3

Experiment 3 investigates the influence of the pin-group granularity on the performances
of the proposedhUMA and the importance of considering WSC partitioning within
the core wrapper design algorithm, in Secttof.4

It should be noted that for the first two experiments a per-pin granularity is assumed.

5.5.1 Core specifications

For the ISCAS89 benchmark circuits, the specifications are given in Bablelhe ta-

ble lists the circuit, the number of inputs/ outputg (n), the number of internal scan
chains §), the total number of internal scan cellSKs), the number of test vectorsy

and the minimum memory required to store the test set computedms- (FFs+n)xny.

It should be noted that the scan chains have been chosen to be as equal as possible. For
example, for core s5378, three scan chains are of length 45, and one is of length 44.
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’ Core H n/m/q ‘ s ‘ FFs ‘ Ny ‘ mem ‘Wmax‘ TAT H WL?E?J( ‘ TATS ‘
SOC p22810

Modulel 28/56/32 | 10| 1122 | 785 | 927870 11 | 102965 10 102965
Module21 | 115/76/64 | 10 | 1054 | 465 | 578925 12 87141 7 88073
Module26 66/33/98 | 31 | 11485| 181 | 2108469| 32 72981 30 86813
SOC p34392
Module2 165/263/0 | 29 | 8856 | 514 | 4636794| 30 294064 16 294064
Modulel0| 129/207/0 | 19 | 4731 | 454 | 2206440| 20 236599 10 247974
Modulel8| 175/212/0 | 14 | 6555 | 745 | 5013850| 15 544579 10 544579
SOC p93791
Module6 || 417/324/72| 46 | 23789 | 218 | 5292604| 47 114317 47 114317
Module20 || 136/12/72 | 44 | 7450 | 210 | 3185728| 46 75893 43 110921
Module27 30/7/72 46 | 3026 | 916 | 2865248| 49 63272 46 63272

Table 5.2. Core specification for ITC02 [ 135] benchmarks

For each circuitwmax represents an upper bound on the test bus width considered in
the experiments. In order to ensure that the entire solution space is explored, with re-
spect to core wrapper design, the valuesiigey have been computed using the forniula
Wmax = (%%is;ls}. It should be noted thatmay, as computed above, will guaran-

tee minimum TAT, however, it will not always represent the minimum test bus width for
which the minimum TAT is obtained. The TAT given in the table is obtainedugsx as

computed above.

From the ITC02 benchmark circuit435 the systems p22810, p34392 and p93791
have been considered. While all the ITC02 benchmark systems have been taken into ac-
count in the performed experiments, only these three are reported as they better exemplify
the variation in memory requirements. This is mainly due to the large number of scan
chains and the scan chain length distribution. It should be noted, however, that the results
for the other systems are within the range of the reported results in this section. For each
system, the three modules with the largest memory requirements were considered. The
specifications for the considered cores are given in Talilethe detailed specification
can be found atl[35. In addition to the information given for the cores in Tabl4, in
Table5.2the number of bidirectional ping))is given as well. It should be noted that, for
the core wrapper design, the bidirectional pigswere added to both inputs and outputs
as suggested irbp]. To illustrate the fact that the,ax formula provided in$7] (referred
to aswﬁaz]() does not always yield the minimum TAT, the last two columns in T&bke
give the maximum test bus width for which the minimum TAT is obtained based on the

3]t should be noted that the formula given B for wmaxaccounts only for flexible-length scan chains,
and when extended to fixed-length scan chains it does not guarantee the upper bound. For further details
regardingwmax see AppendiD.
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mUMA mUMA fornp=2

Core | Wmax P [ mem [UMA | E P | mem [UMA | E
s5378 6 2-4 20758 0 0.01| 2-4 | 20758 0 0.01
s9234 5 1-4 25935 0.02| 1-4 | 25935 0 0.02
s13207| 20 4-16 | 163100 0.13 || 4-16 | 163100 0 0.13
s15850| 21 3-1-17 | 57434 0.31 || 3-18 | 57528 94 0.17
s35932| 38 1-5-32 | 21156 0.85 6-32 | 21168 12 0.79
s38417| 34 2-32 | 113152 0.19 || 2-32| 113152 0 0.19
s38584| 39 4-3-32 | 161040 2.01| 7-32| 161480| 440 | 0.76

[eNeoNoNoNoNe]

Table 5.3. MUMA for Wmaxwith ISCAS89 [ 132] benchmark circuits

formula from (7). For example, in the case of Module20 from SOC p93791, the formula
from [57] yields wﬁ?ﬂ = 43, however, the TAT is not minimum for this test bus width,

but rather forwmax= 46. Also, the fact that themax formula introduced above does not
always represents the minimum test bus width can be observed in the table. For example,
in the case of Module27 from SOC p93791, TheT andTATP? are equal, however, the

wﬁaa = 46 and theNmax = 49.

5.5.2 Experiment 1: Trade-off between ATE control and mUMA

As illustrated in Sectiob.2, the number of partitions affects the UMA and at the same
time influences the control required on the ATE. In this experiment the performances of
themUMA heuristic for the general case and the particular casgef 2 partitions are
compared.

For the two benchmark sets ISCAS89 (see Ta&blg and ITCO2 (see Tablg.2), the
results are reported in Tale3and Tables.4respectively. The tables list the length of the
partitions, the memory requirements, the UMA, and the execution tifnen(seconds)
needed to complete th@UMA algorithm for a test bus width ofiyayx for both: the
general case (columns 3 — 6), and for the particular case with only two partitions (column
7 — 10). Itis interesting to note that even though for two partitions the UMA is not zero
in all of the cases, it is still very small. For example, in the case of core s38584 (see
Table5.3), the increase in memory requirements.@@b, while in the case of Module26
from SOC p22810 (see Tabte4) the increase in memory requirements i8486. On
average, the increase in memory requirements for the particular cage-o? is of less
than 5%. This justifies the usage of the proposed heuristic for the particular case with two
partitions, since minimum or close to minimum memory requirements are obtained with
minor changes on the ATE (see SectmB.2. The execution timek;) is insignificant,
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mUMA mUMA fornp=2

Core Winax P | mem [UMA | E P | mem | UMA [ E
SOC p22810

Modulel 11 1-6-4 927870 0 0.04 || 10-1 | 973400 | 45530 | 0.04
Module21 | 12 1-1-7-3 573345 0 0.09 || 11-1 | 638910 | 65565 | 0.05
Module26 | 32 1-3-6-22 2108469 0 0.86 || 10-22 | 2197340| 88871 | 0.11
SOC p34392

Module2 30 7-8-15 4636794 0 0.44 || 14-16 | 4687680| 50886 | 0.42
Modulel0 | 20 9-3-5-3 2206440 0 1.23| 9-11 | 2591886| 385446| 0.20
Modulel8 | 15 1-3-6-2-1-1-1| 5013850 0 413 || 5-10 | 5431050| 417200 0.08
SOC p93791

Module6 47 1-46 5292604 0 0.09 || 1-46 | 5292604 0 0.09
Module20 | 46 1-6-16-23 3185728 0 2.57| 8-38 | 3303872| 118144 | 0.35
Module27 | 49 3-46 2865248 0 0.08 | 3-46 | 2865248 0 0.08

Table 5.4. mMUMA for Wmaxwith ITCO2 [ 135] benchmark circuits

e.g., for the general case it is up to 4 seconds and for the particular case of two partitions it
is under 1 second. Having shown that the particular case of two partitions yields minimum
or close to minimum UMA, for the remainder of the experiments this particular case will
be considered for further comparisons. In the following the overall performance of the
proposed test methodology is compared with the case when a conventional ATE is used.

5.5.3 Experiment 2: UMA(hp= 2) vs. conventional ATE

Although based on Lemm®a.1 (see Sectiorb.4.]), the VTD can be reduced when par-
titioning is considered, it is interesting to know how much reduction can be obtained.
For this purpose a conventional ATE, and an ATE with RMP are considered. For the
former, two core wrapper designs (First Fit Decreasing (FFHB), [Best Fit Decreasing
(BFD) [57]) have been used, while for the latter i MA(2) has been employed. To
provide a common ground for the comparison it has been imposed that for all the cases
the TAT is the same and the test bus has been varied betweenwapdAs noted in
Observatiorb.2, BFD [57] andmUMA(1) obtain the same TAT. In addition, for the per-
formed experiments, it was found that the TAT obtained usm$MA(2) will equal the

TAT obtained using BFD. This can be explained by the fact that both approaches assign
the scan chains to WSCs such that the current maximum WSC length is never exceeded.
Therefore, there are no TAT penalties when comparedtp [To also ensure that the

TAT obtained with FFD $6] equals to the one obtained with BFD, the FFD algorithm
was used considering the capacity given by the maximum WSC determined with BFD.
It should be noted that, although this might give the impression of a disadvantage with
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FFD [56] BFD [57] mMUMA fornp=2
Core Min [ Max | Avg Min [ Max | Avg Min [ Max | Avg
sb378 | 22116 | 26190 | 23457 22116 | 26190 | 23457 20758 | 20855 | 20782
s9234 || 26250 | 33075 | 27972 || 26250 | 33075 | 27972 || 25935 | 25935 | 25935

s13207| 184070| 272610| 193367 | 184070| 272610| 198693 | 163100| 165430| 163394

s15850(| 64296 | 68244 | 65638 64296 | 93060 | 68593 57434 | 57998 | 57552

s35932|| 24576 | 25920 | 24728 24576 | 40176 | 27542 21156 | 22656 | 21470

s38417| 118456 124848 | 122675| 118456| 215016 142889 113152| 116416| 113714

s38584 | 190300| 242000| 201674 | 190300| 300080| 209569 || 161040| 173800| 163891

Table 5.5. Memory requirements comparison for ISCAS89 benchmark circuits [ 132]
using mMUMA for np= 2

respect to%6], it will actually lead to reduction in memory requirements when employ-
ing the FFD heuristics and comparing it to BFD. This is because, in some cases the BFD
heuristic requires more WSCs to obtain the same TAT as the FFD heuristic. Hence, dis-
carding the empty WSCs for the core wrapper design produced by FFD, will reduce the
memory requirements. It is important to note that, due to the variatiom lzétween 4
andwpmay the entire core wrapper design solution space is explored and therefore the TAT
can be considered as a reference point in the comparison.

As illustrated in Sectiorb.4.2for different test bus widths there are different mem-
ory requirements. Therefore, the three core wrapper designs have been employed for
W = 4, Wmax and their minimumNlin), maximum Max) and averageXvg memory re-
guirements over all TAM widths have been computed. The results are reported for the
three core wrapper design methods in the case of ISCAS89 benchmarks cit8djis [
Table5.5, and in the case of ITC02 benchmarks circuit84 in Table5.6. In the case of
the ISCAS89 benchmark circuits, for the FFD and BFD approaches, the miniMuny (
the maximum lax) and the average\yg memory requirements over all test bus widths
are given in columns 2 — 4 and 5 — 7 in TaBlé respectively. The results for the pro-
posedmMUMA for np= 2 are reported in columns 8 — 10 in the same table. Note that the
difference between minimunMin) and maximum lax) memory requirements is con-
siderably greater in the case of the FFD and BFD methods than in the case of the proposed
core wrapper design algorithm. For example, for core s13207, in the case of both FFD and
BFD, the maximum memory requirements are4d26 greater than the minimum memory
requirements, hence, the trade-off between VTD and test bus width. This is contrary to
the proposed approach where the increase is adlg94, which leads to trade-off reduc-
tion. The reduction in minimum, maximum and average memory requirements over the
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Figure 5.9. Memory requirements reduction for ISCAS89 benchmark circuits [ 132]

using mMUMA for np= 2

two previous approaches, FFD and BFD, are given in Figbreé&)and5.9(b) respec-
tively. For example, in the case of circuit s38584, the maximum memory requirement is
reduced by 288% when compared to FFD and by.@2% when compared to BFD. The
average memory requirement for s38584 is reduced by3%8 when compared to FFD

and 2180% when compared to BFD. Overall, the proposed test methodology achieves
average and maximum memory requirement reduction of up @622 and 486% re-
spectively.

For the ITCO2 benchmarks circuit$35, the results are reported in Tales. Once
again, note the difference between the minimum and maximum memory requirements
in the case of the FFD and BFD methods. For example, for core Module20 from SOC
p93691, in the case of FFD (columns 2 — 4 in Tahl®, the maximum memory require-
ments are 380% greater than the minimum memory requirements. Similarly, for BFD
(columns 5 — 7 in Tabl®.6), the maximum memory requirements areGB% greater
than the minimum memory requirements. Hence, the trade-off between the test bus width
and the memory requirements. For the proposgéMA with np = 2, the variation in
memory requirements for the considered core are of less than 4%. Hence, the trade-off
between the test bus width and the memory requirements is considerably reduced. Fi-
nally, the reductions in minimum, maximum and average memory requirements when
compared to the FFD5p] and BFD 7] approaches are given in FiguréslO(a)and
5.10(b)respectively. It can be observed that the reductions, in maximum and average
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FFD[56] BFD[57] MUMA for np=2

Core Min | Max | Avg [ Min | Max | Avg || Min | Max | Avg
SOC p22810
Modulel || 928 | 1181 | 1056 | 928 | 1518 | 1124 | 906 | 951 | 917
Module21|| 560 | 760 | 663 560 | 1014 | 714 || 560 | 624 | 568
Module26 || 2081 | 3061 | 2417 || 2081 | 3105 | 2523 || 2059 | 2186 | 2104
SOC p34392
Module2 || 4578 | 7955 | 4947 || 4578 | 8583 | 6142 || 4528 | 4578 | 4537
Modulel0 || 2189 | 2531 | 2441 || 2189 | 4602 | 3016 || 2155 | 2531 | 2335
Modulel8|| 4952 | 5454 | 5207 || 4952 | 7956 | 5819 || 4896 | 5304 | 5056
SOC p93791
Module6 || 5171 | 9154 | 6016 || 5171 | 9580 | 6637 || 5169 | 5178 | 5170
Module20|| 3111 | 4885| 3673 || 3111 | 4914 | 3806 || 3111 | 3226 | 3125
Module27 || 2798 | 4544 | 3308 || 2798 | 4675 | 3442 | 2798 | 2816 | 2802
The memory requirements are given in Kilobytes.

Table 5.6. Memory requirements comparison for ITC02 benchmarks circuits [ 135] using
mUMA for np=2

memory requirements, are considerable. For example, in the case of core Module27 from
SOC p93691, the maximum memory requirements are reduced.bg%8&nd 3976%

when compared to the two previous approaches (FFD and BFD) The reduction in average
memory requirements over all test bus widths is31% and 1860% when compared to

the FFD and BFD heuristics. Overall, the reduction in maximum memory requirements

is up to 4667%, while the reduction in average memory requirements is up.iB82&

Based on the above results, it can be clearly seen that, considering WSC partitioning
in the core wrapper design process reduces the trade-off between test bus width and mem-
ory requirements and consequently, as also illustrated in See#o? between memory

requirements and TAT.

5.5.4 Experiment 3: ATE pin-group granularity constrained WSC

partitioning

In this section two issues are investigated. Firstly, the implications of the pin-group gran-
ularity on the performances of the proposatdMA, and secondly, the importance of
considering WSC partitioning within the core wrapper design algorithm. It is impor-
tant to note that in the framework of the proposed test methodology, WSC partition-
ing has been considered as a step within the core wrapper design algorithm. However,
WSC partitioning could also be seen as a post processing step. To provide a compar-
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mUMA for np=2

ison for these two cases, WSC partitioning has been considered as a post processing
step for the FFD %6] and the BFD §7] heuristics. WSC partitioning has been imple-
mented on top of the experimental setup illustrated in Sedién3 as follows. For

a given test busw), granularity ¢) andnp = 2, there are("av — 1) possible solutions

to the partitioning problem, e.g., whem= 12 andg = 4 there are 3- 1 = 2 possi-

ble solutions:soh = {p1 = {1,2,3,4},p2> = {5,6,7,8,9,10,11, 12} } andsob = {p1 =
{1,2,3,4,5,6,7,8}, p2 = {9,10,11,12} }, where the numbers enclosed within brackets
represent test bus lines. For all these solutions the UMA has been computed and the one
with the minimum UMA has been chosen. The UMA values for FFD and BFD when the
post processing step is considered, for a granularigre denoted b¥ FDg and BF Dg
respectively. The UMA values for tmUMA heuristic when applied fonp=2 and a
granularityg are denoted bynUMAy(2).

To summarise, for an ATE with a given granularity, for the same test bus width and the
same TAT a comparison betweet) MAy(2), FFDg andBF Dy has been performed. Due
to the large amount of results, in the following & 4 andg = 8, two cores, Module20
and Module27 from SOC p9379135 are considered. For the two cores, four core wrap-
per design scenariosmiUMA(2), mUMAy(2), FFDg and BFDg, have been performed
using test bus width& = 4, wnax It should be noted that only test bus widths wheris
divisible with g have been used. The results {p£ 4 are plotted in FigureS.11(a)and
5.11(b) for the two cores. Fog = 8 the results are plotted in Figurgsl1(c)and5.11(d)
Additional results are provided in Appendix
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Figure 5.11. ATE pin-group granularity and WSC partitioning

With respect to the first issue, the influence of the ATE pin-group granularity on the
performances of themUMA algorithm, it can be seen in the figures that the influences are
small. For example, in Figuig11(a)for Module20 andy= 4, MUMA(2) andmU MAy(2)
have the same performance for test bus widths uw te 40. In Figure5.11(b) for
Module27, it can be observed that the difference betweerMA(2) and mUMAy(2)
is less than 100k. Similarly in Figurg11(d)for g = 8. For Module20 withg = 8 in
Figure5.11(c) the difference between ti,eUMA(2) andmUMAg(2) is up to 200k.

Having illustrated the influence of ATE pin-group granularity on the proposed algo-
rithm’s performances, in the following the difference between considering WSC parti-
tioning as a post processing step and as a step within the core wrapper design is illus-
trated. As noted previously, for this purpose, BEfeD andBF D core wrapper algorithms
have been extended with a post processing WSC partitioning step. Throughout the per-
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formed experiments it has been observed that considering WSC partitioning as a post
processing step yields memory requirements which are lower bounded by the ones ob-
tained using WSC partitioning within the core wrapper desig®JiMA). This is best
illustrated with Figures.11(a)for Module20 wheng = 4. It can be seen in the figure

that whilemUMA4(2) has almost constant memory requirements, the memory require-
ments forFFD4 andBFD4 vary considerably, and they are almost always greater than
mUMAy(2). Similar behaviour can be observed in Figrd1(b)where, whileBFD,

tends to be closer tmUMAy(2), FFD4 has greater memory requirements fofrom 26

to 36. Wheng = 8, the performances of the algorithms tend to become similar, how-
ever,mUMAy(2) obtains always the lowest memory requirements among the three ATE-
constrained core wrapper designs.

5.6 Concluding remarks

This chapter analysed the test memory requirements for core based SOCs and identi-
fied useless memorgs the source for the trade-off between test bus width and volume
of test data in multiple scan chains-based cores. A new test methodology has been pro-
posed, which based on employing wrapper scan chain partitioning in core based designs
and exploiting ATE memory management features can obtain considerable reduction in
useless memory. Extensive experimental analysis, on the ISCAS89 and ITC02 bench-
mark circuits, has been conducted to evaluate the proposed methodology. Thus, the work
presented in this chapter demonstrates that with the advent of the new generation ATES,
which allow greater flexibility and provide memory management capabilities, method-
ologies complementary to test data compression can be used to reduce the volume of test
data, and hence the cost of testing complex SOCs.



Chapter 6

Integrated test solution for
core-based System-on-a-Chip

In the previous three chapters the volume of test data and the synchronisation overhead
have been addressed. This chapter provides an integrated test solution for core-based
SOCs which combines the approaches proposed in Ch&htdrand5. This is achieved

by an integrated test data compression and core wrapper design methodology. The com-
pressed test data can be transferred from the automatic test equipment (ATE) to the
on-chip decompression architecture using ommetest pin, thus providing an efficient
reduced pin count test (RPCT) methodology for multiple scan chains-based embedded
cores. In addition to reducing the volume of test data, the proposed solution decreases
the control overhead, test application time and power dissipation during scan. Since it
is based on the distribution architecture provided in Chaptsee Figured.12) it also
eliminates the synchronisation overhead between the ATE and the SOC. Moreover, it is
scalable and programmable and, since it can be consideredaaklaomto a test access
mechanism (TAM) of a given width, it provides seamless integration with any design flow.
Thus, the integrated core wrapper design and test data compression solution is an efficient
low-cost test methodology for SOCs.

The remainder of this chapter is organised as follows. The following section gives
preliminaries for this chapter and outlines the motivation behind this work. Sex@om-
troduces the new test data decompression architecture, outlines its features and illustrates
how the proposed methodology can be easily integrated into the design flow. S&8tion
and6.4 give experimental results and conclusions respectively.
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6.1 Preliminaries and motivation

As emphasised in Chaptér the cost of test is related to the volume of test data (VTD)
[9], the test application time (TAT)14], the channel capacitylp]|, the cost of automatic

test equipment (ATE)13], and, in core based SOCs, core redes#]nlh addition, with

the large number of gates and high chip frequency, high power dissipation during test can
also considerably affect yield 41, 142), and thus cost.

It has been illustrated in Chaptdy that test data compression (TDC) can reduce
the VTD, the TAT and the number of pins required for testing, without imposing any
constraints on the ATE and using only one test pin. While this yields an effective solution
when single scan chain cores are comprising the chip, for cores with multiple scan chains
(MSCs) the solution has limited applicability due to its increased area overhead. In this
chapter, a TDC solution is proposed which, in addition to reducing the VTD, TAT and
number of test pins, with no synchronisation overhead, can also reduce power dissipation
when cores with MSCs are targeted.

The remainder of this section is organised as follows. Firstly, in Seétibd, power
dissipation during scan is introduced. Secondly, in Sed@idar? TDC approaches which
target cores with MSCs are analysed with respect to the compression ratio, area overhead,
test application time and power dissipation. Finally, in Sedfidn3 the main idea behind
the proposed test data compression architecture is outlined.

6.1.1 Power dissipation during scan

While scan based design is the foundation on which most design-for-test (DFT) tech-
niques are based, one major disadvantage of this design technique is that with the increase
in scan chain length and frequency ratio, the power dissipation during scan becomes a
problem [L41, 142 4, 38, 143. This is due to the switching activity incurred while load-

ing the test data into the scan chain (see AppeAdixTo reduce power dissipation during

scan, test set dependent and test set independent approaches have been proposed. The for-
mer derive methods for reducing the scan power dissipation based on the properties of the
test set 142. The latter guarantees power reduction by using small frequencies while
shifting and reducing the number of active scan cdlls3 144 in the core.
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With respect to TDC, reducing scan power has been addressed only from a test set
dependent perspective. For example, the approachédil46 considered power dis-
sipation as a parameter of the test set, hence, they manipulate the test set such that the
power dissipation is reduced. This is possible due to the “don’t care” bits within the test
set which can be mapped to ensure minimum switching activity within the scan chain.
Because switching activity in the scan chain can be correlated with the power dissipation
of the chip [L47], reducing the switching activity also reduces the chip power dissipated
during scan. While the two methodk45, 146 can reduce the scan power during scan-in,
if scan-out power is also considered, then scan latch reordering (SLR) has to be performed
[148 in order to contain the total power dissipation. Since, SLR requires knowledge about
the core’s internal structure, it cannot be performed by the system integrator, and hence
it implies core redesign. In the considered core based environment core redesign leads to
cost increase. Hence, a solution which guarantees total power reduction during scan from
the system integrator’s perspective has to be non-intrusive and test set independent. As
noted above, such a solution implies the usage of a slow clock or the exploitation of scan
chain partitioning 143 149, 150. Since the architecture proposed in this chapter uses
wrapper scan chain selection, it has an added benefit of reducing the power dissipation
during scan. This will be further detailed in Secti@:2.

6.1.2 TDC for multiple scan chains cores

Testing multiple scan chains cores using TDC methods, can be performed by @)tlver
tending single scan chain based methdd<9[121, 122 123 to multiple scan chains, or
(b) using methods specifically proposed for multiple scan chains desi@6sl[14, 107).
In the following these two categories are analysed.
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Extending single scan chain approack@sto multiple scan chains (MSC) designs
can be done using one decoder per scan chain. As already illustrated in Chémter
multiple core test, if the distribution architecture is employed, the VTD, the TAT and
the synchronisation overhead can be reduced at the expense of a simple on-chip unit.
When extended to cores with MSCs, the architecture will resemble the one in Bidure
Firstly, due to the employment of the distribution architecture not all decoders will be
active at the same time, and therefore, not all the scan chains will be active at the same
time. Thus, the switching sources in the circuit are reduced, and therefore also the power
dissipation. Despite this advantage, the applicability of this method to MSCs cores is
somewhat limited due to the large area overhead and excessive control required by the
decoders. This control is caused by the fact that the scan chains are fed independently
(hence, for each scan chain one counter is required to ensure that the entire scan chain is
filled); and due to differences between test data in different scan chains, the rate at which
each scan chain is filled differs (hence, a global control unit would be required to apply the
test vector to the MSC core). Hence, while this approach has the potential to reducing the
VTD and TAT (as illustrated in Chaptd) and, as also noted above, the power dissipation
during scan, it has the disadvantage of considerable area overhead.

To somewhat mitigate the area overhead probleml%i][an alternative architecture
has been proposed (see Fig6t8), which instead of using one decoder per scan chain,
employs a shift register of the length equal to the number of scan chains. This shift
register is loaded by the decoder, and when the shift register is full its content is loaded
into the scan chains. This process is repeated until the test vector has been loaded. To
account for the above, two counters are also required. Hence, this approach has smaller
area overhead than using one decoder per scan chain, and it can also reduce the average
scan power dissipation. However, the disadvantage of this approach is that it destroys the
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properties exploited by compression methods based on variable-length input patterns: the
runs of '0’s. This is because, in order to ensure that the correct values are shifted into the
scan chains, the test set is rotated, i.e., the rows in the initial test set become columns,
with each column corresponding to a scan chain. To illustrate the above, the method has
been applied to the s38417 ISCASE3H benchmark circuit using the FDR 23 coding
method for 8 and 16 scan chains. The results show that the volume of test data is actually
increasingby 1889% and 2115% respectively when compared to compressing the initial
test set for the single scan chain core. Hence, the architecture does not provide a viable
solution for MSC cores.

Methods which are specifically proposed for MSCs cores exploit the spareness of care
bits in the test setl[16 114, 107], i.e., the fact that the number of care bits within the test
is small, usually< 10%. This allows the usage of an on-chip decompression architecture
as illustrated in Figuré.3, i.e., the use of a Linear Feedback Shift Register (LFSR) and an
XOR NetworkSince it is based on an architecture with linear properties, one disadvantage
of this scheme is that it can run into linear dependercies., the architecture is not
capable of generating the required output at any given time. Hence, while attaining TAT
and VTD reduction, due to linear dependencies the scan chain load has to be interrupted.
To account for this case, a special gating signal is requicadl (n Figure6.3). While
these methods lead to small area overhead, VTD and TAT, they encounter limitation when
applied to core based SOCs. This is because they are embedded into automatic test pattern
generation (ATPG) programs in order to guarantee the small number of care bits. ATPG
requires information about the core structures, which may not be always available in core
based SOCs. In addition to the above, due to driving all the scan chains at a time, these
schemes may also lead to high scan power dissipation even though they are using the slow
external ATE clock to drive the on-chip scan chains.

IFor further details on linear dependencies the reader is referred to Apgendix
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To summarise, the MSC decompression architectdrgk 116, 114, 107 drive all the
scan chains in a clock cycle. Hence, high switching activity is caused during scan, which
can lead to the destruction of the chip4B 4]. In addition, with the emerging IEEE
P1500 p1] standard, solutions for core based test should account for the core wrapper as
well. Therefore, the aim of this chapter is to propose an integrated methodology which
can be seamlessly incorporated into the design flow, based on extending single scan chain
TDC method to multiple scan chains.

Using one decoder per scan chain has the benefit of reducing the power dissipation,
however, at the expense of high area overhead. It has been shown in Ghtgethe
MUMA heuristic can generate core wrapper designs which can be easily characterised
using a small number of parameters. In addition, the distribution architecture proposed in
Chapter4 is generic enough to be extended for different needs. Based on these two, the
architecture proposed in this chapter will resemble the one in Figdrdt can be seen
in the figure that the synchronisation overhead is eliminated and the architecture is an
add-on to a given TAM. How, core wrapper design (from Chap}temnd the distribution
architecture (from Chaptel) can be combined is illustrated next.

6.1.3 Exploiting core wrapper design for control overhead reduction

It has been shown in Chaptgthat using partitioning in core wrapper design reduces the
amount of useless test data. In addition, usingnidMA core wrapper design heuristic

(see Sectiorb.3.10n Page9d5) the core wrapper can be characterised using a small a
number of parameters. Furthermore, for a given number of partitions and a given test bus
width no other parameters are necessary to characterise the core wrapper design. This is

exemplified next.
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Example 6.1 Consider a core with 3 inputs, 6 outputs and 3 scan chains of length 4, 8
and 9 flip-flops (FFs). A core wrapper designed usingrthéMA heuristic, proposed

in Chapters, is given in Figures.5(a)for a test bus width ofv = 3. The wrapper scan
chains (WSCs) are marked in the figure, and the WSC representation is illustrated in Fig-
ure 6.5(b) with the input and output WSCWSC; andW SQ@) marked forWSG. As

noted in Sectiok.2 (see Pag89), the length of the partition is given by the longest input
WSC, and the height of the partition (its cardinality) is given by the number of WSCs in
the partition. For the considered example, the core wrapper can be characterised using
the cardinality of the two partitiongpf = 1 andpz = 2), and the length of the two par-
titions (Ii[,l =6 andl}02 = 9) as shown in Figuré.5(c) Thei from the previous notation
stands for the input WSC. Corresponding to the two partitions, the test set is divided as
shown in Figures.5(c)into TS andT S. While in Chaptes, WSC partitioning and the
above parameters have been used to provide an ATE test set deployment procedure, in
this chapter they will be used to reduce the control overhead when extending single scan
chains TDC methods to MSCs, as follows. Firstly, in order to reduce the high number
of decoders required when extending single scan chain approaches to MSCs, instead of
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using one decoder per WSC, one decoder per partition is used. Secondly, only the neces-
sary control imposed by the parameters mentioned above will be added for the introduced
decoders as detailed next. Since the WSCs in one partition have near equal deegth,
counter can be used to ensure that each WSC in one partition is fully loaded. In addition,
to account for the number of WSCs in one partition agaiacounter is required. There-

fore, ensuring the correct load of all the WSCs in one partitvamcounters are needed.

In the considered example, the number of outputs are greater than the number of inputs.
This, as also illustrated in Sectidn2.1(see Examplé&.2 on Paged3), leads to having

the output WSC'’s length greater then the input WSC'’s one. For the considered example,
WSQ =9 andW SG, = 6. Since, WSCs have to be, not only correctly loaded, but also
correctly unloaded, one more counter is required to ensure that the data is unloaded from
W SC before new data is loaded. Therefore, in the worst case scetiagecounters are
required per partition. The importance of the extra counter is explained with the following

example.

Example 6.2 To illustrate the importance of considering the case when the number of
outputs are greater than the number of inputs, in this example, a single scan chain core
is considered. Figuré.6 illustrates a single scan chain core with 5 flip flops (FFs), 3
inputs and 6 outputs. The core is tested in a single scan chain mode using an on-chip
decoder as the source, and a single input signature register (36Ra§ the sink. The

“scan in” (§) and the “scan out’g,) are connected to the source and the sink as noted

in the figure. In order to shift in the test stimuli, 8 clock cycles are required, however
to shift out the test responses 11 clock cycles are required. For the difference of 3 clock
cycles, the on-chip decoder has to shifuselesslata. As shown in Chapté& for MSC

cores, depending the width of the TAM, up to 45% of the total amount of data sent to a

2\While various techniques can be used to compact the test responses from the core, in this chapter it is
assumed that a SISR is used
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core can be useless test data. This is also true for single scan chain cores. For example,
for the s38584 ISCAS89 benchmark circuit with 38 inputs and 304 outputs, using the
MinTest [131] dynamic compacted test set comprising 136 vectors, the amount of useless
test data is 36176 bits, which will increase the size of the compressed test46%@32

Thus, although a compression method can be used to compress this useless test data, the
obtained volume of compressed data will clearly be greater than compressing only the
initial test set. Therefore, in order to refrain from compressing useless test data, a counter
is used to stop the decoder for a number of clock cycles equal with the difference between
the number outputs and the number inputs (see Fige

To summarise, in order to ensure correct loading of the WSC two counters per parti-
tion are required (see Examgdel), in addition, in the case when the number of outputs
are greater than the number of inputs, one more counter is required (see ExaBhple
As noted in Chapteb (see Sectiorb.3.1on Paged5) the mUMA heuristic will aim at
equalising the longest input and output WSC, hence, the counter which accounts for the
difference between the input and output WSC is needed only for the first (shorter) parti-
tion.

For the remainder of this chapteit,K and |} will denote the input and the output
length of partitionpy respectively. It should be noted that, while timé&JMA algorithm
can be used to create more than two partitions, for the remainder of the chapter it will
be considered that two partitions with WSCs of equal length, and thus two test sets, are
created. Itis also important to note that while changing the cardinality of the partitions
affects the amount of useless test data, the maximum WSC length, which determines
the TAT, is not changed. Hence, with no TAT penalties, the width of the partitions can
be changed even after the TAM architecture is designed using a mixed wrapper/TAM
optimisation solution%7].

Based on the above observations the following section introduces the new test data
decompression architecture for low-cost SOC test.

6.2 Extended distribution architecture

Let’s consider a core, and that thenUMA algorithm was used to construct two partitions
of cardinality p; and p2. Because of the properties of thdkJMA algorithm, the WSCs
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Figure 6.7. Extended distribution architecture (xDistr)

on one partition can be considered of equal length. The extended distribution architecture
is illustrated in Figures.7. For two partitions p; and p2 in the figure), the architecture
comprises two extended decodex®ég andxDeg), two multiplexers and two SISR.
The extended decodex@eg is illustrated in detail in Figur&.8. It should noted that
while for the remainder of this chapter th®istr is illustrated for the variable length
input Huffman coding (VIHC) scheme (see Chaggrit is applicable to any parallel on-
chip decoder. Also note that the notations introduced in Chaptensl4 are reused. For
example,dec clkdenotes the on-chip test clock used to drive the control and generator
unit (CGU) part of the VIHC decod&FSM clkdenotes the clock used to drive the Huff-
decoder part of the VIHC decodetata indenotes the data input from the AT&Gan clk

is the clock generated by the CGU to drive the scan chains,datal outdenotes the
CGU data output. Alsay denotes the frequency ratio between the on-chip test frequency
(fenip) and the ATE operating frequenciafe).

xDecis a VIHC decoder augmented with counters, which accounts for the correspond-
ing partition length and cardinalitjr}(K andpy) and the difference between the output and
input WSC (g, — 1,
for the two partitions 1 and p2) andnot for every WSC. The main idea behin®ecis

) If needed, as noted in the previous section. Note that thosilis

to decompress test data for one WSC at a time. Because the distribution architecture (see
Section4.2.2on Pager7) allows multiple core test, the extended distribution architecture
(xDistr) will facilitate decompression of test data for the two partitions. Hence, there are
maximum two WSCs (one WSC in each partition) receiving data at any time. This leads
to reducing TAT when compared to single scan chain test (see Sdéc8prand at the

3For more details regarding the VIHC decoder the reader is referred to S8Qidifsee Pagd9).
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same time, to reducing power dissipation as detailed later in this section. To ensure WSC
selection the core wrapper is augmented withlagg(p;) : pi decoder(decin the figure)
for each partition. The functionality of thédecand thexDistr are illustrated next.

Let’'s consider that arDecis attached to partitiopp; as shown in Figuré.8. Upon
reset, the counteiogz(py) cnt is set to O, the countehogz(ll?,l — Iipl) cnt is set to the

; o] i
differencel b1 Ipl,

part of the extended core wrapper (xXWrapper), will sel¢&Q. Let's assume thettjl =

0
Ipl’

clock from the decoder to decrement ﬂh@z(“m) cnt. When this counter reaches the

and the countehogz(lipl) cntis set tol :ol- Thelogy(ps1) : p1 decoder
hence thds_zeroline from thelogz(lg1 —Iipl) cnt will be high allowing the scan

value 0, thdogy(p1) cnt is incremented and the next WSC is processed. At this point,
thelogy(15, —1},) cntandloga(l}, ) et will be reloaded with the initial valuesd, — I}, )

andlp, respectively, and the process is repeated lwgi(p1) cnt will reach the valuep;.

When all the WSC lines have been processed, the decoder is disabled for the first partition
until xDeg, for the second partition has filled its WSCs. When both partitions have their
WSCs filled, the test vector is applied and the process is repeated until the test set is
completed. Similar to the distribution architecture, when gDecraises theATE sync

line notifying that it cannot process data, the otkBecwill be activated. This process

and the construction of the test set which accompaniegifigtr will be detailed with
Example6.3. As noted with Example6.1and6.2, the data has to be unloaded from the
WSCs into the SISR. This is done simultaneously with the loading of data into the WSCs.
If 15, > Hol’ then the countelogy (13, — Iiol) cnt will ensure that all the data is unloaded

into the SISR before any new data is loaded. To account for this case two multiplexers,
M1 andM2, in the figure, are requiredi1 will ensure that the SISR will receive a clock
even when the decoder is disabled, &2iwill force the ATE syndine low, such that no
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data is sent by the distribution unit during this period. It should be noted that the counter
logz(19, — Iiol) cnt is driven with the on-chip test clock, hence the number of external

clock cycles required to account for the difference is givevﬁ%@} . Since the counters
which control the data flow imDeccan be programmed, théecis programmable, and
therefore, the sameDistr can be reused for testing any core connected to a TAM where
the tuple p1,p2) is identical. The extension ofDistr to the casef;,p2) varies among
different cores is given in Sectidh?2.1

It is important to note that when compared to the number of counters and the control
overhead required to test MSC cores using one decoder per scan chain, the proposed
approach provides a considerable reduction in control overhead and area overhead. For
example, consider a core with 16 scan chains, each of them is fed by a different decoder.
Because the rate at which the data is fed into the scan chains differs, each scan chain
requires its own counter. Hence, 16 on-chip decoders and 16 counters are required to feed
data into the MSC core. In contrast, assuming two partitions of 8 scan chains each, the
proposed approach requiresly 2 decoders and 6 counters. Hence, the reduction in area
and control overhead is obvious.

Employing the above architecture requires several steps. Firstly, the core wrapper
design algorithm is performed, and the WSC configuration is obtained. From the WSCs
the initial test set is split into two test sets, and each test set compressed. The compressed
test sets are then tailored for the frequency ratio. Finally, the composite test set is created.
The creation of the composite test set is similar to the one for the distribution architecture
(see Sectiod.2.20n Pager7). However, accounting for the case when the number of
outputs are greater than the number of inputs and imposing the constraint that after one
partition is filled no more data is loaded until the test vector is applied, leads to some
differences as exemplified next.

Example 6.3 Consider the core wrapper given in Figé.® (see Examplé.1Pagel2]).

For the three WSCs, in Figu@9(a)the test vectorTp) and the association between the
WSCs and the corresponding test vector bits is given. Having the WSCs the following step
is test set mapping. This is illustrated in Fig@8(b)whereT S andT $ are constructed

from Tp. Since partitionp; is composed out AV SG, the corresponding bit®1 0000

are copied intdl' §;. Similarly for TS corresponding to partitiopz, which is composed

out of WSG andW SG. For the compression of these two test sets, the VIHC dictionary
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given in Figure6.9(c)is employed. Note thatm, = 4, and that the spaces within the test
sets are to illustrate the division in runs of '0’s of length smaller or equal ©©%.and

TS are compressed and tailoPefbr a frequency ratio oft = 2. The compressed and
tailored test sets are noted witt§ andT S, in Figure6.9(b) The codewords in the two
test sets are delimited through spaces. When, generating the composite t&s) &t (

the distribution architecture (see Secti2.2Page77) the tailored compressed test set
Tgl Is chosen first. In this case however, this is not possible due to the fact thddelee
corresponding td § has firstly to ensure that the WSCs are correctly unloaded. Since the
difference between thé/ SG andwW Sq (see Figures.5(b) is 3, and the frequency ratio
isa = 2, xDeg will be disabled for two ATE clock cycles. Hence, when the composite
test set foxDistr is constructed S, has to be chosen. The bits froh8, are copied into

Tc up to the first dummy bit (D) or until the partition is full. In the considered scenario
both conditions are fulfilled foF % This is due to the fact thdtS has 18 bits — which is

the total amount of data to be loaded iqtofor one test vector. With the second partition
full, xDistr will switch to the first partition, and hence the composite test set must include
bits from the first tailored test set. Having switchedTt8, the bits are copied intdc

until the partition is full or a dummy bit is encountered. In this case, the partition is full
after the second codeword. With both partitions full, the test vector can be applied and the
process repeated. It should be noted that the data is fedstr and into the extended
decoders afye and the scan data is generatedat,.

It has been shown inlB3 that the power dissipated during scan can be reduced if
the number of active scan cells are reduced. For this purposé48h the scan chain
has been partitioned into a number of equal length scan chains and the time periods when
these scan chain partitions are active are non-overlapping. The approach proposed in this
section has a similar behaviour. Due to WSC selection, only one WSC in a partition
can be active at any time. Having two partitions, in the worst case scenario, from the
power dissipation perspective, two WSCs are active at any time. Hence, when compared
to single scan chain scenarios, instead of having the entire scan chain active only two
WSCs are active. Therefore, the proposed architecture achieves power reduction when
compared to single scan chain designs. When compared to testing embedded cores with a
single scan chain, the proposed architecture imposes some extra area overhead, however,

“4For further details on the VIHC scheme, the reader is referred to Se&&Ram Pagetl
5The reader is referred to SectidrR.1(see Pag&4) for details regarding tailoring the compressed test
set for a given frequency ratio.
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[l 1] [_4FF | (1] | 8FF | | OFF |

T, 01 0000000010000 100010000
WSCi wSsCi WSCj,

(a) Initial test vector

Tp 01 0000 0000 1 0000 1 0001 0000

Pattern Codeword
TS1 01 0000 L, =1 000
TS, 0000 1 0000 1 0001 0000 L =01 001
. L, =001 010
TS 001 1 L, = 0001 011
TStz 1000 1 000 011 1D L4 = 0000 1
(b) Test set mapping (c) VIHC dictionary

TSt 001 \

TC 100010000111 0011

\

t
TSZ 1000 1000 011 1D

(d) Composite test set

Figure 6.9. Composite test construction for xDistr

it inherently reduces the synchronisation overhead with the ATE due to the employment
of the distribution architecture and it reduces power dissipation during scan

When compared to the architecture proposed 51], which requires test set rotation
and hence it destroys the runs '0’s in the test sets (see Séclid) due to WSC selection
the proposed approach is capable of maintaining the test set properties hence leading to
volumes of test data which are smaller than the once for single scan chain designs. In
addition, due to shifting data only into maximum two WSCs at any time, the proposed

approach is also capable of reducing peak scan power udlgd [

6.2.1 TAM add-on decompression architecture

While the xDistr does provide flexibility with respect to testing MSC embedded cores,
the approach requires that all the cores connected teDis#r to have the same number

6An analytical analysis of the power reduction is given in Apperiglix
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Figure 6.10. TAM add-on decompression architecture (add-on-xDistr)

of scan chains in a partition. This restriction is eliminated by introducing a multiplexer as
illustrated in Figures.10Q

Let’s consider a TAM of width 10 and two cores connected to this TAM. The first core
has two partitions of 4 and 6 WSCs respectively, and the second core has two partitions
of 6 and 4 WSCs respectively. Extending tki2istr in this case requires the usage of
xDecs for partitions of cardinality 6 and the addition of one multiplexer as illustrated in
Figure6.10 Depending on the tested core the multiplexer will select the last 2 lines from
the firstxDecor the first two lines from the secondec This extension will enable
the xDistr unit to work as aradd-onto a TAM of a given width. Hence, the proposed
architecture can be inserted into the desifier the core wrapper and the TAM have been
designed. TheDistr architecture with the above mentioned extension will be further on
referred to asdd-on-xDistr

As it is common to have SOCs with more than one TAM, it is shown next how an
entire system can be tested usmgetest pin by employing the proposedd-on-xDistr
architecture. It was stipulated i121], that if the ATE operating frequency equals the
SOC test frequenc cores can be tested by having each core sample data okctirk
cycles. This approach is extended in the following, providing a conceptual architecture
for SOC test using thadd-on-xDistrarchitecture.

The proposed conceptual architecture is given in Figuté considering a SOC with
4 TAMs, each TAM connected to add-on-xDistr The selection logic has been omitted
for clarity. Note that in the envisioned conceptual architecture, the general case of
partitions is considered. Therefore, each TAM will be connected at the inputs with an
add-on-xDistrcapable of handing partitions, and at the outputs withSISRs and the
corresponding multiplexers. Eaaldd-on-xDistrsamples data once in 4 clock cycles, and



6.2 Extended distribution architecture 131

|t Wrapped Wrapped z
I xWrappe xWrappe @
?z Core * Core =
.. ~
9; xWrapped ] xWrapped a
IS Core * Core <
ATE | >§ % ATE
% W3 | xWrapped xWrapped é
|
g Core * 7 Core (:2
3 =
% 4 | xWrappe xWrapped =
$ Core * 7 Core U>)<
g =
~ L —" socC

Figure 6.11. Conceptual architecture for SOC test

the xDecs part of theadd-on-xDistrgenerate the data to scan channels at the SOC test
frequency. Hence, the effective frequency ratio, between the frequency at which the data
is sampled by th&Decand the frequency at which the data is generated byt is 4.

Thus, the parallel on-chip decoder partx@fecwill still be able to exploit the frequency

ratio. From the design flow integration perspective, this step can be performed last, after
theadd-on-xDistrunits have been designed for each of the SOC TAM’s, as shown in the
following section.

6.2.2 Design flow integration

In order for TDC methods to be fully exploited, they should be seamlessly integrable
into any embedded core-based SOC design flow. The design flow integration issues are
discussed in this section.

As illustrated in the previous section, the propogBiktr architecture can be extended
into anadd-onlike structure for any TAM width. This implies that the architecture can
be easily introduced after the core wrapper and TAM have been designed. To illustrate
the above, Figuré.12 shows the modified design flow. As it can be seen in the figure,
the TDC extension to the design flow is enteedter the core wrapper design (CWD
in the figure) and TAM design have been performed. At this point, the TAMs and the
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Figure 6.12. Design flow integration

core wrappers (CW in the figure) have been defined. Considering two partitions per core,
the xDistr is simulated with each core taken separately. In order to simulate the current
configuration, the steps described in the previous section are followed (i.e., based on the
partitions the test sets are determined; the test sets are compressed and tailored for the
frequency ratio; and the composite test set is created). If the volume of test data (VTD)
constraints are not met, then the cardinality of the partitions is changed and the simulation
is performed again. It should be noted that changing the cardinality of the partitions does
not influence the TAT of the core but only the amount of useless test data. Hence, the TAT
of the TAM design will not be influenced. When the VTD constraints are met, the required
resources are allocated and the core wrappers are extended with the required decoders as
illustrated in the previous section. At this point the initial design flow is reentered.

It has been experimentally observed that usually the best solution is found if the two
partitions’ cardinality is very close to the half of the TAM width. This is because if the
test sets’ lengths, obtained after the partitions have been created, do not have similar sizes
then the composite test set can increase due to a large numih@mafybits. Using test
data compression, the proposed solution reduces the ATE bandwidth requirements and
the volume of test data. Furthermore, exploiting core wrapper design features, it reduces
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control and area overhead and provides a seamless integration with the design flow. In
addition, it reduces the power dissipation during scan and it eliminates the synchronisation
overhead. Hence, the proposed solution provides a low-cost test methodology for core
based SOC test. Experimental comparisons with single scan chain and multiple scan
chains TDC methods are given in the following section.

6.3 Experimental results

To validate the efficiency of the proposed test methodology two types of comparisons
have been performedi) a comparison with the VIHC based single scan chain test data
compression (TDC) method, using the MinTe$8]] dynamically compacted test set;

(i) a comparison with a variant of ti¢OR-networl{114] based architecture. In order

to provide the flexibility with respect to the care bit density required by<d®&-network
based approach, for the second experiment the Atalabt ATPG tool has been used.

In both cases the experiments have been performed on the largest ISCAS89 did)its [
using a Pentium 11l 500 MHz Linux workstation with 256 Mb RAM. Details about the
tools and the benchmark circuits used in the experiments are given in Apgendix

6.3.1 Comparison with single scan chain TDC

Two experiments using ISCAS89 benchmark circuits are detailed in this section. Firstly,
for a given TAM width and a given core, the optimum partitions’ cardinality for which
minimum composite test set size is obtained has been determined. And, secondly, a com-
parison between VIHC applied to single scan chain cores and the proposed xDistr, using
equal cardinality partitions, for two fictive systems has been performed.

The specification of the ISCAS89 circuits are listed in Tahle For each circuit, the
number of inputs/outputs)(m), the number of scan chains)the total number of FFs
(FFs) and the minimum and maximum scan chain lengths (after the assignment of FFs to
scan chains) are listed. It should be noted that the scan chains have been chosen to be as
equal as possible. For example, for core s5378, three scan chains have the length equal to
45 and one scan chain length equals 44. For the experiments two frequency ratios have
been consideredr = 2 anda = 4.
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[ Core || n/m [ s | FFs | minsc/max |
sb378 || 35/49 | 4 179 44/45
s9234 || 36/39 | 4 211 52/53
s13207|| 62/152| 16 | 638 39/40
s15850|| 77/150| 16 | 534 33/34
s35932|| 35/320| 32 | 1728 54/54
s38417|| 28/106| 32 | 1636 32/33
s38584 | 38/304 | 32 | 1426 44/45

Table 6.1. Core specification
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Figure 6.13. Composite test set size vs.  P1 cardinality

It has been shown in Secti@2that the proposexDistr reduces both the area and the
control overhead by efficiently exploiting the core wrapper design features oflthéA
heuristic proposed in Chapt&r Furthermore, since no more than two WSCs can be active
in any scan cycle, the power dissipation during scan is also reduced. Moreover, since the
proposed architecture also reduces the synchronisation overhead, the volume of test data
(VTD) in bits is equivalent to the TAT in ATE clock cycles.

Optimum partition’s cardinality ~ As noted in Sectio®.2, the volume of test data de-
pends on the partitions’ cardinality. This is best illustrated in Figud8 where the
variation in composite test set size with the cardinality of the first partition is shown for
core s35932 for a test bus of 32 when= 2 anda = 4. It becomes clear from the figure

that the minimum value is in the neighbourhood of 16, i.e., when the two partitions’ cardi-
nality are equal. The same behaviour can be observed for the other ISCAS89 benchmark
circuits. These results are given in Tabl2 The maximum TAM width for cores s5378

and s9234 has been considered 8, while for s13207 and s15850 it has been considered
24. This is because further increasing the TAM width will not lead to any TAT reduction
and hence the cores will not be attached to a wider TAM. For the other cores, the parti-
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Tc
Circuit | w || part | I}, =1L, [ 15 =15 [[a=2 [a=4
sb378 | 4 2-2 50-57 57-57 13898 | 12941
8 4-4 9-45 12-45 16405 | 13614
s9234 | 4 2-2 61-63 62-63 21664 | 21081
8 4-4 9-53 10-53 25881 | 21578
s13207| 4 2-2 159-198| 197-198| 59273 | 41932
8 4-4 80-99 99-99 59137 | 41585

5-3 81-99 99-99 59675 | 41561
16 || 9-7 40-50 49-50 54795 | 39250
8-8 40-50 49-50 59510 | 41881
24 || 12-12| 40-40 40-40 70430 | 48542
11-13| 40-40 40-40 71350 | 46826

s15850| 4 2-2 | 135-171| 171-171| 34855 | 28454
8 4-4 67-86 85-86 34933 | 28463
16| 9-7 35-43 43-43 34332 | 29830
8-8 33-43 43-43 34980 | 28488
24 || 12-12| 33-34 33-34 38586 | 32696
10-14 | 33-34 33-34 41033 | 31124

s35932| 4 2-2 | 432-512| 512-512| 16526 | 14336
8 5-3 | 216-256| 256-256| 16555 | 14480
4-4 | 216-256| 256-256| 16609 | 14479
16| 9-7 | 108-128| 128-128| 16082 | 14348
8-8 | 108-128| 128-128| 16679 | 14577
24 | 15-9 | 54-108 | 72-108 || 15957 | 14072
12-12 | 54-108 | 63-108 || 18134 | 15174
32 || 18-14| 54-64 64-64 16404 | 14687
16-16| 54-64 64-64 17105 | 15048

s38417| 4 2-2 | 409-436| 435-436| 92167 | 87110
8 4-4 | 204-218| 218-218| 92522 | 87321
16 || 8-8 | 102-109| 109-109| 93102 | 87781
9-7 | 102-109| 109-109| 93469 | 86870
24 || 16-8 | 53-102 | 58-102 || 90965 | 86813
12-12 | 51-102 | 51-102 || 107866 | 93511
32| 17-15| 51-55 54-55 91849 | 87225
16-16 | 51-55 54-55 93233 | 88354

s38584| 4 2-2 | 356-433| 432-433| 98133 | 83761
8 4-4 | 178-217| 216-217| 98164 | 83799
5-3 | 178-217| 216-217| 98273 | 83572
16 || 9-7 89-109 | 108-109| 93302 | 82487
8-8 89-109 | 108-109| 98351 | 84088
24 || 16-8 | 47-89 64-89 91239 | 81546
15-9 | 45-89 62-89 93624 | 81427
12-12| 45-89 56-89 || 109458 | 88123
32 || 18-14| 45-55 54-55 93695 | 82869
16-16 | 44-55 54-55 || 101337 | 87442

Table 6.2. xDistr composite test set

tions and the composite test sets have been determined for TAM widths between 4 and
32. For each core and for every TAM widtl), the partitions which yield the minimum
composite test set fora= 2 anda = 4, and the case when both partitions are equal, are
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reported. The table lists the core, the test bus widd the partitions cardinalitygart)

and length of the longest input and output wrapper scan chain (WSC) for the two parti-
tions q}ol — I}Dz andlgl — |82)- The VTD obtained for each of the cases is given in columns
6 and 7. The values marked with bold in these columns represent the minimum VTD for
the corresponding partition and frequency ratio.

As it can be observed in the table, for most cases, choosing two partitions of equal
cardinality yields a good result. This leads to the conclusion, that whileRhi&tr can
be extended to account for different partition cardinality for different cores, this may not
always be required. Hence, to further shorten the duration of the design flow, with small,
or no, penalties in VTD, the solution with two partitions of equal cardinality can be chosen
as a default solution, or as a good starting point if further VTD reduction is required. To
exemplify the above consider the case of circuit s38417 with a TAM width equal to 32,
where the partitions’ cardinality for minimum composite test set size when2 and
o =4is17-15 The equal cardinality partitior},6-16 has an increase in volume of test
data of 148% in the case whem= 2, and 127% in the case whem = 4. Thus, choosing
the equal cardinality partition af6-16 provides a viable solution for this circuit. The
simulation times, comprising compression of the test sets corresponding to each partition;
tailoring the two test sets for the given frequency; and the generation of the composite test
set, ranged from 1 second for the circuits with small test sets to 9 seconds for the circuits
with large test sets, for each core for one configuration. Thus, the extra time needed to
perform the simulation step will have a small influence on the overall duration of the
design flow.

VIHC vs. xDistr  To illustrate the amount of test data reduction when compared to sin-

gle scan chain cores two systems have been considered: the first one comprising s13207,
s15850, s35932, s38417 and s38584 attached to a 24 bit wide TAM and the second one
comprising s35932, s38417 and s38584 connected to a 32 bit wide TAM. The VIHC
method has been used to compress the initial test sets, and then the compressed test sets
have been tailored for a given frequency ratio. In addition, the difference between the
number of outputs and the number of inputs has been also taken into account as detailed
in Section6.1.3 The results are reported in Tal8e3. It is important to note that, since

no more synchronisation overhead is imposed, the VTD given in this table is equivalent to
the TAT in ATE clock cycles. For the frequency ratims= 2 anda = 4, the table lists the
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Tc
a=2 a=4
Circuit | w init | eg-parts| red % init | eg-parts] red %
s5378 | 4 18445 | 13898 | 24.65| 13784 | 12941 | 6.51
8 16405 | 12.43 13614 | 1.23
s9234 | 4 27474 | 21664 | 21.14 || 24019 | 21081 | 12.23
8 25881 | 5.79 21578 | 10.16
s13207| 4 || 101540 59273 | 41.62 | 60657 | 41932 | 30.87
8 59137 | 41.75 41585 | 31.44
16 59510 | 41.39 41881 | 30.95
24 70430 | 30.63 48542 | 19.97
s15850| 4 54091 | 34855 | 35.56 | 37759 | 28454 | 24.64
8 34933 | 35.41 28463 | 24.61
16 34980 | 35.33 28488 | 24.55
24 38586 | 28.66 32696 | 13.40
s35932| 4 22196 | 16526 | 25.54 || 16793 | 14336 | 14.63
8 16609 | 25.17 14479 | 13.77
16 16679 | 24.85 14577 | 13.19
24 18134 | 18.30 15174 9.64
32 17105 | 22.93 15048 | 10.39
S38417] 4 || 122850| 92167 | 24.97| 94757 | 87110 | 8.07
8 92522 | 24.68 87321 | 7.84
16 93102 | 24.21 87781 | 7.36
24 107866 | 12.19 93511 1.31
32 93233 | 24.10 88354 | 6.75
s38584] 4 || 145937| 98133 | 32.75]| 101489] 83761 | 17.46
8 98164 | 32.73 83799 | 17.43
16 98351 | 31.80 84088 | 17.14
24 109458 | 24.99 88123 | 13.16
32 99166 | 32.04 84074 | 17.15

Table 6.3. Volume of test data comparison

volume of test data using a single scan chain cmig) (and using thexDistr architecture

with two partitions of equal cardinalityei— parts). The reduction in VTD is on average
over 20% fora = 2. For example, it is 4652% in the case of s13207 for a TAM width
equal to 4. Fom = 4, the reduction in VTD ranges from23% in the case of circuit
s5378 for a TAM width equal to 8, to 344% in the case of circuit s13207 for a TAM
width equal to 8. Hence, considerable savings in VTD are achieved when compared to
single scan chain designs. It is important to note that for one core, over all TAM widths,
the VTDs are similar. For example, in the case of circuit 15850, the volume of test data
is of 34855 bits for TAM width 4, and of 38586 bits for TAM width 32. This implies that
the xDistr architecture can be attached to any TAM of any width without imposing any
restrictions on the existing TAM and still obtain considerable savings in the VTD. Hence,
when routing congestions do not allow a wide TAM the proposed architecture will be able
to ensure considerable reduction in TAT.
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Tc

a=2 a=4

w | Circuit init | eg-parts] red % init | eg-parts| red %
24 | s13207| 101815| 71878 | 29.40 || 62492 | 51235 18.01
s15850( 55235 | 41143 | 25.51| 39171 | 35279 9.93

s35932| 22512 | 21889 2.76 17215 | 18947 | -10.06
s38417( 125781| 116614 | 7.28 98942 | 100950 | -2.02

s38584 | 151357| 117058 | 22.66 || 109940| 96463 12.25
Total 456700| 368582 | 19.29 || 327760| 302874 7.59

32 | s35932| 22512 | 17499 | 22.26 || 17215 | 15477 | 10.09
s38417| 125781| 95656 | 23.95| 98942 | 89496 9.54
$38584| 151357| 105938 | 30.00 || 109940| 92297 | 16.04
Total 299650| 219093 | 26.88 | 226097 | 197270 | 12.74

Table 6.4. add-on-xDistr for TAM of widths 24 and 32

Finally, the case when the cores from a system are connected to a TAM of a given
width is analysed. The two systems described at the beginning of this section have been
considered. The experimental setup for both systems is as follows: firstly, for all the cores
test set partitioning has been performed assuming equal cardinality partitions; secondly,
the test sets corresponding to each partition have been concatenated into one test set.
The resulting test set for each partition has been compressed using the VIHC method
and the resulting dictionary has been stored. Using this dictionary the composite test set
has been constructed for each core taken separately. Using one dictionary over all the
test sets will ensure the usage of one VIHC decoder to decompress all the test sets for
one partition. To provide an accurate comparison, the same experimental setup has been
used to compress the systems assuming single scan chain cores. The results are reported
in Table6.4. It should be noted that in some cases the test set obtained assuming one
scan chain per core is smaller than in the case of the proposed solution. For example,
for the s38417 circuit a.22% increase in the volume of test data can be observed. This
is because concatenating the different test sets can affect the overall pattern distribution
and hence the VIHC compression. However, the total amount of test data obtained using
the proposedaDistr, is still considerably smaller than using a single scan chain core test
approach. For example, in the case of the second systeBB8%6Greduction in the total
volume of test data is obtained far= 2.

To give an estimation of the area overhead introduced by the propBsstd architec-
ture, the systems considered in the previous comparison have been synthesised using the
Synopsys Design Compilet33. The experimental setup is as follows: firstly, full scan
design for test has been performed on the cores; secondly, each core has been wrapped for
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| Core | n/m [ s | FFs | mins/max | %ch \
sb378 || 35/49 | 4 179 44/45 20.58 —24.64
s9234 || 36/39 | 4 211 52/53 16.28 — 28.72
s13207|| 62/152| 16 | 638 39/40 6.01 - 8.88

s15850( 77/150| 16 | 534 33/34 6.77-15.11
s35932|| 35/320| 32 | 1728 54/54 2.80-59.36
s38417|| 28/106| 32 | 1636 51/52 2.63-21.73
s38584 | 38/304 | 32 | 1426 44/45 3.23-17.19

Table 6.5. Core specification

a test bus width of 4 The proposedDistr architecture has been synthesised for the two
TAMs. The test area overhead is aB2 in the case of the first system an&% in the

case of the second one. It is important to note thakibistr architecture has been imple-
mented entirely, including the programmability features and the SISRs, and the extensions
to the core wrappers have been also considered. Sine®ike architecture (comprising

the xDecsand the SISRs) has fixed area overhead for a given test bus width, increasing
the number of cores connected to the test bus will have small impact on the overall test
area overhead. This is because adding a core to the propDg&tdarchitecture basically
implies extending the core wrapper as detailed in Se@&i@nSince the overhead of the
xWrapperwhen compared to the initial core wrapper is less than 2%, the greater the num-
ber of cores connected tox®istr, the smaller the chip area overhead penalty. It should
be noted that more than half of the area overhead is due to programmability, i.e., shadow
registers for the counters ¥kDec Also note that when compared to the single scan chain
TDC method, the area overhead is approximately doubled. This, however, at the benefit
of reduction in VTD and power dissipation.

6.3.2 Comparison with multiple scan chain TDC

In this section a comparison between the propasgdton-xDistrand a variant of the
XOR-networ114 based architecture is given. To assess the two compression architec-
tures in a core based SOC environment three variables have been chosen: the care bit
density of the test set (éb), the test bus widthw), and the frequency ratimj. All the

TDC methods are at some extent dependent on the number of care bits in the test sets,
hence, varying the care bit density will influence the amount of compression attainable by
the two architectures. An important factor in reducing the TAT in core based SOCs is the

"Note that since no routing overhead has been considered, choosing a wider test bus will have minor
influence on the area overhead
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Figure 6.14. Test set size decrease with increase of ~ %ch

width of the test busg5]. As it will be seen in this section this influences the TAT and
the power dissipation when considered with the two compression architectures. Finally,
the frequency ratio is, on the one hand, a requirement for the add-on-xDistr architecture
(see Sectior®.2), and on the other hand, it has also an impact on the power dissipation
for this architecture. In order to provide the above experimental environment controlled
static compaction has been performed, followed by core wrapper design, and finally, the
two approaches have been applied and analysed.

The above steps have been performed on the largest ISCAS&9enchmark cir-
cuits. The specifications of the circuits are given in Tahte Similar to Sectior6.3.],
for each circuit, the number of inputs/outputg'i), the number of scan chains),(the
total number of FFsSKFs), the minimum and maximum scan chain lengths (after the as-
signment of FFs to scan chains), and the range of considered care bit densities per test set
(%chb) are listed. To model the different care bit densities, Atalahf#[has been used
to generate test sets comprising one test vector for each fault. Subsequently, controlled
static compaction has been performed using a simple greedy heuristic. The heuristic com-
pacted the test set such that if the test vectors had a number of care bits smaller than a
control valueB, then they were merged with compatible test vectors if the resulting num-
ber of care bits did not exced?l Controlled compaction has been performed for values
of B= {50,100, 150,200,250 300,400,800,100Q 2000}. The variation of the initial test
set size with %b is given in Figure6.14for core s38417. The system integrator could
employ such a controlled compaction scheme, since, as it will be seen next, substantial
reduction in VTD can be attained when combined with the two architectures.

As noted in Sectior6.1.2 one of the disadvantages of t®R-networkbased ap-
proach is that it suffers from linear dependencies which can lead to temporal pattern lock-
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out, i.e., the inability to justify the bits required at the inputs of the wrapper scan chain
(WSC) at a given moment. In addition, care must be taken to avoid structural pattern
lockout, i.e., when the architecture is unable to justify the required bits, regardless of how
many cycles the WSC load is halted. Structural pattern lockout must be avoided as it can
affect fault coverage. For details regarding the impleme@dR-networkvariant, the
reader is referred to Appendix

Varying the care bit density (&h), the test bus widthvw() and the frequency ratia{,
in the following the influences on the compression ratio, test application time, area over-
head and power dissipation are analysed. Note that only selected data is used to illustrated
the various advantages and disadvantages of the two architectures. More experimental re-
sults can be found in AppendE& As noted in Sectio®.1.2 the XOR-network requires
two ATE channels, hence the number of bits representing VTD will be double the number
of clock cycles representing TAT. The add-on-xDistr requires only one ATE channel, and
therefore, the VTD equals the TAT, which is given in ATE clock cycles. In the figures
shown in this section “XOR-netwonk()” denotes the XOR-network when used for a test
bus width ofw; and “add-on-xDisti,a)” denotes the add-on-xDistr when used for a test
bus width ofw and a frequency ratio @f.

Compression ratio The variation in compression ratio with the increase thds anal-

ysed in Figures.15 For core s38417, Figuig 15(a)shows the influence of &b on the
compression ratio when different valuesmwére considered. Since the compression ratio
for the XOR-network is directly related to the percentage of temporal pattern lockouts
(%t pl), Figure6.15(b)shows their variation when &b increases. It is interesting to note
that there is an improvement in compression ratio with the use of a gneatewever,

the % pl increases as well. This is due to a greater number of care bits which have to
be justified through the XOR-network whanincreases. At the same time, however, the
number of WSC loads decreases for greatsr e.g., for core s38584 with éb= 17.19,

there are 53599, 26923, 21983, 13585 WSC loadw/fer8, 16, 24, and 32 respectively.
Hence, as long as the decrease in the number of WSC loads is greater than the increase
in %t pl, there is an improvement in compression ratio when increagiagjillustrated in
Figure6.15(a) Figure6.15(c) shows the influence at and % b for a = 6 on the com-
pression ratio attainable with add-on-xDistr. What is interesting to note here is that, even
though the compression ratio decreases whehi#creases, it is approximately constant
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Figure 6.15. Compression ratio and temporal pattern lockout

for all the values ofv for a givena. This is due to the runs of '0’s based coding scheme
used with theadd-on-xDistrarchitecture and the fact that the proposed architecture does
not destroy these runs of '0’s. The influence of the three variables on the TAT is analysed
next.

Test application time The TAT for the two architectures is analysed in Fig6r&6

Since in the case of the XOR-network, the VTD is twice the TAT, the VTD is also plotted
in the figure. Figurés.16(a)shows how VTD and TAT vary withv for core s35932. As

also noted previously, the compression attainable by add-on-xDistr is almost constant for
differentw’s for the same. On the other hand, the XOR-network has different VTDs and
TATs with the variation ofv. In this particular case the TAT obtained with XOR-network

is smaller than the one for add-on-xDistr whep> 16, however, the VTD is greater. This
varies depending on the circuit,and %cb. Two cases are illustrated with Figur@4.6(b)
and6.16(c) For example, for core s35932 in Figusel6(b) the TAT and VTD obtained
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Figure 6.16. Volume of test data and test application time

by add-on-xDistr fow = 32 anda = 6 are overall smaller than both the TAT and the
VTD obtained by XOR-network for the sarme While for core s38417 in Figuré.16(c)

for w= 32, the VTD and TAT obtained with add-on-xDistr is greater than both the VTD
and TAT obtained with XOR-network. Even though, the two architectures have different
behaviours whew varies, ifa = 6 andw = 32 the TATs are similar. It is also interesting

to note that the TAT and VTD tend to have a steep fall falPin the first half of the
considered %b interval. However, for the second half the curve is almost linear. This is
contrary to the compression ratio behaviour, which tends to decrease in a linear manner
(see Figure$.15(a)and6.15(c). This is due to the steep decrease in the compacted test
set size as illustrated in Figuéel4 Therefore, the system integrator could consider using
controlled compaction to reduce TAT and VTD regardless of the employed compression

architecture. The analysis with respect to area overhead is given next.
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Area overhead To give an estimation of the area overhead variation witlfsynopsis
Design CompilerI33 has been used. The results for core s38584 in technology units for
the IsilOk library are tabulated below.

w:\8\16\24\32\

XOR-network| 370 | 698 | 1023| 1570
add-on-xDistr| 1886 | 1813 | 1813 | 1742

For the XOR-network based architectures, the area overhead is linearly dependent on
the size of the test bus. This is because, in order to ensure good TAT and VTD, the
XOR-network has been chosen with an average (&£ inputs driving one XOR-network
output. For add-on-xDistr, however, the changes are negligible. This is because by in-
creasingw, the size of the WSCs get smaller, and hence, the size of the counter which
accounts for the length of the partition decreases, while the size of the counter which
accounts for the cardinality (height) of the partition increases (see Sé&cH#pn

Power dissipation The influences ofv anda on the power dissipation are analysed
next. Firstly it is interesting to note that due to the usage of maximum two WSCs at any
time, the add-on-xDistr architecture can considerably reduce power dissipation, especially
when the number of WSCs is large. This, despite the fact that the WSCs are driven by
the on-chip test frequency. Assuming the same switching probability and all the WSCs of
the same length, it can be easily derived that the power reduction$adten compared

to XOR-network ispr = w/(2xa). This is illustrated in Figuré.17(a)for differentw’s.
Hence, while the add-on-xDistr has almost constant TAT and VTD for different values
of w, it can considerably reduce power dissipation when increasinglso, the power
reduction is guaranteed far> 16. Forw = 8, reduction is attainable only for < 4. An-

other notable observation is the power profile of the two architectures. This is illustrated
in Figure6.17(b) It can be easily seen that while the XOR-network has almost constant
number of transitions, the add-on-xDistr tends to have short periods of higher number of
transitions. These, however, considerably smaller than the XOR-network’s ones. This is
due to the WSCs inputs generated by the two architectures. The XOR-network generates
the WSCs inputs with almost random properties, hence the transition probability is high,
while the add-on-xDistr generates runs of '0’s with lower transition probability.

8How this formula has been derived is illustrated in Appertglix
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Figure 6.17. Power dissipation

To summarise, while the proposed architecture anckt@R-networlarchitecture ob-
tain often similar VTD, TAT, and power dissipation values, the main advantages of the
proposed architecture ar¢i) easy design integration, due to almost constant TAT and
exploitation of the core wrapper desigfi;) reduced scan power even though the scan
chains are driven with the on-chip test clock, and not with a slow clock as in the case
of XOR-network and (iii ) the architecture is self synchronous, requiring only one test
channel, unlike th&XOR-networkwhich requires two test channels.

6.4 Concluding remarks

This chapter has analysed the TDC approaches for multiple scan chain cores and proposed
a new integrated solution which combines a new test data decompression architecture with
the features of the core wrapper design algorithm proposed in CHaptising TDC, the
proposed solution reduces the ATE bandwidth requirements and the volume of test data.
Further, by exploiting the core wrapper design features, it decreases the control and area
overhead and provides seamless integration with the design flow. In addition, it reduces
power dissipation during scan and it eliminates the synchronisation overhead with the
ATE. Hence, the proposed integrated solution provides an effective low-cost methodology
for testing core based SOCs.



Chapter 7

Conclusions and future research

directions

With the ever increasing demand for smaller devices and the requirement for shorter times
to market, system-on-a-chip (SOC) becomes the driving force of the semiconductor indus-
try. However, due to embedding cores from different intellectual property (IP) vendors,
testing these SOCs can become the bottleneck of this new paradigm. In addition the high
complexity of the chips requires expensive test equipment which leads to high test costs.
Therefore, if the test issues raised by the SOC paradigm are not addressed, the advantages
of core based SOC design are diminished.

Based on a cost of test analysis, this dissertation has identified a humber of factors
which need to be reduced in order to contain the cost of test. These include: the volume
of test data (VTD), the number of pins for test, the bandwidth and the cost of test equip-
ment. In addition, considering a core based SOC environment requires that the system in-
tegrator uses only basic core information and refrains from modifying the core’s internal
structure or test methodology. The above factors have been addressed and viable solutions
which contribute toward low-cost test in core based SOCs have been provided. The main
driver behind this dissertation has been test data compression, a test resource partitioning
scheme, which in addition to reducing the VTD can also reduce the bandwidth require-
ments. The efficiency of the proposed solutions has been demonstrated using academic
and industrial benchmarks. An analysis of the contributions presented in this dissertation
is given next.
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In Chapter3, a compression method called Variable-length Input Huffman Coding
(VIHC) has been proposed and using extensive experimental results shown that it can
improve the parameters of the test data compression environment (TDCE): the compres-
sion ratio, area overhead and test application time (TAT). This is achieved by accounting
for the multiple interrelated factors that influence the TDCE’s parameters, such as pre-
processing the test set, the size and the type of the input patterns to the coding algorithm,
and the type of the decoder. With small VTD and small TAT, the proposed solution for
test data compression/decompression reduces two of the three low cost test parameters:
VTD and bandwidth requirements. Hence, the proposed solution contributes toward low
cost SOC test. In addition to the above the VIHC decoder exploits the frequency ration
between the on-chip test frequency and the ATE operating frequency. This leads to de-
coupling the ATE from the device under test. This is due to the fact that the entire on-chip
decoder is driven only by on-chip test clocks, and the data synchronisation is performed
using an on-chip generated clock. This clock, has to be active only once in the ATE clock
cycle, easing the clock synchronisation between the chip and the ATE, hence decoupling
the ATE from the device under test.

Due to test resource partitioning in general, and test data compression in particular,
synchronisation between the ATE and the on-chip decoder is required. This is especially
important when the operating conditions of the on-chip decoder cannot be fulfilled as
illustrated in Chapted. Hence, synchronisation overhead is introduced which reduces
the benefits of exploiting the frequency ratio between the on-chip test frequency and
the ATE operating frequency. This issue has been addressed and a reduced pin count
test method has been proposed which in addition to providing a complete scenario for
SOC test when multiple single scan chain cores are targeted, is generic, scalable and pro-
grammable. Hence, it is easy integrable in the design flow, as no restrictions are imposed
on the system integrator. Therefore, an efficient reduced pin count test solution has been
proposed, which leads to low VTD and low TAT without any constraints or changes to
the test or interface equipment when single scan chains cores are targeted.

Efficient usage of test resources becomes an important issue especially when these are
critical. This is the case for the ATE memory, which directly influences the cost of the
ATE. In Chapteb the test data stored in the ATE memory is analysed usetess memory
is identified as the source for the trade-off between test bus width and VTD in multiple
scan chains-based cores. To eliminate this memory, in a resource efficient manner, a
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new test methodology has been proposed, which based on employing wrapper scan chain
partitioning in core wrapper designs and exploiting ATE memory management features
can obtain considerable reduction in useless memory. Hence, the proposed methodol-
ogy demonstrates that with the advent of the new generation ATES, which allow greater
flexibility and provide memory management capabilities, methodologies complementary
to test data compression can be used to reduce the VTD, and hence the cost of testing
complex SOCs.

Finally, Chapter6 provides an integrated test methodology for core based SOC by
combining the solutions proposed in this work. The proposed methodology reduces the
ATE bandwidth requirements and the VTD. Furthermore, by exploiting the core wrapper
design features, it decreases the control and area overhead and provides a seamless in-
tegration with the design flow. In addition, it reduces power dissipation during scan and
eliminates the synchronisation overhead with the ATE. Therefore, the proposed integrated
solution provides an effective reduced pin count low-cost methodology for testing SOCs.

This research has shown that test resource partitioning facilitates a low-cost SOC test
methodology, however, as also emphasised throughout the dissertation, care must be taken
to ensure that all the factors which drive the cost of test are accounted for. If some of the
factors are ignored, solutions which lead only to a partial low-cost test strategy are devel-
oped. Therefore, the compression method proposed in Chapters at simultaneously
improving the TDCE parameters, and the distribution architecture proposed in Chapter
not only reduces the synchronisation overhead between the ATE and the SOC, but also
leads to TAT reduction. In addition, the novel test methodology, provided in Chapter
which targets useless memory reduction aims at reducing the VTD and minimising the
control overhead on the ATE. Finally, the integrated core wrapper design and test data
compression solution for core based SOC test, provided in Chéptacilitates reduc-
tion of VTD, TAT, synchronisation overhead, and power dissipation whilst it provides
seamless integration with the design flow.

Due to the reduction in feature size and the necessity to increase chip dynamics in
order to identify new faults, providing data at high speeds to the chip under test becomes
critical. This, however, by containing the total power dissipation of the chip in order to
avoid destructive testing. The methodologies proposed in this thesis provide a possible
scenario which accounts for the above requirements. However, due to the DFT depen-
dency on scan to deliver the test vectors, the volume of test data will continue to increase.
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To cope with this issue, and to maintain a high compression ratio, it is expected that area
overhead requirements for the VIHC scheme will increase. Also, due to the different fea-
tures of the test set, one can envision a programmable VIHC decoder which can be tuned
for best performances depending on the features of the test set. Therefore, it is anticipated
that the methods proposed in this dissertation, and validated on academic and industrial
benchmarks, will scale to large industrial designs with small penalties in area overhead.

7.1 Future research directions

Based on work performed in this dissertation, a number of future research directions
which will contribute toward low-cost test are briefly outlined next.

Improving test data compression through test set transformations As illustrated in
Chapter3, an efficient mapping and reordering algorithm can lead to significant improve-
ment in compression ratio due to enhancing the properties exploited by the runs of '0O’s
based compression schemes. In addition, an important conclusion from the comparison
performed in Chapted (see Sectiorb.3.2on Pagel39) is that even if the test sets are
compacted there is still a considerable amount of compression. However, the two ar-
chitectures considered in the experiment suffer from reduced compression ratios when
the care bit density is considerably increased. This can be also attributed to the static
compaction heuristic used in Sectiér8.2 since it does not account for any of the par-
ticularities of the two methods. Hence, the implications of test set transformations in
correlation with test data compression requires further investigation.

Programmable core wrapper and test access mechanism desigrt has been shown

in Chapter5 that core wrapper design can be used in contexts different than the traditional
“minimising TAT”. Therefore, it would be interesting to assess the potential of consider-
ing, for example, programmable core wrapper designs, which can dynamically switch
between different wrapper scan chains configurations. In addition, as also illustrated in
Chaptels tunning core wrapper design for different aims can lead to properties which can
further exploited. For the UMA problem targeted in Chagethe core wrapper prop-
erties have been exploited by the test vector deployment procedure. Therefore, it should
be investigated whether a more efficient way of exploiting core wrapper properties is to
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embed them into test access mechanism design algorithms.

Power conscious high speed test using low-cost testeradvances in ATE technolo-

gies made available test infrastructures like low-cost DFT tesfslfl, 153, which

are not only specifically build to exploit DFT features but also support multi-site test.
Multi-site test is a test technology which allows testing of multiple systems in parallel. In
order for this technology to be efficient, reduce pin-count aware DFT methodologies are
required. An increasingly important issue is the testing of high speed cHipJiese
require data delivery at very high frequencies while containing the total power dissipation
during test. In addition, with the increased gap between ATE bandwidth availability and
SOC test speed requirementd], providing data at high speeds to the SOC using a small
number of pins becomes a critical point in facilitating high speed test. Therefore there is
a conflict between the limited number of ATE pins and the high frequencies required for
high speed test. The test data compression methodology provided in this dissertation, by
driving the cores with the on-chip test frequency, has the potential to increase chip dy-
namics leading to at-speed structural test without the problems imposed by the traditional
slow/fast clock approachLp4 and using a reduce pin-count strategy. Therefore extend-
ing test data compression to power conscious high speed test using low-cost testers, needs
further investigation.



Appendix A

Core level DFT

In this appendix core level design for test (DFT) is briefly introduced. To facilitate core
based SOC test, the core vendor must augment its IP with test features. The design process
which embeds test features into a core is referred to as DFT. The main purpose of DFT is
to increase the controllability, i.e., the ability to control the nodes within the circuit, and
the observability, i.e., the ability to observe the nodes within the circuit. Two well known
DFT methodologies are illustrated in this appendix: scan based DFT and built-in self-test
(BIST) based DFT.

Scan based DFT A core can be generically viewed as illustrated in Fighiré(a). The

core in the figure has inputs notedis...in and m outputs noted;...oy. The core
comprises the combinational logic (shown in the figure with the combinational logic
block (CLB)) and the sequential block (shown in the figure with the flip-flops (FF) —
FF1...FFsts). The outputs from the CLB into the FFs are also referred to as pseudo-
outputs po); the outputs from the FFs into the CLB are referred to as pseudo-ingijits (
These are marked in the figure wigo; ... posss and pis ... pisis respectively. While

there is control of the inputs and observation of the outputs of the core, there is no con-
trol or observation of the memory elements. Increasing the control and observation of
the memory elements is achieved mainly using scan based DFT. Scan based DFT implies
transforming the FFs in the figure into a chain of elements, in which each FF is replaced
with a scan flip-flop (SFF) or scan cell. The new core with embedded scan DFT is il-
lustrated in FiguréA.1(b). The chain of SFFs is also referred to as a scan chain. There
are various types of scan cells, e.g., multiplexed scan cell, double latched scan cells, level
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Figure A.1. Scan based DFT

sensitive scan latche86, 38. The one illustrated in the figure and considered during
this dissertation is the multiplexed scan cell. The multiplexed scan cell comprises a mul-
tiplexer and a FF. The SFF has two data inputs: the pseudo-output and the scan input, and
two data outputs: the pseudo-input and the scan output; a control digrehd the clock

signal €lk). The chain of SFF is constructed by connecting the scan output of one SFF
to the scan input of the following cell as illustrated in the figure. Applying a test vector
using scan based DFT implies three stepgsscanning-in the test vector (i.e., ttreis set

to 1, the data is loaded from the scan inpitinto the scan chain formed by SFFsfifis

clock cycles)j(ii) capturing the circuit response (i.&c,is set to 0, the data is loaded from

the pseudo-outputs of the CLB in 1 clock cycle); giid) scanning-out the test responses
(i.e., similar to scan-in where the circuit responses are scanned-out). It should be noted
that the last step is performed simultaneously with the first step, where new control values
are loaded. The amount of time needed to perform the above procedure for all the test
vectors in a test set is referred to as test application time (TAT).

Scan forms the foundation on which most other DFT techniques are built. Scan based
DFT increases the controllability and observability of the device, making the core more
testable, at the expense of penalties in area overhead and performances. Considering
the area overhead and performance penalties as constraints leads to partial scan designs,
where only part of the FFs are transformed into SF& 838]. Since, with the increase
in the length of scan chains, the TAT increases as well another scan based DFT variant
is multiple scan chains (MSCs) based desig 8. A MSC design is illustrated in
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Figure A.2. The long SSC was split inte smaller scan chains. In order to keep the
figure simple, the scan chains are represented as bars. In the figure the corefhas,

m outputs and scan chains; ... Ss. Each scan chain has its own scan-input and scan-
output. For examplesi; andso; are the input and output for scan ch&nrespectively.

If all the scan chains have equal length, then they are referred to as balanced scan chains.
Otherwise, they are referred to as unbalanced scan chains. Having more scan chains, more
data can be loaded in parallel, and hence the TAT is reduced. It is assumed in this thesis
that cores come with both single and multiple scan chains DFT.

Another issue raised with scan based DFT is the scan power dissipation, i.e., the power
dissipated during shifting the data in and out from the scan chain. As can be seen in
Figure A.1 the output of the FF is connected directly to the pseudo-input of the CLB.
Hence, whatever data is loaded into the FF will be also available at the pseudo-inputs of
the CLB. If, for example, in two consecutive clock cycles, the data fppms “0” and
then “1”, this will cause a transition, from “0” to “1”, at this pseudo-input which can cause
further transitions in the CLB. These transitions cause power dissipation in the CLB. Due
to the high number of circuit nodes where a transition can occur and due to the long scan
chains in complex designs, the scan power dissipation becomes an increasingly important
parameter which directly influences yield. This is because chip packaging was designed
considering functional requirements in mind, long periods of high switching activity will
lead to chip over heating, and hence, to destructive testing. The yield loss leads to cost
increase, since good chips are then thrown away. In the following paragraph BIST DFT
is addressed.

BIST based DFT The main idea behind BIST is to have a test pattern generator (TPG)
providing a set of test stimuli to the CUT, and a signature analyser (SA) computing a
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signature, or a good/bad decision, from the test responses. A typical BIST structure is
illustrated in FigureA.3. Both, the TPG and the SA are on-chip. The TPG generates,
for a number of clock cycles, a set of test stimuli with random properties. These are then
applied to the CUT, and the test responses are analysed using the SA. If the computed
signature differs from a fault free signature, then a fault was identified. The most common
BIST setup is to use a linear feedback shift register (LFSR) as a test pattern generator, and
a single input signature analyser (SISR) or a multiple input signature analyser (MISR)
as a SA B6, 38]. There are essentially two types of BIST DFT: scan based BIST and
embedded BIST DFT. Scan based BIST, uses the BIST methodology for the scan-inputs
and scan-outputs of the core. Embedded BIST uses the BIST methodology within the
core (mainly on the data-path of a design, i.e., the part of the design compounded of
adders, multipliers) and at its inputs and outputs. A core which comes with BIST can be
either “BIST-ready” or “BIST-ed”. The former implies that the core provider prepared
the core for BIST. The latter is a BIST-ready core where the TPG and SA are embedded
within the core. If not stated differently, BIST will refer to scan based BIST as introduced
above. With respect to the type of test applied to the core, BIST can be pseudo-random
or deterministic. The former implies that the TPG is allowed to run freely for a given
number of clock cycles; the latter implies that the TPG is controlled using techniques such
as “bit-flipping” [100, 155, “bit-fixing” [ 101], “re-seeding” [L56 and “pattern-mapping”

[157] in order to generate deterministic test vect®8, [L04, 36, 38]. When the two are
combined, mixed-mode BIST solutions are derived. It should be noted that, unless stated
differently, the term deterministic BIST will also refer to mixed-mode BIST.



Appendix B
VIHC decoder’s implementation

In this appendix gate level implementation details for the Variable-length Input Huffman
Coding (VIHC) scheme provided in Chapt8y including the synthesis and gate level
simulation processes, are given. The tools and their employment in the implementation
process are detailed below:

o firstly, the behavioural described VHDL code has been synthesised using Synopsys
Design Compiler 133 for the Alcatel Q5u technology library (MTC35000);

e secondly, the gate level VHDL has been simulated using the ModelSim HDL Sim-
ulation tool [L58].

As noted in Sectior8.3.], the proposed VIHC decoder has two parts: the Huffman
decoder (Huff-decoder) used to identify the Huffman code and the control and generation
unit (CGU) used to generate the current pattern and to synchronise with the Huff-decoder.
A schematic of the decoder comprising these two parts is given in FigjdreThe two
units have been implemented and simulated for Exar@dlésee Pagdl). Hence, the
Huff-decoder has 4 states and the CGU has been designed for a group size of 4. The
decoder has been synthesised for a clock period constraint mé 5The simulation has
been performed for a clock period of 50 and 180 The frequency ratiod) has been
considered 2.sys_clkrepresents the internal chip test clock daoh_clkrepresents the
clock used to generate the clock for the Huffman FSM. The other signals in the figure
will be detailed as necessary. The Huff-decoder is illustrated in FiBltand the CGU
in FigureB.3.
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Figure B.1. VIHC decoder

The Huff-decoder has been implemented using a Mealy FSM (i.e., the output of the
FSM is dependent on the current state and the input signal), which will guarantee that
the output of the FSM will be available in the sarfsen_clkclock cycle. In the case
of the CGU, a normal counter has been used, and the load control FSM (see FRjure
on Page5l) has been implemented using a Moore FSM (i.e., the output of the FSM
is dependent only on the current state), hence the output of the FSM will be available
only after one internal clock cycle. The counter has been driven using a non-overlapping
clock derived from the chip test clock. The load control FSM has been driven using a
clock delayed with 1swith respect tesys_clk This delay will guarantee that the load
control FSM will catch thésm_clkon '1’, hence changing the state fra® to S; (see
Figure3.8(c)on Pagebl) when required.

In addition to the signals noted in FiguB8 (see Pag®l) for the CGU, theo xx
signals have been used to capture internal signals easing the simulation and debug process.
Also, in addition to the area overhead requirements given in Se8t®d, three more
latches have been added to the design. One foditmeignal coming from the ATE into
Huff-decoder (see FigurB.1) and two for thes_codeandate_syncsignals in the CGU
unit (see Figurd.3). The first latch has been added to ensure that the output of the Huff-
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Figure B.2. Huff-decoder

decoder will not change whilsite_synds low, hence guaranteeing that the CGU will

load the correct values once the current pattern has been generated. This latch is active
whensync_fsm_clks '1’. The other two latches have been added to eliminate glitches.
Glitches have been generated by the Huff-decoder whilst changing state and the counter
while decrementing. The former has been eliminated by inserting a latch fo thede

signal active whefism_clkis '0’, leaving enough time for the output of the Huff-decoder

to reach a stable state. For the latter, a latch was introduced @atehgyncsignal, also

active wherfsm_clkis '0’, since the Huff-decoder must be halted only after the code has
been identified. Hence, while parallel decoders have the advantage of working in two
clock domains, the communication and synchronisation between these two domains must
be accounted for, and therefore the addition of these latches. The advantage of having the
two decoder units working in different clock domains is that it can decouple the ATE from
the on-chip decoder — i.e., tiiem_clksignal is the one that drives the entire architecture;

as long agsm_clkis generated such that valid data is loaded into the decoder, data can be
generated to the on-chip core with the on-chip test frequency. This is further detailed with
the gate level timing diagram given next. Note that the schematics have been generated
with the Synopsys Design Compiler.



158

1 40 1 1o0us| Ajtssantun uojdueuinog  :Aueduos JBBCEOLL  ABolouusst
Z807/8E/11  :83ep TieTouDy | ned :JsuBrsap usj—auks  :uBrsap

< Jrro-usy

b |

r weas [

— p—— za1 T4
—_— A e 18:z1uTP
— | [wrexad] )
za1 re wzad [
sra—usy—auks < S
oy d aN
aN | wras y
J B —
<p-sira-s4s
H1atueas Ty - | Oﬂ

ajeys—o0 A
TN
peoro < OA_
TN
0uaz=s1m0 < A
dA
m:u\mTDAH_‘\A_L
zL N

carsin
| kx|

Wzad

ttiuin

ta:211un03-0 &} (113unn0m [
N ] !
wzad || <

apoa~s1—1-0

meiJE\DAH_‘\éQl
N

N

4
<
]

I Oﬁ < rasas

< Jretoads=st

soir3
A2 < rro-shs
auksmare <p——0 |
N

Figure B.3. Control and generation unit (CGU)



159

reset | |
din |0 Xl XX Xl XX XO Xl XX XO Xl XO
syselk [JTUUTUUUUUUIUUT U UUUvvriyuvrvvuuj Ui vy ooy
syselk d [TUUTUTUUUYYU U UUU VU U Ui rv oy v v u i L
aeck | LT Ty L L
(eI 1
e I 1 1
ate_sync ML L T L[] |
dout [] 1 M [ [ []
scan_clk Il I 8
special M LL [ L
is_code | [ ] [ L \ [ M1
o_load [ M [l [l [ [l [l [l [l
ostate [ ] [ M [l [l [ [l [l [l [l
HHMH‘SOOH“HHIHHMH‘ISOHHMH‘HHMH‘ZSOHH‘
[554ns |96 ns
Entity:test_dec Architecture:testbench Date: Mon Dec 02 14:35:27 GMT 2002 Row: 1 Page: 1
Figure B.4. Gate level timing diagram for the example given in Figure 3.2(d)

With the synthesised gate level design, a gate level simulation using ModelSim has
been performed. The gate level timing diagram is given in Fidg#e The figure cor-
responds to the simulation when the chip test clock period issb0ro ensure that the
Huff-decoder is in a stable state after reset, the code “000” has been fed into it. This
brings the decoder in state “S0” (see Fig@t& on Pagebl). After these three bits, the
compressed test set from Examplé (see Pagé1l) has been inserted. The first output bit,
corresponding to the referred example, is at the sevisnthclkcycle. The difference be-
tween the moment when the codeword was identified and when the first bit of the pattern
is generated is marked in the figure at 3&nd 650ns. It can be seen that the difference
between the two is 98swhich is~ 2 sys_clkcycles. Note that this corresponds to the
timing diagram given in Figur&.9 (see Pag®&3) where the CGU generates data after
two on-chip clock cycles. It should be also noted thatsywec fsm_clkthe clock used to
drive the Huff-decoder, is low when the CGU is not capable of loading the binary code,
since it is busy generating the previous one. This is the time window between 15and 1
us Since in these clock cycles, the ATE is notified by #te_syncignal to stop sending
data, a “X” was assumed dafin as illustrated in the figure. It can be also observed that
there are some glitches on thte_syn@andis_specialsignals. These, however, will not
affect the functionality of the unit, since they happen after the data on these lines has been
used (i.e., the glitch oate_synds on the falling edge ofsm_clk however, to affect the
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generation of theync_fsm_clikt has to happen on the rising edge). Also plotted in the
figure are theo_loadando_statesignals from the CGU. These two are essentially the
driving mechanism behind the decoder, as they ensure the synchronisation between the
Huff-decoder and the CGU and correct pattern generation. Another important point is the
dependence of the architecturefsm_clkand not on thate_clk This leads to relaxing

the timing requirements on the ATE, since the data can be captured anywhere in an ATE
clock cycle.



Appendix C

Distribution architecture’s

Implementation

Chapterd proposed a distribution architecture for synchronisation overhead reduction. In

this appendix additional timing diagrams and the schematics for the distribution archi-

tecture are provided. The diagrams illustrated in Figdreéand FigureC.2 are for the

compressed test setsandt! used in Sectiod.2 (see Pag@3). These have been provided

to illustrate the occurrence of the stop clock cycles for the corresponding compressed test

sets.
my=4 o=2:1 A/F /_,,—-—startingfrombit4inT:‘
0,-"/ 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
ATE clock ' STOP STOP
A/ . —
CI (Huff-decoderk O 0 1 1 1 1 0
PG (CGU) 0 X 1 0o X o X o X o0 ®o Xo X oX orXo
pattern 01 pattern 0000 pattern 0000
17 18 19 120 ! 21 2 123 24 25 26 127 128 129 30 ! 31 32 33
ATE clock STOP
CI (Huff-decoder 1 1 1 0 1 0
i \ :\\ i i \
PGl (o ¥o ¥o 0o Xo Xo X1 o Xo ¥o Xo Ko Xo )
pattern 0000 pattern 0001 pattern 0000 ‘m
Figure C.1. Timing diagram to illustrate the stopping of the data stream for t0
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Figure C.4. The distribution unit

To illustrate the changing of the active code identifier (Cl) when the pattern generator
(PG) is not capable of loading the newly detected code, a generic timing diagram for the
distribution architecture is given in Figu@ 3 considering the next time frame of interest
from Example4.2 (see Sectiod.2.2on Pager?)

Similar to AppendixB, the distribution architecture has been synthesised using Syn-
opsys Design CompiledB3 and the Alcatel MTC35000 technology library, and the gate
level design simulated using ModelSih58. The schematic for the distribution unit is
given in FigureC.4, and the gate level timing simulation in Figu@e5. The schematic
and the gate level simulation have been performed for the compressed test set given in Ex-
ample4.1(see Pag&5). The design has been synthesised for a clock period oEadd
simulated for clock periods of 50 and 168 The timing diagram illustrated in Figuf@5
is for a clock period of 5(hs. The frequency ratio has been considered 2. The signal’s
notation is consistent with the one given in AppenBix The dout_busscan_clk _bus
ate_synandfsm_clk_outare the outputs of the two decoders, noted Withand (1), in
the timing diagram, respectively. To ensure that all the decoders in the distribution archi-
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Figure C.5. Gate level timing diagram for the example given in Figure
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tecture reached a stable state before they start processing the composite test set, the signal
init_decoderdas been added to the distribution architecture. For the considered example,

while this signal is active, all the decoders are receiving data. Similar to the AppBndix
the codeword “000” has been fed into the decoders. This is illustrated in F&yGifer
the first thredsm_clkcycles. Note that the changes in fisen_clk_outines, are consis-

tent with the generic timing diagram provided in Fig@e (see the time frame between
lusand 150@sfor the first change ifism_clk_outconsistent with the change of active

decoders in Figur€.3at clock cycle 4).



Appendix D

Useless memory and test bus width
relationship

In this appendix useful explications and additional results are provided for Chapter
Firstly, the reasoning behind relaxing the upper bound onhs is given. Secondly,

an interesting particular case observed when the memory requirements obtained with
MUMA with np= 2 are greater than FF§]. Finally, more results are given to il-
lustrated the influence of pin-group granularity on the proposedlA whennp= 2.

D.1 Upper bound onwia

As noted in Sectiorb.5, the wnax determined using the formula provided i67]

() = et 2

core with fixed-length scan chains. In the above formsldenotes the number of scan

1) will not guarantee that the minimum TAT is obtained for a

chains,S§ denotes the length of the scan chains, afnd represent the number of in-
puts/outputs respectively. Note that, for the remainder of the sectior Srijastenotes
max;_i5{Sj}, andwi . denoteSNEZ)](. Also note that unless stated differently the term
scan chains will refer to fixed-length scan chains, and it is assumed that the design has at
least one scan chain.

1Some of the findings in this section have been derived based on a correspondence with Vikram lyengar,
the main author of§7]
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36FF
40FF
40FF
60FF

Figure D.1. Example of unequal scan chains

Considering a core with four scan chains of length4840 and 60, four inputs and
four outputswi,., = 3. However, it can be seen that a minimum TAT of 60 is obtained
for wmax= 4. Hencew; ., does not guarantee minimum TAT. It should be noted that as
introduced in $7], wi ., was the minimum test bus width for which the minimum TAT is
obtained. For the experiments performed in Chapt&érwas more important to ensure
that the entire core wrapper solution space is explored, than to detengiesuch that
it is the minimum test bus width for which the minimum TAT is obtained. In addition,
the core wrapper design problem with fixed-length scan chains is NP-hard, hence, the
minimum test bus width core wrapper design solution which attains minimum TAT is also
NP-hard. Therefore, in the following the bounds ¥gy.x are derived, i.e., the minimum
and maximum values af (test bus width) which ensure that minimum TAT is obtained.

Itis clear that if flexible-length scan chains are available, then the bound giveid|in |
is correct. Actuallyw;,,, denotes the lower bound for fixed-length scan chains, since it
represent the best case scenario for fixed-length scan chains. Hence,

Whax < Winax < Waax (D.1)

wherew? . is the sought upper bound.

To determinen?,,,, in the following the worst case scenario with respect to test bus
width is analysed. In the worst case scenario, the scan chains cannot be combined and the
resulted core wrapper will hawWSCs with the TAT given by m&)§}. The question is
how many more WSCs are required for the core’s primary inputs. Starting from the above
conditions,n primary inputs (assuming that> m) must be distributed within the 'holes’
generated by theWSCs. This s illustrated in Figui®.1 for the core specifications given
above, where the holes are marked with gray shades. The number of holes is given by the
difference between the rectangle’s area and the sum of scan chains.
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Let's note "
D=smax{S}- % § (D.2)
=1

the number of holes. It is interesting to note tiats actually the useless memory as
introduced for core wrapper designs in Secttod.1 Hence, ifn < D, then no more
WSCs are required to obtain the minimum TAT, which will thenrbigrar = max{S;}.
Hence,

W2 = S,whenn< D (D.3)

However, ifn > D, then (#{gj}} WSCs must be added, in order to ensure a minimum

TAT of minrar = max{S; }.

Hence,
n—D

Woax= S+ (W{Sj}

1,whenn>D (D.4)

The above equation transforms as follows:

n—D

—-D
W = gif[ NP g NP D5
max + (max{Sj}1 =S+ max{S;} + (B-5)

n+sY% .S

2171 ] +1
max{S; }
Hence, to summarise,
WE o < Winax < S if max{n,m} <D, (D.6)
max{n, m} + szl SJ .
WE o < Winax < max{Sj}J +1 if max{n,m} > D.

. . WS . .
Interesting to note that in the second case%]{%lj}‘ is an integer, themvpax €

{WE o W o+ 1}, otherwisewmax= Wi, As also noted in Sectidh.5, it was considered
max{nm}+55,§

thathaX: |V 1/5'2 S

| since this formula comprises both cases.

D.2 UMA(np=2) vs. conventional ATE

It was illustrated in Sectiob.5, that in some cases, the BFBg| heuristic requires less
test bus lines than the FFI3T] heuristic to obtain the same TAT. Hence, if the empty
WSCs are not taken into account, the memory requirements are reduced. Throughout
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Figure D.2. Comparison between FFD [ 56], BFD [57] and mUMA with np = 2 for core
Module26 of SOC p22810 [ 135]

the performed experiments one core has been identified for which using FFD can lead to
smaller memory requirements than usmg MA for np= 2. This is illustrated in Fig-

ure D.2 where the memory requirements are given for FBB,[BFD [57] and mUMA

for np= 2. The figure shows that for test bus widths between 16 and 21, the memory
requirements obtained by discarding the empty WSCs after employing the FFD heuristic
are smaller than the ones obtained using the proped#dA heuristic fornp= 2. How-

ever, this is a particular case as it can be seen in the figure, which has been observed only
for Module26 from SOC p2281ABY. Nevertheless, if the variation in memory require-
ments with the test bus width is compared, the propas&A leads to less than 200k
memory requirements variation, while the FFD and BFD heuristics lead to variations of
up to 1000k. Hence, as also emphasised in Chdptemsidering WSC partitioning in

the core wrapper design process reduces the trade-off between test bus width and memory
requirements and consequently between memory requirements and TAT.

D.3 ATE pin-group granularity constrainted mUMA

Section5.5 (see Pagd 05 showed that when ATE pin-group granularity is considered,
the performances of thmUMA heuristic may be affected. In the following more exper-
imental data is presented to illustrate that the influence of pin-group granularity is small,
and in some cases negligible.

The results for the cores specified in Tabld and5.2 (see Sectiorb.5 Pagel05
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w=3_8 w=16 w=32
Core || min g=4 min g=4 |g=8 min g=4 |g=28 g=16
s13207| 163333| 164964| 163100| 164032| 171488| — -

s15850| 57434 | 57528 || 57434 | 57904 | 57904 | — - -
$35932|| 21216 | 22656 | 21156 | 21696 | 22656 | 21216 | 21216 | 21696 | 22656
s38417| 113288| 114784| 113288| 113696| 114784| 113152| 113152| 113152| 115328
s38584| 161700| 172920| 161040| 164120| 173360| 161700| 162800| 170720| 186560

Table D.1. ATE pin-group granularity constrained WSC partitioning for ISACS89 bench-
marks circuits [ 132]

w=3_8 w=16

Core min | g=4 mn | g=4 | g=38
SOC p22810
Modulel 953775 | 1039340 - - -
Module21 || 574275 | 574740 - -
Module26 || 2148289 | 2169104 || 2193358 2215440| 2215440
SOC p34392
Module2 || 4636794 | 4675344 | 4636794| 4669176| 4675344
Modulel0 || 2206440| 2206440|| 2591886| 2827512| 2923760
Modulel8 || 5055570| 5152420 - - -
SOC p93791
Module6 || 5292604 | 5408144 | 5292604| 5408144 | 5408144
Module20 || 3186560| 3186560| 3186560| 3186560 3354624
Module27 || 2865248| 2879904 | 2865248| 2912880| 2923872

Table D.2. ATE pin-group granularity constrained WSC partitioning for ITC02 bench-
marks circuits [ 135]

are tabulated in Tabld3.1 andD.2 respectively. The tables list, for each core, the min-
imum memory requirementsnin) obtained usingnUMA for np = 2, and the memory
requirements obtained employingJMA for np= 2 and considering different granular-

ities (@ = 4,8 and 16) for test bus widthsvf of 8, 16 and 32. In the case of ISCAS89
benchmark circuits, cores s5378 and s9234 reach minimum TAT when using a test bus
width of 6 and 5 respectively (see Tallel Pagel06). Therefore, they were not consid-
ered in this experiment. Also, a “~”, in the tables, indicates that the minimum TAT was
obtained for a smaller test bus width than the one given by the column header. Therefore,
the corresponding test bus widths were not considered in the experiments. Analysing the
results, it can be observed that the influence on the memory requirements is small. How-
ever, it tends to increase when the ATE pin-group granularity is increased. For example,
in the case of core s15850 in Talidel, for a test bus ofv = 8, considering a granularity

of g =4 will increase the memory requirements with onl{&% when compared to the
minimum memory requirements obtained for this test bus width mithMA for np= 2
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Figure D.3. Volume of test data variation with granularity for w = 32 for ITC02 bench-
mark circuits [ 135]

(columns 2 and 3 in the table). Similarly, in the case of core s38417 considering a test
bus ofw = 16 and a granularity of = 8, the memory requirements are increased with
1.32% when compared to the memory requirements obtained usifigA for np= 2

with no granularity constraint. It is interesting to note that for core s38417 for a test bus
of w= 32, there is no increase in memory requirements wiend or g = 8 are con-
sidered. A similar behaviour is observed for the ITC02 systems. For example, for core
Modulel10 from SOC p34392 (see Talle?), considering a granularity of= 4 forw=_8

does not increase the memory requirements for this core. In general it can be observed
that with the increase in granularity, the volume of test data tends to increase. However,
this increase is usually small. This is best illustrated in Figuu& where the volume of

test data variation with the granularity for a test bus width of 32 is given. For Module27
from SOC p93791, for example, fov = 32, when the granularity ig = 4,8 or 16, the
increase in memory requirements 3% when compared to the minimum memory re-
quirements for this test bus width obtained witkUMA for np= 2 (reported in the figure

for a granularity of 1). Hence, considering the ATE pin-group granularity constraint in
the core wrapper design has small or even no influence on the memory requirements.



Appendix E

Extended distribution architecture’s

Implementation

Chapter6 proposed an integrated test solution for core based SOC. This appendix pro-
vides additional useful explications and experimental results. These include scan power
dissipation details in Sectidf.1; the implementation details of th¢OR-networkarchi-
tecture and addition results for the multiple scan chains (MSCs) comparison with the
proposedadd-on-xDisty in SectionE.2, and implementation details and gate level timing
diagrams for theDistr in SectionE.3.

E.1 Power dissipation during scan

Power dissipation in digital CMOS circuits is caused by four sources: the leakage current
(determined by the fabrication technology); the standby current, which is the DC current
drawn continuously frorvyg to ground; the short-circuit (rush-through) current, which is
due to the DC path between the supply rails during output transitions; and the capacitance
current, which flows to charge and discharge capacitive loads during logic chdms@es [

The dominant source of power dissipation CMOS circuits is the charging and discharging
of the node capacitances and it is given bgJ:

P=0.5-C_-VZ-E(sW) - fenip (E.1)
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whereC, is the physical capacitance at the output of the node, Vdd is the supply voltage,
E(sw) (referred to as the switching activity) is the average number of output transitions

per 1/ fehip time, andfeyp is the clock frequency. The product Bfsw) and fehip, which

is the number of transitions per second, is referred to as the transition density. In the
following it will be considered thak = 0.5-C,_ - V.2, for convenience.

As illustrated in AppendiA (see Pagé51), with respect to scanning of test data, the
switching activity is due to shifting values into the scan chain. Therefore, the number of
switches within the scan chain can be correlated to the power dissipation during scan as
follows. If ffs represents the length of the scan chain, then at any given moment, there
can be maximunfifs scan cells switching due to the loading and unloading of scan data.
Hence, the maximum scan power is given by:

xDistr power reduction over single scan chain TDC In the following the reduction in
power dissipation obtained with th®istr architecture over a single scan chain test data
compression (TDC) method, when both approaches drive the scan chain with the same
frequency is given.

As noted in Sectiol.2 (see Pagé24), in the worst case scenario there are maximum
two wrapper scan chains (WSCs) active. Considering the total length of the scan chain
[, the length of the first partitioly and the length of the second ohe the scan power
reduction is given by:

Pssc _ Al fchip o |

P — =
' Poistr  A-(li+12) - fenip  11+12

(E.3)

Assuming that there ar@ WSCs, all of lengthm, the power reduction is computed as

PI' _ Inw w

T mm 2

xDistr power reduction over XOR-network TDC To illustrate the reduction attain-
able using the proposedistr architecture over thX¥OR-networlkarchitecture, consider
that the frequency ratio between the on-chip test frequency and the ATE operating fre-
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ffcahté’ and that both architectures drive a core wrapper hawinySCs

of lengthm. As also emphasised in Sectiénl.2 the XOR-networkarchitecture uses

guency isa =

the ATE clock (fae) to drive the core’s WSCs. Using the same reasoning as above, the
reduction in power dissipation is given by:

I:)XOR—network: A-w-m- fae _ w (E.4)
Ppistr A-(m+m)- fehip  2-a

E.2 XOR-network based architecture

The XOR-network architecture based on the method proposetild is illustrated in
FigureE.1for a core with 4 WSCs. The main idea behind the method is to use one data
signal to stream data int8R which will then justify through the XOR-network the care

bits into the WSCs. However, the architecture can run into temporal pattern lockout, i.e.,
the inability to justify the WSC care bits at a given moment — hence one control signal to
halt the WSC load temporarily is needed. Therefore, the architecture requires two ATE
channels. In addition, care must be taken to avoid structural pattern lockout, i.e., when
there are n&Rvalues such that the XOR-network outputs will justify the correct care bits
into the WSCs — since this can affect fault coverage. To account for this problem and to
tune the method for the chosen core based SOC environment, the XOR-network has been
associated to a square matAxw,w) with det(A) # 0. In addition in the implemented
approach a shift registeBRin the figure) has been used, of size The two combined,
guarantee that any pattern can be justified to the inputs of the WSCs regardless of the
care bit density. Hence, the implemented architecture can also be used from the system
integrator’s perspective at the system integration level in IP based SOCs. It is important to
note that the architecture implemented as illustrated above does not replicate the method
as proposed inlf14], but rather it adapts its main idea and tunes it for core based SOC
test. Next the test data compression process implemented for the XOR-network based
architecture is detailed.

Firstly, to ensure that structural pattern lockouts are avoided, a prim polynomial of
degreew has been chosen, and the attached maix[@8] has been constructed. Sec-
ondly, the matrix has been raised to the powemof The obtained matrix is now the
XOR-network attached matriA(= M%W). The values to be shifted in tlf&Rand the time
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Figure E.1. XOR-network based architecture [ 114]

intervals when théad signal needs to halt the load of data into the WSCs has been deter-

mined by solving the linear equations using Gauss-Jordan elimination wh8Rtadues

represent unknowns, i.6SRx A =W, whereW represents the values to be loaded into

the WSCs. This process is illustrated in the following example.

Example E.1 Consider a 4-stage LFSR with the characteristic polynomial giveroy=

x*+x3+ 1. The corresponding attached matrix will be

o O » O

OO +»r O O

Raising the matrix to the power of 4 will give

= O O -

O O O

1
1
0
1

= O O Bk

N

O R B R

AssumeW? = [10xx] andW? = [00x0], the values to be loaded into the WSCs into two
consecutive load cycle, whesestands for don’t care. The corresponding systems of

equations are then:

| SR SR s’ SR |x

R O O Bk

P O Rk R

N

O R KL R

=10 x x|
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1
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| SR SR SR SR |x

R O O B

1
1
0
110

Solving the first system it can be found that there are multiple solutions. Let us con-

sider SR = [1100. Starting from these initial values, after one shift the content of
SR= [SK 110. When theSR values are inserted in the second equation it can be ob-
served that regardless of the valueS:Fﬁ the system does not have a solution. Hence,
one more shift is requireSR= [SR SK 11]. When the newSR values are inserted in
the second equation the solutiorSE = [1011. Hence, starting fron8R two shifts are
required to justifyWv & through theXOR-network

To account for the above, a simple two step greedy heuristic has been implemented.
Firstly, the equations have been solved using Gauss-Jordan elimination. Secondly, the
smallest number of shifts froBR to SR has been determined such that the care bits
in W2 are justified through the XOR-network. Using Gauss-Jordan elimination will give
an upper bound on number of shifts required to justify starting from anySR, hence
reducing the computational time for this step. This is explained next. After the reduced
matrix corresponding to the second equation is obtained, the maximum bit position in
SR used in the reduced Gauss-Jordan matrix represents the maximum number of shifts
required to justifjw/? through the XOR-network. For the example given above, it can be
derived that, the maximum number of shifts from @# to SR is 4. The actual number
of shifts was determined incrementally starting fr&R, as shown in the example.

It should be noted that raising the attached matrix to the power lods been per-
formed to reduce the compressed test set size. While experiments have been performed
for different powers ofM, it has been found that choosingleads on average tw/2
inputs controlling one output. This allows for increased control of the XOR-network
outputs hence reducing the VTD. For example, for a test set witB5%6 care bits for
core s38584 whew = 16, using attached matricé® andM1° yielded compressed test
sets of sizes 239076 bits and 143106 bits respectively. Hence, consitit®ras the
XOR-network matrix leads to clearly smaller test sets.
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Figure E.2. VTD and TAT for s13207

Additional experimental results In the following additional experimental results for

the comparison betweexOR-networkarchitecture and the proposadd-on-xDistrare
presented. Figures.2 E.3 E.4, E.5illustrate the variation in VTD and TAT when the

care bit density (%cb) increases. Analysing the figures, it can be observed that in almost
all the cases the VTD values obtained with the proposed architecture are below the ones
of the XOR-networls ones. The TAT's however, can be also greater then the ones ob-
tained by theXOR-networlarchitecture. It should be noted though that X@R-network
architecture uses two ATE channels whalgéd-on-xDistruses one ATE channel. Hence,

the TAT per channel is comparable and even smaller than the one obtainedX@fe
networkarchitecture. Also note that the spikes in the plotted data at the end of the consid-
ered %cb interval is due to the heuristic used for controlled compaction. It seems that for
certain cores the obtained test sets are larger in size but with a greater amount of specified
bits, when controlled compaction for high valuesBak performed (see Sectid3.2o0n
Pagel39.
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E.3 Gate level implementation of add-on-xDistr

Similar to Appendixe8 andC, theadd-on-xDistrarchitecture has been synthesised using
Synopsys Design Compiled83 and the Alcatel MTC35000 technology library, and
the gate level design simulated using ModelStBg. The schematic for th&Decis
given in FigureE.6, and the schematic for tred-on-xDistris given in FigureE.7. The
implementation illustrated in this section is for Exampl8(see Pag&27). The proposed
add-on-xDistr in Chapter6, is programmable. Hence, it will require a programming
step. This is illustrated with the gate level timing diagram in Figbr&@ The signal’s
notation is consistent with the one given in Append8ixTo provide this programmability
feature shadow shift registers have been used. These are loaded white gnegsignal

is high. As also noted with the distribution architecture illustrated in Appefdithe
decoders required initialisations. This is ensured withriiedecoders The functionality

of the proposeddd-on-xDistrafter this programming step is illustrated with the gate level
diagram in FigureE.9. For the example considered in Exampl& (see Pagd27), the
first partition had to account for the difference between the outputs and the inputs. This
can be noted in the figure with tlxdecoder_1/part_diffow, where for the first 208s the
corresponding counter decrements to 0. Also to note that the correspatdirgync(1)
signal is low, hence the second patrtition is active.
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Figure E.8. Gate level timing diagram for programming the add-on-xDistr for the ex-
ample given in Figure 6.9
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Figure E.9. Gate level timing diagram for the example given in Figure 6.9



Appendix F
Tools and benchmarks

This appendix describes tools and benchmarks used to generate the results in Chap-
ters3, 4, 5 and6. The appendix is organised as follows: in Sectiohthe benchmark
circuits are briefly described, and in Sectidhgto F.5, flowcharts illustrating the imple-
mentation of the in-house tools, and their dependencies are given.

F.1 Benchmark circuits

Throughout the dissertation two types of benchmark circuits have been used: ISCAS89
[132 and ITCO2 [L35. ISCAS89 are academic benchmarks, while ITCO2 contain repre-
sentation of both academic and industrial circuits. The specifications of the benchmarks
are given in Table§.1 andF.2 respectively. In Tablé-.1, for each of the ISCAS89 cir-

cuits the number of inputs, outputs (n), scan chainsgj, the total number of flip flops
(FFs) and the minimum and maximum scan chain lengtfinic/ maxc) are given. In
addition, the table also lists the length of the MinTds}]] dynamically compacted and

fully compacted test sets. The dynamically compacted test set has been used as input to
the compression algorithm, while the size of the fully compacted test set has been used
as reference, for the improvement in test application time (TAT) and volume of test data
(VTD) as shown in Chapte3 (see Sectio3.4).

The ITCO2 benchmarks circuits are briefly specified in Tébg The table lists the
number of inputsif), outputs (), scan chainssf and the total number of flip flop&Fs);
the minimum and maximum scan chain lengttirk./ maxc); the number of test vectors



183

F.1 Benchmark circuits
Core n/m s | FFs | minse/maxc MinTest[13]]
dyn. comp] fully comp
s5378 || 35/49 | 4 | 179 44745 23754 20758
s9234 || 36/39 | 4 | 211 52/53 39273 25935
s13207|| 62/152| 16 | 638 39/40 165200 163100
s15850|| 77/150| 16 | 534 33/34 76986 57434
s35932|| 35/320| 32 | 1728 54/54 28208 19393
s38417|| 28/106 | 32 | 1636 32/33 164736 113152
s38584|| 38/304 | 32 | 1426 44/45 199104 104111

Table F.1. Core specification for ISCAS89 [

132] benchmarks

Core | n/m/qg [ s [ FFs | mingg/maxc| nv | mem |
SOC p22810
Modulel 28/56/32 | 10 | 1122 110/113 785 | 927870
Module21 | 115/76/64 | 10 | 1054 93/186 465 | 578925
Module26 66/33/98 | 31 | 11485 198/400 181 | 2108469
SOC p34392
Module2 165/263/0 | 29 | 8856 8/570 514 | 4636794
Modulel0| 129/207/0| 19 | 4731 16/519 454 | 2206440
Modulel8| 175/212/0| 14 | 6555 198/729 745 | 5013850
SOC p93791
Module6 || 417/324/72| 46 | 23789 500/521 218 | 5292604
Module20| 136/12/72 | 44 | 7450 132/181 210 | 3185728
Module27 30/7/72 46 | 3026 50/68 916 | 2865248

Table F.2. Core specification for ITCO2 [

135] benchmarks

(ny) used for testing and the amount of memory requiradrf). These informations have

been derived from the ITC02 benchmark suite, which in addition to the three SOCs noted
in TableF.2 (p22810, p34392 and p93791 which represent Philips SOCs), comprises a
number of academic and industrial SOCs. Since limited information about the cores are

available, these benchmarks have been used only in CHapter

The detailed description of the p22810 SOC is given in the listing given on the next
page. As it can be observed, the SOC has 29 ctfeslle3. Each module is described

by the level (i.e., how deep is the core in the hierarchy, level O representing the SOC), the

number of inputslfiput9, outputs Qutputg, bidirectional pins Bidirs), and scan chains
(ScanChaing and the scan chains lengths. In addition, for each module the number

of tests, the TAM and the patterns used for each test are also detailed. Based on these

informations, the specifications given in Talbl€ have been determined. For a complete

description of the ITC02 benchmarks the reader is referreti3g [
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SocName p22810
TotalModules 29
Options Power 0 XY 0

Module 0 Level 0 Inputs 10 Outputs 67 Bidirs 96 ScanChains 0
Module 0 TotalTests 2

Module 0 Test 1 ScanUse 1 TamUse 1 Patterns 10

Module 0 Test 2 ScanUse 1 TamUse 1 Patterns 89

Module 1 Level 1 Inputs 28 Outputs 56 Bidirs 32 ScanChains 10
Module 1 TotalTests 1

Module 1 Test 1 ScanUse 1 TamUse 1 Patterns 785

Module 2 Level 2 Inputs 47 Outputs 33 Bidirs 0 ScanChains 0
Module 2 TotalTests 1

Module 2 Test 1 ScanUse 1 TamUse 1 Patterns 12324

Module 3 Level 2 Inputs 38 Outputs 26 Bidirs 0 ScanChains 0
Module 3 TotalTests 1

Module 3 Test 1 ScanUse 1 TamUse 1 Patterns 3108

Module 4 Level 2 Inputs 48 Outputs 64 Bidirs 0 ScanChains 0
Module 4 TotalTests 1

Module 4 Test 1 ScanUse 1 TamUse 1 Patterns 222

Module 5 Level 1 Inputs 90 Outputs 112 Bidirs 32 ScanChains 29
100 93 92 84 84 75 75 73 73 73 73 27 27 27 27 27 27 27 27
Module 5 TotalTests 1

Module 5 Test 1 ScanUse 1 TamUse 1 Patterns 202

Module 6 Level 2 Inputs 64 Bidirs 0 ScanChains 0
Module 6 TotalTests 1

Module 6 Test 1 ScanUse

80 Outputs

1 TamUse 1 Patterns 712

Module 7 64 Bidirs 0 ScanChains 0
Module 7
Module 7

Level 2 Inputs
TotalTests 1
Test 1 ScanUse

84 Outputs

1 TamUse 1 Patterns 2632
Module 8
Module 8
Module 8

Level 2 Inputs 16 Bidirs 0 ScanChains 0
TotalTests 1

Test 1 ScanUse

36 Outputs

1 TamUse 1 Patterns 2608

Module 9 Level 1 Inputs 116 Outputs 123 Bidirs 32 ScanChains 24

100 99 96 96 95 95 95 95 95 95 95 95 32 24

Module 9 TotalTests 1

Module 9 Test 1 ScanUse 1 TamUse 1 Patterns 175

Module 10 Level 1 Inputs 50 Outputs 30 Bidirs 0 ScanChains 4
Module 10 TotalTests 1

Module 10 Test 1 ScanUse 1 TamUse 1 Patterns 38

Module 11 Level 1 Inputs 56 Outputs 23 Bidirs 71 ScanChains 8
Module 11 TotalTests 1

Module 11 Test 1 ScanUse 1 TamUse 1 Patterns 94

Module 12 Level 1 Inputs 40 Outputs 23 Bidirs 71 ScanChains 11
Module 12 TotalTests 1

Module 12 Test 1 ScanUse 1 TamUse 1 Patterns 93

Module 13 Level 1 Inputs 68 Outputs 149 Bidirs 0 ScanChains 4
Module 13 TotalTests 1

Module 13 Test 1 ScanUse 1 TamUse 1 Patterns 1

Module 14 Level 1 Inputs 22 Outputs 15 Bidirs 0 ScanChains 3

130 111 111 110 110 110 110 110 110 110

214 106 106 105 105 103 102 101 101 101

122 105 100 100 100 100 100 100 100 100

99 98 10 2

88 87 86 84 69 69 68 38

82 82 64 64 64 64 64 63 63 62 42

104 96 48 32

73 41
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F.1 Benchmark circuits

Module 14 TotalTests 1

Module

Module
Module
Module

Module
Module
Module

Module
Module
Module

Module
Module
Module

Module
Module
Module

Module
Module
Module

Module

14

15
15
15

16
16
16

17
17
17

18
18
18

19
19
19

20
20
20

21

Test 1 ScanUse

Level 1 Inputs
TotalTests 1
Test 1 ScanUse

Level 1 Inputs
TotalTests 1
Test 1 ScanUse

Level 1 Inputs 223 Outputs 69 Bidirs 32 ScanChains 4
TotalTests 1 ScanUse 1 TamUse 1 Patterns 25
TotalTests 1 ScanUse 1 TamUse 1 Patterns 25

Level 1 Inputs
TotalTests 1
Test 1 ScanUse

Level 1 Inputs
TotalTests 1
Test 1 ScanUse

Level 1 Inputs
TotalTests 1
Test 1 ScanUse

Level 1 Inputs 115 Outputs 76 Bidirs 64 ScanChains 10

1 TamUse 1

84 Outputs 42 Bidirs 32 ScanChains 6

1 TamUse 1

13 Outputs 43 Bidirs 72 ScanChains 1

1 TamUse 1

53 Outputs 11 Bidirs 32 ScanChains 5

1 TamUse 1

38 Outputs 29 Bidirs 0 ScanChains 3

1 TamUse 1

45 Outputs 40 Bidirs 2 ScanChains 4

1 TamUse 1

108 104 94 94 94 94 94 93 93

Module
Module

Module
Module
Module

Module
Module
Module

Module
Module
Module

Module

21
21

22
22
22

23
23
23

24
24
24

25

TotalTests 1
Test 1 ScanUse

Level 1 Inputs
TotalTests 1
Test 1 ScanUse

Level 1 Inputs
TotalTests 1
Test 1 ScanUse

Level 1 Inputs
TotalTests 1

Test 1 ScanUse

Level 1 Inputs

1 TamUse 1
54 Outputs
1 TamUse 1
31 Outputs
1 TamUse 1
73 Outputs
1 TamUse 1

58 Outputs

139 139 139 139 138 138 138 138 138

Module 25 TotalTests 1
Module 25 Test 1 ScanUse 1 TamUse 1

Module 26 Level 1 Inputs 66 Outputs
400 400 400 400 400 399 399 399 399
399 399 399 399 334 334 333 333 333

Module
Module

Module
Module
Module

Module

26
26

27
27
27

28

99 79 40

Module
Module

28
28

TotalTests 1
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Figure F.1. Tool flow for test data compression

F.2 Test data compression

The results provided in Chapt8ihave been determined using the flow illustrated in Fig-
ureF.1 The inputs to the flow are the core, the compression method, and the parameters
(whether mapping and reordering should be performed, which is the group size and the
frequency ratio). Additionally, a test set can be also fed to the flow. Two in-house tools
have been developed to implement the operations of this flow. Firstly, the test set (either
determined based on the core’s information - as in the case of Cl&miereceived as

input) is prepared for compression. As also noted in Ch&pthkis is performed through
mapping and reordering of the test set. Secondly, based on the group size, the mapped
and reordered test set is compressed. Further on, the flow follows a decompression and
simulation step. This step has been added to determine the TAT for a given frequency ra-
tio. For details about how the TAT is computed the reader is referred to S8cBd{see
Pageb2). In order to determine the area overhead imposed by the decoder, the Huffman
FSM is generated during compression in the Synopsys state table format. This is, then,
fed to the Synopsys design compiler together with a customisable VHDL implementation
of the control and generation unit (see Sect®8 on Page48). For details regarding

the VHDL implementation the reader is referred to AppenBlix Using the Synopsys
design compiler the area overhead has been determined. Additionally, the decompres-
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sion and simulation tool is also capable of generating the Huffman tree and the tailored
compressed test set. These are used in Chaptard6.

F.3 Synchronisation overhead

The results provided in Chaptéihave been determined using the flow illustrated in Fig-
ureF.2 The inputs to this flow are the cores fed to the distribution architecture and the
parameters used for compression (e.g., the group size, the frequency ratio). Two issues
are analysed in Chaptdr the difference between tailoring the compressed test set and
tailoring the compression method, and the distribution architecture. An in-house tool has
been developed to perform these experiments. Firstly, the core passes through the test
data compression (TDC) flow (see Secttof) and, then, the tailored compressed test set

is used to determine the composite test set for the distribution architecture containing
cores. To also facilitate the comparison between tailoring the compression method and
tailoring the compressed test set, the Huffman tree generated by the TDC flow has been
tailored separately (tailor cmp. method in the figure), and the overhead with respect to the
minimum size test set (min. test set) has been determined (see Sédtidfor further
information regarding tailoring of the compression method). The decoders obtained from
the TDC flow and the number of cores have been fed to a customisable VHDL implemen-
tation of the distribution architecture which has been then synthesised using Synopsys
design compiler (DC). This step has been performed manually. For details regarding the
VHDL implementation the reader is referred to Appen@ix
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F.4 Core wrapper design

The tool flow used to determine the results provided in Chapterillustrated in Fig-
ureF.3. The inputs to this flow are the specifications of the core, the type of core wrapper
design, and parameters (e.g., the test bus widjh the granularity §), the number of
partitions Qp)). Two in-house tools have been developed for the BFD and FFD heuristics
and themUMA heuristic respectively. If the core wrapper design method was either FFD
or BFD, these methods have been used, and depending on the group granularity, the post
processing step has been applied or not. Whenmtbi®A algorithm was used, firstly,

the partitions have been generated as outlined in Ch&jisele Sectio’.3.1on Page5),

and, then, for the generated partitions the MA algorithm has been used. Additionally,

a test set can be also fed into the algorithm, case in which the partition’s test sets can be
determined. These will be used in ChapéerThe configuration generated by this tool
flow contains the number of partitions, the length and cardinality of the partitions, and the
corresponding amount of UMA. It should be noted that, as detailed in SécB8ahwhen

g > 1, the partitions have been generated such that each partition’s cardinality is divisible

with g.

F.5 Integrated SOC test solution

As illustrated with the design flow given in Secti@2.2 the proposed integrated test
solution requires core wrapper design (CWD) and test access mechanism (TAM) design
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to be performed before entering the TDC extension. In Figidethe tool flow which
implements the TDC extension to the design flow is illustrated. The inputs to the tool
flow are the core and the parameters (e.g., the frequency ratio, the group size, the test
bus width (v), there are only two partition®1p = 2)). Firstly, the core follows the CWD

flow illustrated in Sectior.4, then with the test sets associated to the two partitions (see
Section6.2 on Pagel24), the test data compression (TDC) flow is entered. Here, the
compression ratio (% cmp. ratio in the figure), the tailored compressed test set (tail. cmp.
test set in the figure), the test application time (TAT) are determined. Using the tailored
compressed test sets for the two partitions, the next tool will generate the composite test
set for the extended distribution architecture as detailed in Se6tirif the transition

count for the proposed architecture is also required, then the compute transition count tool
is used, which using the frequency ratio, the Huffman tree, the core wrapper configuration
and the composite test set determines the average number of transitions in the scan chains.
Finally, when area overhead should be computed the core wrapper configuration and the
Huffman state table format file are fed into Synopsys design compiler. For details about
the VHDL implementation of the extended distribution architecture, the reader is referred
to AppendixE.

As noted in Chapte6.3, two experiments have been performed. The first one fol-
lows the above flow, while the second one required two more extensions (marked with
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dashed lines in FigurE.2). Firstly, to emulate different care bit densities, the Atalanta
[152 ATPG tool has been used. Atalanta has been applied on the ISCAS89 benchmarks
as detailed in Sectiod.3.2(see Pagé39. After the Atalanta test set has been obtained,
controlled static compaction has been applied using the control #alugorder to per-

form the compression using the XOR-network method, a tool has been implemented using
the algorithm detailed in Sectida.2 Similarly to the extended distribution architecture,

the transition count and the area overhead have been determined using an in-house tool

and Synopsys design compiler respectively.
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