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Abstract

Background It remains unclear as to why high-rate stimulation leads to variable outcomes of speech percep-
tion performance for people with cochlear implants (CIs). Although many factors might contribute to this per-
ceptual variability, temporal interactions in the responses of spiral ganglion neurons (SGNs) likely contribute
to variable constraints on acoustic information coding by CIs. Specifically, in response to high-rate electrical
pulse train stimulation, electrical recordings of Type I SGNs have shown a large range in the degree to which
they exhibit both subthreshold and spike-dependent adaptation of their excitability. A computational model by
Negm and Bruce (2014) demonstrated that hyperpolarization-activated cyclic nucleotide-gated cation (HCN)
channels may play an important role in regulating the degree of adaptation in response to pulse train stimu-
lation. We hypothesize that experimentally observed heterogeneity in HCN half-maximal activation potentials
could contribute to variability in adaptation.
Methods We developed a stochastic computational membrane model of cat Type I SGN based on the
Hodgkin–Huxley (HH) model plus HCN and low-threshold potassium (KLT) conductances. We compared
the simulation results obtained with the older HCN channel model taken from VCN cells (Rothman and Manis,
2003a) to those produced by a newer HCN model from SGNs (Liu et al., 2014). HCN half-activation potentials
were explored over a physiologically-plausible range of values. Various stimulus paradigms were implemented
to provide predictions of published in vivo CI stimulation data, including build-up and recovery of adaptation
(Miller et al., 2011; Zhang et al., 2007) and refractory functions (Miller et al., 2001).
Results The simulation results showed that changing the half-activation potential of either type of HCN model
could greatly influence the strength of adaptation that a model SGN exhibited to pulse-train stimuli, from
strongly-adapting to non-adapting. Overall, the published data was best explained by the newer HCN channel
model combined with the KLT channel model. Model absolute refractory periods were also observed to be
within the known physiological range, in contrast to the Miller et al. (2011) adaptation model.
Conclusions Our results suggest that physiologically-realistic variation of HCN half-maximal activation po-
tentials could determine the range of adaptation and recovery from adaptation seen in the physiological data
while maintaining refractoriness within physiological bounds. [The authors would like to thank Dr. Paul Manis
for supplying his HCN(q,s) channel model code and Dr. Paul Abbas for permitting use of previously published
figures. Supported by NSERC Discovery Grant 261736.].

I. INTRODUCTION

I Studies such as the work by Arora et al. (2009) have demonstrated that speech percep-
tion is not necessarily improved by increasing the stimulation rate above 900 pulses/s
per electrode. Adaptation may be partially responsible for the variability in speech per-
ception by diminishing the SGN response for high-rate stimulation.

I Adaptation typically occurs on the order of 10 to 100 ms or more and is prevalent in
SGN in response to a wide range of stimulation pulse rates and current levels (Heffer
et al., 2010; Litvak et al., 2003; Miller et al., 2011; Zhang et al., 2007).

I Woo et al. (2009a,b, 2010) proposed a Hodgkin–Huxley model augmented with a spike-
dependent extracellular potassium accumulation mechanism to explain spike rate adap-
tation. This was extended by Miller et al. (2011) to explain accommodation (subthresh-
old adaptation) by including KLT channels, but lead to unrealistic absolute refractory
periods (ARPs).

I An alternative model proposed by Negm and Bruce (2014) was capable of producing
spike rate adaptation and accommodation while also generating accurate ARP values.
They used a HH model with extra HCN channels (Hugenard and McCormick, 1992;
Rothman and Manis, 2003b) and KLT channels with activation and partial inactivation
particles (Rothman and Manis, 2003a).

I The half-maximal activation potential (V1/2) of HCN channels has known heterogeneity
(−122 to −78 mV) across a range of several species, experimental preparations, devel-
opmental stages, and cochleotopy (Chen, 1997; Kim and Holt, 2013; Liu et al., 2014;
Mo and Davis, 1997; Yi et al., 2010).

I We sought to test the hypothesis that varying the half-maximal activation potential of
the old HCN model taken from murine VCN (Rothman and Manis, 2003b) or a newer
HCN model obtained from basal SGN (Liu et al., 2014) could impact the strength of
spike rate adaptation and accommodation in a membrane model of Type I SGN.

II. METHODS: Channel and Membrane Models

HCN Activation Functions and Time Constants
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Figure 1: A Activation functions and B time constants for the HCN(r ) (Rothman and Manis, 2003a) and
HCN(q,s) (Liu et al., 2014) channel models as a function of the relative membrane potential V . Numbers
shown beside the curves indicate how many V1/2 standard deviations the functions have been shifted by (c).
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Figure 2: Stochastic membrane circuit model (Negm and Bruce,
2014) of cat SGN. The model membrane potential was solved
by the explicit Euler method with a 1 µs time step. Ion chan-
nels were simulated with the channel number tracking procedure
(Mino et al., 2002). We simulated six different models of which
the first was the Hodgkin–Huxley model 1) HH and the remaining
five were HH models augmented with ionic currents and are de-
noted by their channel type: 2) +HCN(r ), 3) +HCN(q,s), 4) +KLT,
5) +HCN(r )+KLT, and 6) +HCN(q,s)+KLT.

III. RESULTS: What’s In a Spike? Single Pulse Statistics
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Figure 3: Determination of a spiking threshold based
on the sodium conductance duration λ. Data from
panels A and B represent 1000 independent re-
sponses to a 50 µs monophasic single pulse deliv-
ered at a current level equivalent to a FE of 99.9 %.
A Relative membrane potential (V ). B Proportion
of open sodium ion channels (Nm3h1/Nmax

Na ). λ̃0.999

denotes the median sodium conductance duration,
or the median duration over which Nm3h1/Nmax

Na > 0
given a stimulus FE of 99.9 %. C Empirical probabil-
ity density of λ marginalized over all stimulus current
levels. The threshold θλ is said to be the minimum
value of λ required to generate an action potential.

Single Pulse Statistics
Mono Bi

175

180

185

190

40

50

60

70

80

90

0.025

0.05

0.075

−4 −3 −2 −1 0 1 2 3 4 −4 −3 −2 −1 0 1 2 3 4

HCN model variant (c)

θ λ
 (

µs
)

θ S
P
 (

pA
)

R
S

S
P

A

HH
+HCN(r)
+HCN(q,s)
+KLT
+HCN(r)+KLT
+HCN(q,s)+KLT

C

B

Figure 4: Monophasic and biphasic single pulse
A sodium conductance duration threshold (θλ), B
AP threshold current (θSP), and C relative spread
(RSSP = σSP/θSP) as a function of the HCN V1/2 shift
parameter c. θSP and RSSP were obtained by fitting
the occurrence of spikes for 1000 trails over a range
of current pulse amplitudes (Iinj) with 50 µs duration to

FE (Iinj) =
1
2

[
erf
(

Iinj − θ√
2σ

)
+ 1
]
.

III. RESULTS: Pulse Train Response

PSTHs recorded from cat SGNs (Zhang et al., 2007)
A B C D250 pulses/s 1000 pulses/s 5000 pulses/s 10000 pulses/s

Figure 5: Cat SGN response rate as a function of the time since pulse train onset over a 300 ms interval.
Subpanels with columnar arrangement indicate responses to stimulation at the rates of A 250 pulses/s, B
1000 pulses/s, C 5000 pulses/s, and D 10 000 pulses/s. Row-wise layout of the subpanels show an increasing
biphasic pulse current level starting from the top panel to the bottom panel. Responses in panels A, B, and C
were taken from a different SGN than those in panel D. Bars represent the response rate over 1 ms intervals
and dots show the response rate over the progressively wider intervals (0–4, 4–12, 12–24, 24–36, 36–48,
48–100, 100–200, and 200–300 ms). This figure was adapted with kind permission of Springer Science &
Business Media: Fig. 2 from Zhang et al. (2007), c© 2007.
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Figure 6: PSTH responses to pulse train stimulation over a 300 ms interval at a first-pulse FE of 80 % and rate
of 2000 pulses/s for models +HCN(r ) and +HCN(q,s) showing various strengths of adaptation as a function of
the HCN V1/2 shift parameter c. Bars and dots represent the same intervals as in Fig. 5. For all pulse train
and masker-probe train stimulation, pulses were defined as 50 µs biphasic pulses with no interphase gap.

III. RESULTS: Pulse Train Response (cont’d)

PSTH or response rate for the strongest-adapting SGN membrane models
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Figure 7: Panels represent responses to individual first-pulse FEs: A 20 %, B 50 %, and C 80 %. Row sub-
panels indicate membrane model and column subpanels represent stimulation rate. Bars and dots represent
the same intervals as in Figs. 5 and 6.
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Figure 8: Pulse train responses for all SGN model variants given by A onset rate, B NSRD, and C τadapt, as a
function of the HCN V1/2 shift parameter c. τadapt was estimated from fitting the wide bin response rate data
to s (t) = Ass + Adec exp (−t/τadapt). Simulation results shown in panels A, B, and C were averaged over all
FEs (1, 10, 20, 50, 80, 99, 99.99, and 99.9999 %) and all pulse rates (200, 800, 2000, and 5000 pulses/s).
SGN model simulation results for NSRD as a function of the onset response rate in response to pulse train
stimulation at the D 200 pulses/s, E 800 pulses/s, and f 5000 pulses/s rates. Panels D, E, and F contain
simulation results across all HCN V1/2 levels (−4 to 4) and FEs (1, 10, 20, 50, 80, 99, 99.99, and 99.9999 %).
The remaining panels correspond to the same NSRD versus onset response rate simulation plots, but for
cat SGN recordings (Zhang et al., 2007) responding to G 250 pulses/s, H 1000 pulses/s, and I 5000 pulses/s
pulse train stimulation. Note that the span of the onset response rate in panels D and G is 0 to 250 spikes/s
whereas in panels E, F, H, and I it is 0 to 1000 spikes/s. Panels G, H, and I were adapted with kind permission
of Springer Science & Business Media: Fig. 5, panels B, E, and G from Zhang et al. (2007), c© 2007.

III. RESULTS: Probe Train Recovery Response

Cat SGN Probe Train Recovery (Miller et al., 2011)
5000 pulses/s 100 pulses/s
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Figure 9: Cat SGN masker-probe pulse train re-
sponses in terms of response probability (= nor-
malized response rate assuming a maximum of
one spike per pulse). Masker train responses
are shown in the left subpanels and the follow-
ing probe train responses are shown in the com-
panion right subpanels. This figure shows cases
with masker followed by probe train responses
(black bars) and probe train alone responses
(grey bars). All probe train responses are shown
with thicker bars are for visual aid only and were
calculated over 1 ms intervals. All masker trains
were delivered at rate of 5000 pulses/s over a
200 ms interval. Every probe train was delivered
at 100 pulses/s for 250 ms with a pulse current
level approximately equivalent to the θSP. Going
from top to bottom, subpanels A, B, C, D, E, and
F portray responses to decreasing masker pulse
levels (shown). Asterisks correspond to cases
when the first probe response was greater than
the second. All panels were adapted with kind
permission of Springer Science & Business Me-
dia: Fig. 1 from Miller et al. (2011), c© 2011.
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Figure 10: PSTH or response rate for the strongest-adapting SGN membrane models simulated over a 300 ms
interval in response to a 5000 pulses/s masker train followed immediately by a 100 pulses/s probe train. Dark-
colored bars represent responses to the condition with a masker train (masker-probe), whereas lighter-colored
bars indicate that no masker train stimulated the neuron (probe-alone).

Summary of the probe response recovery ratio (PRRR)
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A

masker spike rates provides a measure of the influ-
ence of prior spiking; sub-threshold effects are
collapsed at the point where the rate to the masker
equals zero. For the 5,000-pulse/s masker, median
values (diamonds in Fig. 3 A) were computed over
contiguous sets of 50 observations (circles), while
each median for the 250 pulse/s masker data
(diamonds within Fig. 3 B) was based upon 24
observations. Different trends are seen for the two
masker rates. For high-rate masking, a wide range of
ratios is observed across sub-threshold levels, where
median values cluster around ratios near 0.65, reflect-
ing a robust sub-threshold effect. Adding masker-
evoked activity (i.e., supra-threshold masking)
resulted in only small additional decrements, as the
median supra-threshold ratios are near 0.5. This small
systematic effect of masker-evoked activity is also
reflected in the nearly flat linear regression. In
contrast to the high-rate trends, low-rate maskers
resulted in relatively little sub-threshold masking
(median ratio=0.92), while masker-evoked spiking

resulted in monotonically increasing degrees of
masking with increases in masker activity. The histo-
grams (Fig. 3 C, D) summarize the sub-threshold
ratios for each masker rate.

The influence of the response rates to the masker
and the probe are summarized in Figure 4, where
recovery ratios are plotted versus the mean response
to the unmasked probe for both masker pulse rates.
There is considerable scatter in recovery ratios; as
could be expected, the scatter is the greatest for low
response rates to the probe. The ratios tend toward
higher values as the probe response rate increases. In
both graphs, individual data are divided into groups
(indicated by different symbols) according to the
mean response rate to the masker. Line segments
connect symbols that indicate median values based

FIG. 3. The relationship between masker-evoked activity and
probe-response masking differs across the two masking pulse rates
used in this study. In A and B, individual ANF recovery ratios are
plotted using open circles; gray diamonds indicate medians based on
groups of 50 and 24 data subsets for 5,000 and 250 pulse/s masking,
respectively. Linear regressions are shown using dashed lines. The
histograms of C and D are based upon the sub-threshold data (i.e., 0
spike/s to the masker), with mean values indicated by the black
diamonds.

FIG. 4. Plots of recovery ratios as functions of the response rate to
the probe (abscissa) and the response rate to the masker (parameter).
Data from individual ANFs are plotted along with median values
(symbols connected by line segments). For low probe response rates,
there are relatively high degrees of scatter and indications of error
(i.e., ratios 91); this is likely due to error inherent to the use of ratios
of small numbers and limited sample sizes. Note that only for limited
masker and probe conditions can increases in probe level overcome
forward-masking rate decrements.
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Figure 11: SGN model simulation results show the effect of A the HCN V1/2 shift parameter c on the PRRR.
Simulation results in panel A were averaged over all FEs and stimulation rates. SGN model simulation re-
sults for PRRR as a function of the mean response rate to the masker for the masker pulse train rates of
B 5000 pulses/s and C 200 pulses/s. Panels B and C contain simulation results across all HCN V1/2 levels
(−4 to 4) and all FEs. Cat SGN recordings responding to D 5000 pulses/s and E 250 pulses/s masker-probe
pulse train stimulation, where the mean response rate to the masker was calculated over the entire 0–200 ms
masker train interval. Panels D and E were adapted with kind permission of Springer Science & Business
Media: Fig. 3, panels D and E from Miller et al. (2011), c© 2011.

III. RESULTS: Refractoriness

Refractory function fits for the strongest-adapting models with HCN
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Figure 12: Refractory threshold ratio as a function of the interval between two 50 µs monophasic pulses.
A Threshold / umasked threshold (θref/θSP) vs. interpulse interval (IPI) for the strongest-adapting SGN
membrane models. Note that θref/θSP and IPI are scaled on a log-10 axis. B Threshold / umasked threshold
as a function of the masker-probe interval (or IPI) from cat SGN (Miller et al., 2001). Panel B reprinted with
kind permission of Springer Science & Business Media: Fig. 7 from Miller et al. (2001), c© 2001. Data in
panel A were fit to

θref

θSP
=

∑2
i=1 Ai∑2

i=1 Ai [1− exp (− (IPI− tabs) /τi)]
.

Table 1: Refractory function parameter estimates for strongest-adapting model variants (fits in Fig. 12).

Model A1 A2 tabs (ms) τ1 (µs) τ2 (ms) R2

HH 2.05 1.05 0.329 4.90 0.46 0.935
+HCN(r ,3) 1.81 1.21 0.353 3.41 0.35 0.927
+HCN(q,s,4) 1.94 1.17 0.357 2.10 0.42 0.971
+KLT 1.40 1.64 0.360 2.71 0.64 0.969
+HCN(r ,3)+KLT 1.74 1.28 0.407 1.79 0.58 0.991
+HCN(q,s,4)+KLT 1.75 1.31 0.403 1.98 0.60 0.995
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HCN V1/2 shift param-
eter c for each of the
membrane models.

IV. CONCLUSIONS

I Heterogeneity in the half-maximal activation potential of HCN channels can explain the
variability of adaptation in SGNs responding to pulsatile CI stimulation while maintaining
a physiologically-realistic absolute refractory period.

I HCN channels may be responsible for strong adaptation in response to pulsatile stimu-
lation through the combination of both spike rate adaptation and the buildup of accom-
modation.

I The time course over which adaptation acts (8.5–11 ms) qualitatively agrees with the
mean rapid adaptation time constant values in cat SGNs (8.2–11.8 ms) (Zhang et al.,
2007).

I The +HCN(q,s) model has the largest range in PRRR which is similar to the results
found by Miller et al. (2011) and the HCN(q,s) channel model is representative of chan-
nels found in the SGN (Liu et al., 2014).
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