
1

EE 4TM4: Digital Communications II

Vector Gaussian Channel

I. WATER-FILLING

Theorem 1: Let the random vectorX ∈ Rn have zero mean and covarianceK = EXXT . Then h(X) ≤

1
2 log(2πe)

ndet(K), with equality iff X ∼ N (0,K).

Theorem 2 (Hadamard’s inequality): LetK be a non-negative definite symmetricn×n matrix. We have det(K) ≤
n
∏

i=1

Kii, with equality iff Kij = 0, i 6= j.

Y = HX + N, whereY,N ∈ Rn, X ∈ Rm, H ∈ Rn×m, and N ∼ N (0,KN). Let KN = UΣUT be

the eigenvalue decomposition ofKN, whereΣ = diag{σ2
1 , · · · , σ

2
n}. Let N′ = Σ−1/2UTN, H ′ = Σ−1/2UTH ,

Y′ = Σ−1/2UTY, andX′ = X. We define an equivalent channel modelY′ = H ′X′ +N′, whereN′ ∼ N (0, In).

Let H ′ = V ΛWT be the singular value decomposition ofH ′, whereΛ = diag{λ1, · · · , λr, 0, · · · , 0} ∈ Rn×m

(r = rankH ′), andV ∈ Rn×n, W ∈ Rm×m are unitary matrices. LetX′′ = WTX′, Y′′ = V TY′, andN′′ =

V TN′. Now we get another equivalent channel modelY′′ = ΛX′′ +N′′, whereN′′ ∼ N (0, In). We have

max
trace(EX′X′T )≤P

I(X′;Y′) = max
trace(EX′′X′′T )≤P

I(X′′;Y′′).

Let the components ofX′′ be independent1 and jointly Gaussian withEX′′X′′T = diag{µ1, · · · , µr,

0, · · · , 0}. We have

max
trace(EX′′X′′T )≤P

I(X′′;Y′′) = max∑
r
i=1 µi≤P

1

2

r
∑

i=1

log
(

1 + µiλ
2
i

)

=

r
∑

i=1

max

(

1

2
log

(

νλ2
i

)

, 0

)

where the maximizerµ∗
i is

µ∗
i = max

(

ν −
1

λ2
i

)

andν is given by the equation
r

∑

i=1

max

(

ν −
1

λ2
i

, 0

)

= P.

1For the independent parallel channels, the input should also be independent over the parallel channels in order to maximize the sum channel

capacity.
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II. MIMO: E RGODIC CAPACITY

Y(t) = H(t)X(t)+N(t), where{H(t) ∈ Rn×m}t is stationary and ergodic, and{N(t)}t is i.i.d. with N(t) ∼

N (0, σ2
NIn) for all t.

1) {H(t)}t is known at the receiver: LetKX = EXXT . We have

C = max
trace(KX)≤P

I(X;Y|H)

= max
trace(KX)≤P

EHI(X;Y|H = H)

= max
trace(KX)≤P

1

2
EH log det

(

In +
1

σ2
N

HKXH
T

)

.

Raleigh fading: the entries ofH are i.i.d.N (0, 1).

Let KX = UDUT be the eigenvalue decomposition ofKX, whereU is a unitary matrix andD is a diagonal

with nonnegative entries. Note: trace(KX) = trace(D).

Lemma 1: The distribution ofHU is the same as that ofH.

Proof: Let gi,j be the(i, j) entry ofHU . Let HT
i be theith row of H, andUj be thejth column ofU .

We have

Egi,jgk,l = E
(

HT
i UjH

T
kUl

)

= E
(

HT
i UjU

T
l Hk

)

= E
(

UT
l HkH

T
i Uj

)

= UT
l E

(

HkH
T
i

)

Uj .

If i 6= k, we haveE
(

HkH
T
i

)

= 0 and thusEgi,jgk,l = 0. For i = k, we haveE
(

HkH
T
i

)

= Im and thus

Egi,jgk,l = 0 if j 6= l and 1 otherwise.

By the above lemma, we have

max
trace(KX)≤P

1

2
EH log det

(

In +
1

σ2
N

HKXHT

)

= max
trace(D)≤P

1

2
EH log det

(

In +
1

σ2
N

HDHT

)

.

By symmetry, ifDπ is a diagonal matrix obtained via permutating the diagonal entries ofD, then

1

2
EH log det

(

In +
1

σ2
N

HDπH
T

)

=
1

2
EH log det

(

In +
1

σ2
N

HDHT

)

.

Hence by the concavity oflog det and the power constraint, the optimalD must beP
mIm. Therefore, we have

C =
1

2
EH log det

(

In +
P

mσ2
N

HHT

)

.

Let H = VΛWT be the singular value decomposition ofH. Let λ1, λ2, · · · , λmin(m,n) be the singular values
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of H. Note:λ2
1, λ

2
2, · · · , λ

2
min(m,n) are the non-zero eigenvalues ofHHT andHTH. We have

C =
1

2
EH log det

(

In +
P

mσ2
N

HHT

)

=
1

2
EH log det

(

In +
P

mσ2
N

VΛΛTVT

)

=
1

2
EH log det

(

In +
P

mσ2
N

ΛΛT

)

=
1

2
EH

min(m,n)
∑

i=1

log

(

1 +
Pλ2

i

mσ2
N

)

.

Note: traceAAT = traceATA =
∑

i,j a
2
i,j . Law of energy (/power) conservation:

∑

i,j

h2
i,j = trace(HHT ) = trace(VΛΛTVT ) = trace(ΛTΛ) =

min(m,n)
∑

i=1

λ2
i .

DefineSNR = P
σ2
N

. In the low SNR regime, we have

C ≈
1

2m
SNR log2 e

min(m,n)
∑

i=1

EHλ2
i

=
1

2m
SNR log2 e

min(m,n)
∑

i=1

EHtrace(HHT )

=
1

2m
SNR log2 e

∑

i,j

Eh2
i,j

=
n

2
SNR log2 e

Thus at lowSNR, an m by n system yields a power gain ofn over a single antenna system. This is due

to the fact that the multiple receive antennas can coherently combine their received signals to get a power

boost (Note: at lowSNR, the capacity scales linearly with the power). Note that increasing the number of

transmit antennas does not increase the power gain since, unlike the case when the channel is known at the

transmitter, transmit beamforming cannot be done to constructively add signals from the different antennas.

Thus, at lowSNR and without channel knowledge at the transmitter, multipletransmit antennas are not very

useful: the performance of anm by n channel is comparable with that of a 1 byn channel.

At high SNR, we have

C ≈
1

2
EH

min(m,n)
∑

i=1

log

(

1

m
SNRλ2

i

)

=
min(m,n)

2
logSNR +

1

2
EH

min(m,n)
∑

i=1

log
λ2
i

m
.

Hence the capacity gain ismin(m,n) over a single antenna system.min(m,n) is referred to as the degree

of freedom.
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2) {H(t)}t is known at both the transmitter and receiver:

C = max
trace(EKX(H))≤P

I(X;Y|H)

= max
trace(EKX(H))≤P

EHI(X;Y|H = H)

= max
trace(EKX(H))≤P

1

2
EH log det

(

In +
1

σ2
N

HKX(H)HT

)

= max
trace(EKX(H))≤P

1

2
EH log det

(

In +
1

σ2
N

HKX(H)HT

)

.

Let H = VΛWT be the singular decomposition ofH. We have

max
trace(EKX(H))≤P

1

2
EH log det

(

In +
1

σ2
N

HKX(H)HT

)

= max
trace(EKX(Λ))≤P

1

2
EH log det

(

In +
1

σ2
N

ΛKX(Λ)ΛT

)

= max
∑min(m,n)

i=1 EP (λi)≤P

1

2
EH

min(m,n)
∑

i=1

log

(

1 +
P (λi)λ

2
i

σ2
N

)

.

The optimal power control policyP (λi) is given by

P ∗(λi) = max

(

µ−
σ2
N

λ2
i

, 0

)

,

whereµ is determined by the power constraint

min(m,n)
∑

i=1

EP ∗(λi) = P.

Note that this is waterfilling over time and space (the eigenmodes).
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