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ABSTRACT 
In this paper, we provide a method to classify incoming radar pulses 
according to their emitters when the number and nature of the emit- 
ters are unknown. The method is based on the Minimum Description 
Length (MDL) criterion. we derive new description length measures 
according to different noise characteristics. The novelity of our ap- 
proach is that the MDL criterion is used to obtain both the number 
of emitters and the optimal clustering of the received pulses. The 
performance of this new clustering principle is encouraging, by com- 
parison with some known non-parametric methods. 
Keywords: MDL application, detection and estimation, cluster val- 
idation, clustering. 

1. INTRODUCTION 

A radar intercept receiver passively collects incoming pulse sam- 
ples from a number of unknown emitters. The information such as 
pulse repetition interval(s), angle(s) of arrival, carrier frequencies, 
and Doppler shifts are not usable. Our objectives are to: (1) deter- 
mine the number of emitters present; (2) classify the incoming pulses 
according to the emitters. 

In the clustering analysis literature, the first objective is known 
as cluster Validation while the second is called clustering. In this re- 
search, we first formulate a statistical model for the problem which 
is parameterized by I C ,  the number of clusters, then select the hy- 
pothesis that best fits the data. We use the MDL criterion [ 11 - [2] to 
test the goodness of fit of the model, i.e., to achieve the goal of clus- 
ter validation. However, any criterion for cluster validation will not 
provide a good result if the associated clustering algorithm can not 
apporpriately classify a given data set into IC clusters. To be consis- 
tent with the cluster validation, the MDL criterion is also applied to 
guide the classification procedure, i.e., to achieve the goal of optimal 
clustering. 

The outline of this paper is described as follows. In Section 2, 
we present the signal model of received pulses. In Section 3, we 
introduce the application of the MDL criterion to emitter number 
detection. In Section 4, we propose a novel optimal clustering algo- 
rithm with the guidance of the MDL criterion. Three known non- 
parametric criteria are summarized in Section 5. Experimental re- 
sults are given in Section 6.  Finally, some conclusions are drawn in 
Section 7. 

2. SIGNAL MODEL 

The physical scenario is illustrated in Fig.1 in which there are, K 
independent emitters transmitting pulses. The intercept receiver re- 
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ceives altogether N of these pulses. We designate the nth received 
pulse by z,(t; an), n = 1,. . . , N ,  where a, is the association pa- 
rameter, such that “a, = k” signifies that the nth pulse originates 
from the kth emitter. We can therefore express the nth pulse as 

zn(t;cun) =17na,,(t--,),jI~n+wn(t-rn)+~pn(t-~n)l + v n ( t - r  ) n ,  
(2.1) 

where 
0 qn denotes the initial amplitude of the received pulse; 
0 $n denotes the initial phase of the received pulse; 
0 r, denotes the time delay of the received pulse with respect 

0 W, denotes the carrier frequency of the nth received pulse; 
0 a*, ( t )  is the original envelope for the nth received pulse such 

to the reference; 

that 
aa, ( t )  E { U l ( t ) , U 2 ( t ) ,  ‘”, aI f ( t ) } ;  

$an (t)  E { $ 1 ( t ) , h ( t ) 9 . . . >  $ ~ ( t ) } ;  

0 (ban ( t )  is the original phase for the nth received pulse such 
that 

* v,(t) is the Gaussian noise accompanying the nth received 

The received pulse in Eq.(2.1) contains several nuisance parame- 
ters: qn, zjn, r,, and w,. In our application these parameters carry 
no useful information for the determination of number of emitters 
and the pulse classification, and should therefore be removed. The 
removal of these parameters necessitates pre-processing the pulses 
which has been described in [3]. After pre-processing, the data can 
be expressed as 

yn (t; an) = a,, (t)eJ@pn ( t )  + fin ( t )  

pulse. 

= sa,( t )  + fin(t). (2.2) 
In practice, pre-processing is done in discrete time. 
Eq.(2.2), we have 

Rewriting 

(2.3) y , (nT ;  a,) = sol, (m’i”) + Fn(mT), m = 1,2, ..., M’ 

where T is the sampling interval of the pulses; or in vector form 

vn(a?L) = 8Qn + f i n ,  (2.4) 

wherey,(an) = [ y n ( l ; a n ) ,  ...,y,(M’; aa)IT, 

M’ is the number of sample points representing a pulse, which is 
above 100 for most signals of interest. 

Due to the large number of samples in each pre-processed pulse, 
we need to compress the signal while extracting the necessary fea- 
tures. A suitable compression scheme is by means of a wavelet de- 
composition which has been described in [3]. 

Thus, given a data set Y consisting of N compressed data vec- 
tors vl(al), ..., y N ( a ~ ) ,  whose dimension is M ( M  < M’),  our 
objectives are to determine 

SQn - - [$a, (l), ..., sa, (M’)IT, 5, = [fin(l), ..., i7n(M’)IT, and 

1. the number of emitters K ;  
2. the association parameter an for each pulse. 
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3. APPLICATION OF THE MDL CRITERION 

The MDL criterion [ 11 - [2] states that given a data set and a family 
of competing statistical models, the best model is the one that yields 
the minimum code length for the data. We apply this criterion to our 
application as follows. 

Let Y = { y l , .  . . , y N }  be a data set and assume that Y con- 
tains k data clusters and can be modelled by a conditional density 
function p~ ( Y  (e) where 8 is the model parameter vector. Then the 
description length is defined as 

L ( 8 )  = L(YI6) + L@), (3.1) 

where, 
0 6 is the maximum likelihcod (ML) estimate of the model pa- 

0 ~ ( 6 )  is the code length to encode e, 
0 L(Y 16) is the code length to encode the data set modeled by 

The MDL criterion will select the number of clusters to be K', 
where 

rameter vector 8, 

e. 

K* = arg +n ~ ( 8 ) .  (3.2) 
l < K < N  

Generally, the noise accompanying a radar pulse vector is Gaussian. 
Hence, a set of pulse vectors from the kth emitter is the sample 
of a multivariate normal distribution with mean vector p k  and co- 
variance matrix &. Suppose we partition the N observed vectors 
y l  , . . . , y N  into I? groups, the conditional density function for the 
data set Y is a mixture of k complex multivariate normal distribu- 
tions with the parameter vector = { p l , .  . . , pk, XI,. . . , Xk}. 
We estimate x k  under the assumed noise model and estimate pk 
using the novel optimal clustering algorithm described in next sec- 
tion. Thus, we can derive the description length completely and then 
apply the MDL-clustering principle to emitter numbe: determination 
and pulse classification. The description lengths L(K) under differ- 
ent noise models have been derived in [3]. For example: 
Noise Model 1: x k  = ui1, Vk. 

This is the case when the white noise accompanying every signal 
is independent from sample to Isample, but its variance may vary 
from one emitter to another. For this model, the expression of the 
description length is 

R 

Ll (Y ,k la )  M ~ ( ~ k - ~ ) l O g ( t ~ w ~ ) - f d  2 ( N k - 2 ) l O g N k  
k=l k=l 

+KM log(2eM) + Nlog  K ,  (3.3) 

where the particular association ve;ctor & = [a1 a2 . . . a ~ ] ~  
partitions the N data vectors into K groups such that we have Y& = 
{{U~(I) ,...,uN~(~)},...,{~~(~),. ..,~~,(K)}},andt~(-)denotes 
the trace of a matrix; In addition, 

N k  

w k  = .- f ik)(yn(k)  - f i k ) + ,  (3.4) 
n=l 

and 
N k  

(3.5) 

Therefore, given a data set Y here, the criterion for cluster valida- 
tion and optimal clusteag is to find the number of clusters 8 and 
the association vector 8, which yield the minimal description length 
measure L(Y, I?[&). 

f i k  = - x y n ( k ) ,  1 k = l , . . . , k .  

n=l N k  

4. A NOVEL OPTIMAL CLUSTERING ALGORITHM 

Given N signal vectors (denoted by Y )  and k emitters, we need an 
appropriate clustering algorithm to dete?ine the optimal partition 
(or grouping) of these vectors Y into K clusters. Here by "opti- 
mg ' ,  we mean that, for a given R, the optimal partition 8 achieves 
the minimal description length L(Y, I?[&). Such description length 
measures were discussed in the previous section. The procedure we 
propose to optimally repartition k existing clusters into R + 1 new 
clusters is as follows: we obtain candidate partitions, each by a 
binary splitting of one of the k existing clusters, followed by a re- 
grouping of the data into 8 + 1 clusters; n e  optimal clustering 
among the 8 candidates is the one which achieves the minimal de- 
scription length. 

Therefore, the h4DL test consists of two loops: (a) In the outer 
loop I? starts from 1 to a pre-selected uppr  bound; (b) In the inner 
loop the optimal partition 8 of Y into K clusters is computed out 
and L ( Y ,  R) denotes L(Y, Ria). Finally, the number of clusters 
K* is selected if it yields the minimal L(Y,  k). In details, The 
procedure of the clustering algorithm is given as follows: 
Clustering 

1. Sliart from 8 = 1, Le., the whole data set Y is viewed as one 

2. 

3. 

4. 

5.  

6. 

cluster. 
For each of the 8 existing clusters, compute the mean vector 
pk as the cluster center and the standard deviation vector ujt 

am; the cluster deviation, k = 1 ,  . . . ,I?. 
In this step we will obtain 8 candidate partitions, each by a 
binary splitting of one of the I? existing clusters, followed by 
a regrouping of the data into ri + 1 clusters. 
Fork = 1,. . . , K ,  compute 

Pk+1 pk + Q k  (4.1) 
pk pk - C k  

Use pl ,  p2, ..., p k , j . ~ & + ~  as the initial centers to 
repartition the data into ( 8  + 1 )  new clusters and ob- 
tain the association vector, according to the minimum 
distance principle. In other words, each data vector will 
be classified into a cluster whose center is the closest. 
Compute all I? + 1 new cluster centers, and repeat the 
repartition process a few times until the cluster centers 
converge. Thus, the association vector 8 k  is obtained. 
Compute the description length L(Y, R + l lbk)  un- 
der the assumed noise model; 

There are 8 different splittings in Step 3 to repartion 8 exist- 
ing clusters into 8+ 1 new clusters. The optimal splitting rule 
here is to choose the best splitting p which yields the minimal 
L(Y,  8 + ll&k). i.e., 

p = arg min ~ L(Y, k + I [ & ) .  
kE [ l ,  .... Kl (4.2) 

Set & = 8,; i.e., aP is the optimum association vector ob- 
tained from the above splittings and repartitions. 
k =  8 + 1 a n d L ( Y , k )  =L(Y,kI&).GotoStep2until 
8: reaches a pre-selected upper bound. 
Choose the optimal number K' such that L ( Y ,  K')  is mini- 
mlal among all L(Y, R). 

The flow chart of the MDL-clustering principle is shown in 
Fig.2. 'The corresponding algorithm is off-line since it requires all 
received pulses to be available at the same time. 
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5. NON-PARAMETRIC CRITERIA 6.  EXPERIMENTAL RESULTS 

To demonstrate the effectiveness of our method, we carried out some 
tests using simulated data. 
Pulse Generation 

2.4), such that 
We generate the pulses according to the signal model Eqs.(2.1 - 

0 the distribution of initial amplitude qn is uniform in [0.5 11; 
0 the distribution of initial phase $ J ~  is uniform in [-T 7r]; 

0 the distribution of time delay T~ is uniform in [0 52’1; 
0 the distribution of carrier frequency wn is Gaussian and its 

0 the distribution of additive noise vn(t) is Gaussian with zero 

Then, given a set of signature signals { S k ( t ) } ,  we can generate the 
received pulses. Fig3 shows one example generated by Noise Model 
1, in which there are 5 emitters and 20 pulses from each emitter. 
The MDL-clustering Algorithm 

The MDL-clustering algorithm (see Fig.2) is off-line since it 
requires all received pulses to be available at the start of the clas- 
sification process. For the received signals shown in Fig.3, Fig.4 
displays the 100 pulses after pre-processing, and Fig.5 shows the 
(pre-processed) pulses after being compressed by a 3-level wavelet 
multi-resolution decomposition. Note that the compressed vector di- 
mension is reduced to 22 from 128. The MDL-clustering principle 
is then applied to the 100 feature vectors. The MDL detection num- 
ber under Noise Model 1 is 5, see Fig.6(a); In contrast, the measures 
proposed using the non-parametric approaches (see Fig.6(b)-(d)) fail 
to resolve the number of emitters correctly. The classification result 
using the MDL-clustering algorithm is shown in Table 1, and it can 
be seen that the accuracy of the corresponding pulse classification is 
high, 93% in the above example. 

Many other examples have been tested. The results show that 
this novel MDL-clustering method is significantly more accurate and 
consistent than the non-parametric methods. 

standard deviation is about 10 percent of its mean value; 

mean and the standard deviation about 0.05. 

For non-parametric criteria on cluster validation, we outline two 
measures suggested in [4] and the CH index recommended in [5] .  
Definitions 
(1) Intra-cluster dispersion: 

where 

n=l 

(2) Inter-cluster distance: 

(3) Similarity between clusters k and .k 

(4) The total intra-cluster square error: 

K 

k = l  

where 
Nk 

e: = E ( y n ( k )  - g ( k ) ) + ( g n ( k )  - ~ ( k ) ) .  (5.6) 

From the definition of similarity measure, we see that cluster e is 
most similar to cluster k if the value of R k e  is maximum. 

n=l 

Average Similarity Measure 

K’ = mjn ~ ( k )  (5.7) 
K 

where 

(5.8) 

Min-Max Measure 

K* = mjn r(R) (5.9) 
K 

where 

(5.10) m x j  E { 1,. . . ,r~- } Djj 

r(ri-) = minifj i , jE{l, . . . ,K) Dij . 
CH Index 

K* = m? CH(& (5.1 1) 
K 

where 
N - K  E; 
K - 1  ( E ;  I)’ 

C H ( K ) = -  -- (5.12) 

7. CONCLUSIONS 

In this paper, we have used the Minimum Description Length cri- 
terion to create an efficient method for the determination of both 
the number of emitters and the optimal pulse-emitter association, 
for radar intercept systems. Extensive computer simulations show 
that the performance of this novel MDL-clustering algorithm is very 
encouraging. The on-going research will focus on the performance 
analysis of the newly developed algorithm and developing efficient 
on-line algorithms. 
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Figure 1: The physical scenario 

A 
K counts the number of the clusters 
N is the total number of received pulses 
L& ) is the description lentgh of received data 
K* is the detectoin number of unknown emitters 
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(based on MDL) 
under a noise model 

Figure 2: The diagram of the MDL-clustering algorithm 
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Figure 3: 100 received pulses from 5 unknown emitters 

Figure 4: 100 pulses after pre-processing 

Figure 5:  100 pulses after compression 

Figure 6: h4DL detection method V.S. non-parametric methods 

Clurter Number Index 1 i n k x  I ofpulses I associatedtoeachpulse l l l 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3  
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4  

21 2 2 2 2 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3  
20 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5  

Table 1. The classification result by the MDL-clustering algorithm 
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