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Incremental Grassmannian Feedback Schemes for
Multi-User MIMO Systems

Ahmed Medra and Timothy N. Davidson

Abstract—The communication of side information forms a
key component of several effective strategies for transmitter
adaptation to slowly fading channels. When the relevant side
information is a subspace, the feedback scheme can be viewed as a
lossy source compression scheme on the Grassmannian manifold.
Memoryless vector quantization on each fading block is a viable
compression scheme, but it neglects any temporal correlation
between the blocks. In this paper, we propose an incremental
approach to Grassmannian quantization that takes advantage of
temporal correlation. The approach leverages existing codebooks
for memoryless quantization schemes and employs a quantized
form of geodesic interpolation. Two schemes that implement the
principles of the proposed approach are presented. In the first
scheme, the choice of the step size in the incremental update is
adapted to a first-order GaussMarkov model for the channel,
which enables the use of higher resolution codebooks. In the
second scheme, a single bit is allocated to the step size, which en-
ables adaptation of the step size to the channel realization rather
than the channel statistics. This provides substantial robustness
against mismatches in the model for the temporal correlation.
A distinguishing feature of the proposed approach is that the
direction of the geodesic interpolation is specified implicitly using
a point in a conventional codebook. As a result, the approach has
an inherent ability to recover autonomously from errors in the
feedback path. Simulation results demonstrate that these features
result in improved performance over some existing schemes in a
variety of channel environments.

Index Terms—Channel temporal correlation, downlink,
geodesic, limited feedback.

I. INTRODUCTION

I N the design of systems for communicating over slowly
fading channels, the provision of information of the state

of the channel to the transmitter offers the opportunity to en-
hance a variety of measures of the quality of service provided
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to the receiver(s) by enabling the adaptation of the transmission
to the channel state [1]. In particular, in downlink systems in
which the transmitter, and possibly the receivers, have multiple
antennas, the availability of the channel state information (CSI)
at the transmitter enables effective management of the interfer-
ence incurred through simultaneous transmissions to multiple
users in the same band [2]. As a result, schemes for providing
the transmitter with various forms of CSI form core components
of standards such as WiMax [3] and LTE-Advanced [4], [5] and
envisioned schemes for transmitter coordination [6] and Mas-
sive MIMO [7]. In time division duplex (TDD) systems, the
transmitter may be able to obtain sufficiently accurate CSI on
the reverse link, but in frequency division duplex (FDD) sys-
tems, the CSI is estimated at the receivers and then fed back
to the transmitter. In such systems, the receivers typically per-
form a form of lossy source compression [8] on the information
to be fed back to the transmitter in order to manage the alloca-
tion of communication resources to the feedback task [9]. (TDD
systems may also benefit from the provision of feedback [10].)
Once the transmitter has obtained its estimates of the channel(s),
it determines a transmission strategy and informs the receivers.
In the scenarios that we will consider that process will include
a “dedicated” training phase [11] that is akin to that in LTE-Ad-
vanced [5].
In many CSI feedback schemes for systems with multiple

antennas, the development of an effective lossy source com-
pression scheme can be simplified by partitioning the informa-
tion to be quantized. For example, for multiple-input multiple-
output (MIMO) point-to-point links, the receiver may inform
the transmitter separately of the directions in which it should
transmit and the power that it should allocate to each direc-
tion. Similarly, for the MIMO downlink, each receiver may in-
form the transmitter of the directions of its channels and a mea-
sure of the “quality” of the channel in each direction. In some
applications, further simplification is possible. In particular, in
single user MIMO systems that employ uniform power loading,
many communication objectives depend only on the subspaces
spanned by the directions of transmission, rather than the direc-
tions themselves; e.g., [12], [13]. Similarly, in a number of sim-
plified multi-user MIMO systems, the design of the transmitter
is dependent on the subspace spanned by the channel [14]. Since
subspaces of a given dimension can be represented by points on
the corresponding Grassmannian manifold [15], this manifold
is the natural setting for the source compression problem. In
this paper, we will focus on Grassmannian feedback schemes,
but the principles of our approach can be applied to systems
that feed back information regarding specific directions, rather
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than subspaces, by performing lossy source compression on the
Stiefel manifold.
For the uncorrelated i.i.d. block fading Rayleigh channel,

memoryless uniform vector quantization on the Grassmannian
manifold is an effective strategy that can offer substantial
performance gain at the price of only few feedback bits [12],
[13]. In this setting, a quantization codebook is designed offline
and known to all terminals [16]–[21]. For each fading block,
the receiver sends to the transmitter the index of one element
of the codebook, which represents the quantized version of the
subspace. Since it is memoryless, this scheme neglects any
correlation that may exist between fading blocks in practice,
and hence it may require a larger amount of feedback than
necessary. However, neglecting temporal correlation provides
inherent robustness against mismatches in any model for the
temporal correlation.
Several methods have been proposed for developing limited

feedback schemes that take advantage of temporal correlation
between fading blocks; e.g., [22]–[32]. A number of these
schemes are based on a differential quantization strategy in
which the scheme seeks to incrementally update the current
estimate of the subspace. Typically, these schemes involve
two codebooks, the first of which is a conventional codebook
designed for a memoryless quantization scheme and is used
to initialize the scheme. The second codebook (or family of
codebooks) is used to quantize local changes around the current
subspace. A variety of approaches have been proposed for
designing the second codebook. One approach is to construct a
simple parameterized codebook for the neighborhood of a point
on the manifold [23]–[26]. Since the geometry of the Grass-
mannian manifold is analogous to that of a sphere, these local
codebooks are often called spherical or polar cap codebooks.
In a number of schemes of this kind, the codebook consists
of a set of points that are carefully distributed on a ring. In
some schemes, the radius of the ring is scaled according to the
channel statistics, while in others, the radius is successively
shrunk. In some schemes, the spherical cap codebook is ro-
tated each time it is used. An alternative to the spherical/polar
cap approaches, is to employ a codebook of tangents to the
Grassmannian manifold. Once the transmitter receives the
index of the tangent, it can construct the updated version of the
subspace by taking a step of a specified size on the manifold in
a direction specified by the tangent [27], [28]. The geometric
constructions in these differential methods can be extended to
develop predictive quantization schemes [29], [30]. Finally,
guidelines for selecting the feedback update period and the
number of feedback bits in differential quantization schemes
for beamforming based systems were derived in [31].
In this paper, we propose an incremental feedback approach

to the Grassmannian quantization problem that exploits the tem-
poral correlation between fading blocks and yet requires only a
single codebook that is designed using conventional techniques
for memoryless Grassmannian quantization, such as those in
[16]–[21]. Similar to the principles of the methods in [22], [27],
[29], we propose to update the current estimate of the subspace
by taking a step along a specified geodesic on the manifold.
The proposed approach differs in that the direction is captured
using a conventional Grassmannian codebook and the step size

along the geodesic can be quantized in a variety of ways. In
order to implement the principles of the proposed approach, we
develop two feedback schemes that differ in the way in which
the step size is communicated. The first scheme is a specializa-
tion of the incremental approach that is tailored to a first-order
Gauss-Markov model with a known correlation coefficient. In
this model-based incremental scheme, the step size is recur-
sively updated in a manner that is dependent on the correlation
coefficient. As a result, no bits need to be assigned to feed back
the step size and hence a conventional Grassmannian codebook
with higher resolution can be used. However, the performance
of the model-based scheme is dependent on the accuracy with
which the correlation coefficient is estimated and tracked.
In the second scheme, conventional Grassmannian code-

books of lower resolution are used and the remainder of the bit
budget is used to adapt the step size to the channel realization
(rather than to the channel statistics). Even with only one bit
allocated to the step size, this scheme provides substantial
robustness to mismatches in the presumed statistical model and
hence we will refer to this scheme as the robust incremental
scheme. An interesting feature of both of the proposed incre-
mental schemes is that they exhibit an intrinsic property that
allows them to recover from errors caused by the feedback
channel. In the case of the robust scheme, this recovery prop-
erty can be considered to be a “self reseting” feature, in which
the transmitter and the receiver can perfectly re-synchronize to
each other after a feedback error.
The performance of the proposed schemes will be compared

to that of other existing schemes in the cases of single user (SU)
and single-cell multi-user (MU) MIMO systems. It is worth
mentioning that the proposed schemes can be also implemented
in more complicated scenarios, such as the multi-cell down-
link, but the underlying principles for channel quantization in
that setting are similar to those for the case of MU-MIMO sys-
tems. In the case of SU-MIMO systems, having CSI at the trans-
mitter side can improve the achievable rate, but it is not neces-
sary to achieve the multiplexing gain of the system. The case
of MU-MIMO is quite different, in that the multiplexing gain
provided by the channel cannot be achieved in the absence of
CSI at the transmitter [33]. In the simulation section, we will
evaluate the performance of the proposed incremental schemes
in several channel scenarios and system models. For example,
we compare the achievable rate in the case of SU-MIMO with
perfect channel estimation and with channel model mismatches.
The results show the improved performance of the proposed
schemes in comparison with some existing ones. In the case
of MU-MIMO, we adopt the Zero-Forcing Beamforming and
Block-diagonalization systems and the results show the perfor-
mance gains in the sum rate achieved by our schemes, especially
with estimation errors in the channel model. Finally, we evaluate
the performance of the proposed scheme in the case of feedback
error and we show that our schemes have an inherent ability to
recover from feedback errors and provide performance gains, in
contrast to other existing schemes.

II. SYSTEM MODEL

In order to focus on the principles of the proposed schemes,
we will present our results in case of SU and MU-MIMO sys-
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tems. We will consider a MU-MIMO downlink system with a
base station with transmit antennas communicating to
users, the th of which has receive antennas. The received
signal for the th user is given by:

(1)

where is the channel matrix from the
transmitter to the th user, is the
number of transmitted data streams, and is the
transmitter preprocessing matrix which is normalized so that

. The transmitted symbols form the vector ,
which is multiplied by the preprocessing matrix producing

a signal vector , where is the total transmit

energy assuming that . Finally is the additive
noise at user which is assumed to be zero-mean complex
Gaussian with normalized covariance, .
We consider a scenario in which the channel changes in a

block fading manner with temporal correlation between blocks
and we assume that each receiver has perfect knowledge of its
channel matrix. The receiver seeks to provide information about
this channel to the base station, and we consider the case in
which the receivers employ partitioned quantization schemes in
which one of the partitions involves the quantization of a sub-
space. Although the focus of this paper is on developing quanti-
zation schemes with memory that can exploit the temporal cor-
relation between blocks, we first briefly review some examples
of memoryless quantization schemes for such applications.

A. Single-User MIMO (SU-MIMO)

In the case of a point-to-point MIMO link, for which ,
a simplified limited feedback strategy that has proven effective
in practice is for the receiver to inform the transmitter of the
directions in which transmission should take place and for the
transmitter to allocate power uniformly over these directions. In
that case, many communication objectives depend on the sub-
space spanned by the directions and not on the directions them-
selves, and hence quantization on the Grassmannian manifold
arises naturally. If the transmitter and the receiver are provided
with a codebook containing tall matrices
of size with orthonormal columns, each of which is the
Grassmannian representative of the subspace that it spans, then
the receiver selects the matrix (codeword) that maximizes a
chosen performance metric and sends the index to the trans-
mitter so it can identify this subspace [13]. For example, if the
performance metric is the Gaussian mutual information, then
the receiver selects a codeword according to

(2)

The index of is send back to the transmitter which will use
as the current preprocessing matrix, i.e., . There-

fore, the achievable rate is the optimal value of the problem in
(2). That rate, or the index of an appropriate coding and modu-
lation scheme, can be also fed back to the transmitter.

B. Single Receive Antenna Downlink (MU-MISO)

In a multi-user downlink scenario in which each user has a
single receive antenna ( and hence ), the
feedback of the channel state information is often partitioned
into a channel direction vector and a scalar that represents the
“quality” of the channel. Similar to the single user case, the
transmitter and the receivers are provided with a codebook

of unit norm vectors and the th receiver selects the
codeword (vector) that solves [34]

(3)

and transmits back to the transmitter. The transmitter uses
these indices to reconstruct for all , and then uses these
vectors to calculate the (normalized) preprocessing matrix in
(1). A subsequent “dedicated training” step (e.g., [11]) enables
the th receiver to determine , and the achievable rate for
the th user, which treats interference as noise, is given by

(4)

In the case that the transmitter performs Zero-Forcing Beam-
forming (ZFBF)[14] with equal power loading, a matrix is
constructed by aggregating the quantized channel directions
sent by the scheduled users according to:

(5)

where is the pseudo inverse of . The precoding matrix
is then formed by normalizing each column in , and

if denotes the th column of , then for all
. We observe that if two users select the same ,

then the matrix will have rank less than . In practice, this
scenario is avoided by providing each user a uniquely rotated
version of the codebook . For comparison, in the case of per-
fect channel state information at the transmitter ZFBF results
in being orthogonal to for and hence in
that case the achievable rate simplifies to

.

C. Multiple Receive Antenna Downlink (MU-MIMO)

In this scenario, each receiver has more than one antenna and
hence can receive more than one data stream. Similar to the
single antenna downlink case, the feedback strategy involves
sending information about the channel direction information
and the quality of the channel. Assuming that a Grassmannian
codebook is known to the transmitter and the
receiver, the th receiver selects the index of a codeword ac-
cording to [35]

(6)

where denotes the Frobenius norm, and sends to the
transmitter. The transmitter reconstructs , for all , from
the received indices and then constructs the precoding matrix

, where and
is the number of streams transmitted to the th
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receiver. Following the dedicated training step the th receiver
can determine , and the achievable rate for the th user,
which treats interference as noise, is given by

(7)

In the case that the transmitter performs Block Diagonalization
(BD) with equal power loading [35], each is chosen such
that , for all , and so that its columns have
unit norm. This can be formed by finding an orthonormal basis
for the null space of the matrix constructed by stacking all the

matrices, , together. For comparison, in the case of
perfect channel state information at the transmitter,
, for all , and hence the achievable rate simplifies to

.

III. TOPOLOGY OF THE GRASSMANNIAN MANIFOLD

Memoryless quantization schemes, such as those described
above, are effective schemes for block fading channel models
in which the blocks are independent. In scenarios in which the
blocks are correlated, memoryless quantization schemes can
still be employed, but schemes that seek to exploit that corre-
lation have the potential to reduce the quantization error (and
implicitly its impact on the system performance) or reduce the
amount of feedback that is required to achieve a given level
of performance. The approach proposed in this paper for ex-
ploiting correlation between blocks is based on the topology
of the Grassmannian manifold [15], [36], [37], which we now
briefly review.
The Grassmannian manifold is a representation of

subspaces of dimension in . Such a subspace can be de-
scribed as the linear span of an orthonormal basis, and that basis
can be captured by the columns of a matrix that
satisfies . As there is a continuum of matrices that
can represent a given subspace, these matrices can be deemed
to form an equivalence class in terms of representing subspaces.
Each “point” on the Grassmannian manifold is a single
matrix that represents this equivalence class for the given
subspace.
The intuition behind the proposed incremental schemes de-

pends on the concept of the geodesic (the shortest path) be-
tween two points on the manifold. To write an equation for the
geodesic from the point on the manifold to the point , we
will use the notion of the tangent to the manifold at the point
in the direction of the point , which can be written as

(8)

If we let denote the compact singular
value decomposition of and define ,
with being defined elementwise, then the points on the
geodesic from to can be written as

(9)

where tracks the progress along the geodesic
from to . In the case of beamforming, where the

Fig. 1. A pictorial representation of the proposed technique. The points marked
denote the sequence of points on the manifold that would be chosen if the

feedback were unlimited. The circles denote the points in the memoryless
Grassmannian codebook (which do not have to be uniformly spaced), and the
points denote the points generated by the proposed technique. Note that the
Grassmannian manifold is compact, and hence the edge effects that appear in
this pictorial representation do not arise in practice.

points on the manifold are elements of , (9) can be sim-
plified to , where

.

IV. PRINCIPLES OF THE PROPOSED INCREMENTAL
FEEDBACK SCHEMES

The proposed approach to incremental Grassmannian feed-
back is based on the observation from (9) that the current rep-
resentative of the subspace can be updated by taking a step of
a specified size along the geodesic in the direction of a point
selected from a conventional Grassmannian codebook. To de-
scribe that approach, we will assume that bits that are avail-
able for feedback, and that those bits are partitioned into two
sets of size and , respectively. The set of bits is
used to index the elements of a Grassmannian codebook
of size from a memoryless scheme, and the set of

bits is used to index a quantization of the interval [0,1],
, where . The basic op-

eration of the proposed scheme is illustrated in Fig. 1. In that
figure, the points denote the sequence of points on
the manifold that would be chosen in case of unlimited feed-
back. That is, the true channel direction information (CDI) of
the channel.1 The point denotes the quantized version of the
CDI for block under the proposed limited feedback model and
the points denote the elements of the conventional Grass-
mannian codebook . The initial quantized CDI is deter-
mined using memoryless quantization scheme using the code-
book . The quantized CDI for the next block (the th
block) is obtained by informing the transmitter to take a step of
size along the geodesic in the direction of a specified el-
ement of . Accordingly, in Fig. 1, is obtained by taking
a step from in the direction of , and is obtained by
taking a step from in the direction of .
To formalize the procedure, let us use to denote the

metric by which the receiver evaluates the quality of the unitary
matrix that represents the CDI. Depending on the scenario,
this metric may take one of the forms in (2), (3) or (6).

1Consistent with the established terminology, we will use the term channel
direction information (CDI), even though it is, strictly speaking, channel sub-
space information.
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1) Initialization: As in the corresponding memoryless quan-
tization schemes, each receiver selects its initial CDI, ,
as , and feeds back the corre-
sponding index. Given that feedback index, the transmitter
reconstructs for that receiver. The transmitter then uses
the CDI from all receivers to construct its initial transmit
precoder using the appropriate expression; e.g., in the
SU-MIMO case, and in the MU-MIMO case
with ZFBF, is constructed using the expression in (5).

2) Incremental updates: Given its CDI for the th fading
block, , each receiver uses (8) to construct its tangent

for each . For each tangent, the re-
ceiver considers steps along the corresponding geodesic of
size , . Using (9), this process gen-
erates candidate CDIs, which we denote
by . The receiver then determines

(10)

and feeds back the indices that enable the transmitter to
construct . Those indices are the index of the direc-
tion and the step size that generated
in (10). The transmitter reconstructs the CDI from each re-
ceiver and computes its next transmit precoder using
the appropriate expression.

Although the basic principle of the incremental approach is
based on a rather simple concept, it has a number of interesting
properties.
1) The codebook that is used for the directions of the in-
cremental update can be chosen to be a subset of the code-
book that is used in thememoryless quantization process
in the initialization step. As such, there is no additional
storage requirement. This enables a system designer to take
advantage of existing codebooks for memoryless quantiza-
tion (e.g., [9], [13], [16], [21]), including codebooks with
a subset structure; e.g., [38]. Doing so alleviates some of
the difficulties associated with constructing codebooks for
increments; e.g., [23].

2) Since the proposed technique is based on updates along
geodesics, the precoder in (10) lies on the manifold. As
a result, the additional projection step employed in the
method in [25] is not required.

3) Given its ability to interpolate between points in the
codebook for memoryless feedback (cf., Fig. 1), the per-
formance of the proposed technique is less sensitive to the
quality of the codebook than conventional memoryless
feedback schemes. Indeed, if the channel is constant,
this interpolation yields a feedback scheme with higher
resolution than the underlying memoryless scheme.

In the following two sections we will develop two schemes
that tailor the basic principles described above to different sce-
narios:
1) The first scheme is a variant of the generic scheme that
is specialized for a first-order Gauss-Markov model for
the temporal correlation of the channel. The temporal
correlation coefficient of the channel is assumed to be
known to the transmitter and the receiver and is assumed
to be constant. In this model-based scheme, the step size at

channel use can be adapted to the temporal correlation
of the channel, and hence all the feedback bits can be as-
signed to the direction along the geodesic; i.e., .
This scheme provides substantial performance gains over
memoryless schemes when the temporal correlation of the
channel is significant. However, like some other existing
schemes, the performance degrades if the temporal corre-
lation of the channel is only coarsely estimated, or if the
temporal correlation changes significantly.

2) If the temporal correlation of the channel is not accurately
known, or if the nature of the environment and the relative
motion of the transmitter and the receivers mean that the
temporal correlation coefficient may change, a fraction of
the feedback budget should be reserved for the size of the
geodesic step. This enables the step size to be adapted to
the channel realization rather than the channel statistics. By
doing so we obtain robustness to the uncertainty in the tem-
poral channel statistics estimation or abrupt changes in the
channel conditions. This is in contrast to the first scheme
and the methods in [23]–[25], where the corresponding no-
tions of step size are adapted to the channel statistics. Fur-
ther, the quantization of the step size can be chosen so that
this scheme exhibits an interesting self-reseting feature; see
Section VI.

V. MODEL-BASED INCREMENTAL FEEDBACK SCHEME

In this section, we present a model-based incremental feed-
back scheme on the Grassmannian manifold where the step size
update for each block is determined according to the temporal
correlation of the channel. In this scheme, all the feedback bits
are used to represent the direction of the geodesic, i.e.,
and , and the step size is computed at each channel
use based on a statistical analysis that wewill provide below.We
will assume that the evolution of the channel matrix for a generic
user , , is modelled by an independent first-order Gauss-
Markov process. For notational convenience, we will drop the
user index and model the channel at the th block as

(11)

where has independent entries distributed according to
. The temporal channel correlation coefficient

is modeled by Jakes model according to ,
where is the zeroth order Bessel function and is
the normalized Doppler frequency. We will denote the sin-
gular value decomposition of and that of

, where the elements of the diagonal matrices
and are arranged in descending order. Generally, we

are interested in tracking the dominant subspace of a particular
dimension. In the SU-MIMO case that dimension is , for the
MU-MISO case it is 1 and for the MU-MIMO case it is .
In order to keep the notation generic, we will let denote
the dimension. Accordingly, we let denote the upper-left

block of , and let denote the first columns
of .
To develop a methodology for choosing the step size to be

used at the th incremental step, we denote the previous quan-
tized version of the CDI by and observe that we would
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like to move from to , the current (true) CDI. We do
not necessarily move precisely in the direction of , as the
geodesic is specified by a point in the Grassmannian codebook,
but, nevertheless, a reasonable guide for the choice of the step
size can be obtained by looking at the average value of the dis-
tance between and . Unfortunately, the analysis of the
average geodesic distance between and is quite in-
volved. Therefore, we will seek insight into that distance by ex-
amining the average chordal distance between and ,

(12)

and then making the observation that for small geodesic steps
the step size can be approximated by a linear function of the
chordal distance. That is, given a point on the manifold and
another point of the form in (9) wemake the approximation

(13)

where the choice of depends on the intended range of the
approximation. As explained in Appendix I, it can be shown
that for the model in (11) with chosen to be , the expected
value of the chordal distance between and is

(14)

where the expectation is taken over the channel model in (11), an
i.i.d. Gaussian model for , and random codebooks generated
according to the isotropic distribution on the manifold.
Using the above analysis, an appropriate choice for the step

size for the th feedback interval would be to choose so that
. We now seek an analytic ex-

pression for such a , or an approximation thereof.
Since is isotropically distributed on , and is inde-

pendent of , it can be shown that [25]

(15)

Furthermore, for the memoryless quantization at step , we
have that [39]

(16)

where

(17)
and denotes the gamma function. Using these expressions,
we satisfy if we choose

(18)

Fig. 2. The evolution of the step size with respect to the channel use for various
values of .

where denotes in (16).
Given the incremental nature of the proposed scheme,

is correlated with and this significantly complicates the
evaluation of for . However, as
shown in Appendix II, by (i) modelling the region that can be
spanned by a step of size from by a spherical cap;
(ii) partitioning that cap according to the spherical cap approx-
imation of the Voronoi cell of each element of the underlying
Grassmannian codebook; and (iii) analyzing the relative vol-
umes of those caps, we can obtain a recursive approximation
for . Using that approximation we obtain
the following recursive approximation for for which
ensures that

(19)
where is a correction factor due to the Voronoi region approx-
imation and is dependent on the number of feedback bits as-
signed to the codebook.
The evolution of the step size for several values of is plotted

in Fig. 2. From that figure it can be seen that during the first few
channel uses, the step size value is large in order to mitigate the
quantization errors and the channel evolution. As the number of
channel uses increases, the quantization error decreases and the
step size converges to a steady state value (i.e., a fixed point)
dependent on . Using (19), that fixed point, which we denote
by , can be found to be

(20)

An important feature of the proposed incremental feedback
scheme is its intrinsic ability to recover, autonomously, from
feedback errors. This feature is illustrated in Fig. 3. In that
figure, the points denote the sequence of CDI’s that
would be chosen in case of unlimited feedback, while the point

denotes the quantized version of the CDI for block under
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Fig. 3. A pictorial representation of how the incremental schemes can mitigate
error propagation in case of feedback errors.

the limited feedback model and the points denote the
elements of the conventional Grassmannian codebook .
The initial quantized CDI is determined using memoryless
quantization scheme using the codebook . Now, let’s as-
sume that there were no feedback errors during the initialization
phase nor in the first update ( and ). As a result, at
channel use , both the transmitter and receiver have the
same . Now consider the case that at the second channel use,
the receiver decides to take a step in the direction of and
that errors in feeding back the indices lead the transmitter to
interpret the direction of the geodesic as being that associated
with . As can be seen by comparing the upper and the
lower parts of Fig. 3 the transmitter and the receiver assume
totally different values for the quantized CDI. Now, in the
third channel use, the receiver chooses to take a step of size
in the direction of . If there is no feedback error, the

transmitter will move from the previous point (which, due
to the feedback error, is in the wrong place) with a step size
in the direction of . Even though the points at the

transmitter and the receiver are not the same, the new points
become closer to each other, and they will get closer still with
successive channel uses. The main reason behind this property
is that the incremental scheme moves from the current point to
a fixed point determined by an element of the codebook .
As we will show in the simulation section, the above model-

based incremental technique can achieve performance gains in
highly correlated channel and provides better results, under a
variety of channel conditions, than other similar schemes that
employ some sort of geodesic interpolation.

VI. A MORE ROBUST INCREMENTAL FEEDBACK SCHEME

In the previous section, we developed a model-based incre-
mental scheme, in which the step size is a function of the tem-
poral correlation of the channel . Although that scheme en-

ables us to retain the full resolution of the memoryless code-
book for the directions of the updates, it is inherently sensitive
to the accuracy of the channel model. In this section we will
describe how the quantization scheme for the step size in the
generic form of our approach in Section IV can be chosen so as
to develop a more robust incremental scheme.
Once the bit budget has been partitioned into components

for the directions, , and the step size, , of the geodesic
updates, there are a variety of ways in which the scalar quan-
tization scheme on [0,1] for the step size can be
chosen. A natural, if somewhat generic, approach would be to
consider the Lloyd algorithm; e.g., [40] and references therein.
If the temporal correlation of the channel model, , is known
and does not change in time, then obtaining a good quantiza-
tion of [0,1] is quite straightforward. However, in practice the
temporal correlation is likely to vary significantly in time, and
a more sophisticated approach would be to postulate a distribu-
tion for , and to apply Lloyd’s algorithm to the resulting family
of models.
Having said that, as we now explain, in our application a case

can be made for choosing . (Recall that
.) First, we observe that when the channel is uncorrelated

in time, the representatives (cf. (11)) are isotropically dis-
tributed on the manifold. Since good codebooks are ap-
proximately isotropically distributed, if the channel is likely to
change rapidly, at least at some points in time, including a step
size of 1 in is a natural choice, as it will allow the algorithm
to “track” the rapidly varying channel. This choice also imbues
the approach with a desirable “self-resetting” property, in the
sense that whenever the receiver chooses a step size of 1 (and
there are no errors in the feedback at that step), both the trans-
mitter and receiver will move to the same point on the manifold
(i.e., the same codeword in the codebook), no matter where they
were at the previous step. This can be illustrated using Fig. 3,
in which there is a feedback error at the second channel use that
results in the transmitter and receiver having different values
for . If the step size chosen at step is (and
no feedback errors occur in this step), then both the transmitter
and receiver take a step of size 1 in the direction of . Hence,
even though they have different values for , both the receiver
and the transmitter have . As such, in just one step
the incremental system has recovered from the feedback error
in step . Choosing a step-size quantization that includes

also helps to develop insight into the choice of the
codebook size. When the receiver chooses a step size of 1, the
system behaves like a memoryless system with bits;
i.e., a memoryless systemwith codewords. There are a
number of guidelines for choosing the size of memoryless code-
books in temporally-uncorrelated, spatially i.i.d. Gaussian chan-
nels (e.g., [33]–[35], [39]), and since the proposed robust incre-
mental scheme has choices for the step size other than
1, it will perform at least as well as a memoryless system with
a codebook of codewords.
As the above discussion suggests, the choice of in-

volves trade-offs between the performance in highly-correlated
channels and the performance in rapidly-varying channels.
Given the possibility of significant changes in the channel
correlation over time, a reasonable approach would be to



MEDRA AND DAVIDSON: INCREMENTAL GRASSMANNIAN FEEDBACK SCHEMES FOR MULTI-USER MIMO SYSTEMS 1137

choose , and to leave the remaining bits to
index the directions of the update on the manifold. As we will
demonstrate in the simulations section, this choice results in
a scheme that provides robust performance in the presence of
significant changes in the channel correlation.
If we make the choice , and if we follow the sug-

gestion above that one of the points in the step-size quantiza-
tion should be 1, then and the remaining design
decision is to choose . While a (constrained) Lloyd approach
could be used, a simple alternative is to consider first-order
Gauss-Markov models of the form in (11) and to postulate a
distribution for the temporal correlation parameter based on
the scenarios that are expected to be encountered. A reasonable
choice for the remaining quantization point for the step size is
then

(21)

where is the fixed point of the step-size iteration for the
model-based scheme; cf. (20).

VII. SIMULATIONS

In this section, we examine the performance of the proposed
model-based and robust incremental schemes in a variety of
different communication configurations. In each configuration,
the channels are modelled using the first-order Gauss-Markov
model in (11), with different, and possibly time-varying, values
for the correlation coefficient, . To provide context for the
values of , we will use the relation from Jakes’
model, and the parameters from the IEEE 802.16m standard
[41], in which the carrier frequency is 2.5 GHz and the feed-
back interval is 5 ms.
We will compare the performance of the proposed schemes

against the conventional memoryless quantization scheme,
and the differential rotation feedback scheme [25]. In the
case of systems based on beamforming, we will also compare
against the polar-cap differential feedback scheme [24]. For our
model-based and robust incremental schemes, the underlying
Grassmannian codebook is designed using the technique in
[21]. However, the performance of the proposed schemes is
almost indistinguishable at the scale of the figures if that code-
book is replaced by the so-called PMI codebook (e.g., [4]) in
LTE-Advanced. For the other differential schemes, we would
like to thank the authors of these schemes for providing us with
their codebooks for the updates. For the initialization of all
the differential schemes we will adopt the same Grassmannian
codebook, and, therefore, all the schemes start from the same
point on the manifold. We assume that the base station is
equipped with antennas, while the number of receive
antennas will be determined by the communication scheme.
The SNR is fixed at 10 dB and the feedback budget is
bits per channel use. For this number of feedback bits, setting
the Voronoi correction factor in the model-based scheme so
that yields the best performance.
We first consider the case of a single-user multiple-input

single-output (SU-MISO) system in which the transmitter uses
the vector indexed by the feedback scheme as the beamforming

Fig. 4. Performance comparison for a SU-MISO system under a channel model
in which .

vector; cf. (2). In Fig. 4, have plotted the evolution of the
average achievable rate over 1000 realizations of the channel
model in (11) for different feedback schemes as the receiver
feeds back information. In the considered scenario, the channel
is temporally correlated with , which corresponds to
a velocity of 1 km/h. For the implementation of the proposed
robust incremental scheme, we present our results for two
different choices for the quantization of the step size, . In
the first case (denoted ‘Robust scheme-adp’), the step size
quantization is , where is the
step size chosen for the model-based method with ;
cf. (19). In the second case (denoted ‘Robust scheme-fix’), the
step size quantization is constant in time and is chosen to be

, where is the average of the fixed points of the
model based scheme (cf. (21)) over a uniform distribution of
on [0.930, 0.999]. From Fig. 4, we can see that the model-based
incremental scheme provides better performance than the other
schemes. The performance of the robust incremental scheme
with fixed step size quantization is close to that of the dif-
ferential rotation scheme and approximately the same as that of
the polar-cap differential scheme, while the robust incremental
scheme with time-varying step size quantization, , provides
improved performance compared to the differential rotation and
polar-cap differential schemes. In the scenario of Fig. 4, all the
differential schemes perform significantly better than the 4-bit
memoryless scheme, but this scenario represents an idealized
case in which the channel follows a first-order Gauss-Markov
model with significant temporal correlation, the receiver has
perfect knowledge of the temporal correlation, and that corre-
lation remains unchanged during the data transmission period.
In Fig. 5, we consider a scenario in which the channel is,

initially, temporally correlated with , and then, at
channel use 7, the channel correlation drops to . This
corresponds to a velocity change from 1 km/h to roughly 20
km/h. The transmitter has no knowledge of this change, and
hence the proposed model-based scheme continues to choose
a step size of even after channel use 7. Similarly the
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Fig. 5. Performance comparison for a SU-MISO system under a channel model
in which drops from 0.997 to 0.5 at channel use 7.

differential schemes continue to use the (small) step sizes asso-
ciated with . Prior to the change in the channel corre-
lation, all the schemes provide better performance than the 4-bit
memoryless scheme, as the results in Fig. 4 predict. However,
their performance is quite different after that change. For this
reason, we have added an additional benchmark in the form of
a memoryless scheme that uses 3 bits of feedback per channel
use. As expected from the discussion in Section VI, the per-
formance of the proposed robust scheme remains better than
that of the 3-bit memoryless scheme when the channel corre-
lation changes. (The 3-bit memoryless scheme is equivalent to
always choosing a step size of 1 in the proposed robust scheme.)
In contrast, the performance of the other differential feedback
schemes drops quite a long way below that of the 3-bit memo-
ryless scheme, due to the mismatch between the actual value of
, namely 0.5, and the value of that was used to choose the
step size, namely 0.997. An additional observation from Fig. 5
is that the robust incremental scheme with the fixed step size
quantization has better performance than the robust scheme
with the adaptive step-size quantization when the channel
correlation changes, and that it does not require accurate esti-
mation of the channel temporal coefficient . Accordingly, in
the following simulations, we will only present results for the
robust scheme with the fixed step-size quantization, .
In Fig. 6 we consider a SU-MIMO system in which the

receiver has two antennas and the (four-antenna) transmitter
sends two symbols per channel use. The transmitter performs
linear precoding with equal power loading using the matrix
specified by the feedback scheme; cf. (2). The channel follows
the Gauss-Markov model in (11), with the channel correla-
tion changing from to at channel use 7.
That is, the channel suddenly becomes uncorrelated. (For the
IEEE 802.16m parameters that we consider, a correlation of

corresponds to a speed of 10 km/h.) Even though
the channel becomes completely uncorrelated, the proposed
robust incremental scheme still provides better performance
than the 3-bit memoryless scheme. It also provides significantly
better performance than the other competing schemes when the

Fig. 6. Performance comparison for a SU-MIMO system under a channel
model in which drops from 0.872 to 0 at channel use 7.

channel becomes uncorrelated. (The fact that the gain of all the
schemes in the preliminary stage in Fig. 6 is less than the gain
in Fig. 5 is due, in large part, to the lower level of correlation,
i.e., the smaller value of .)
In Figs. 7 and 8, we examine the performance of the con-

sidered feedback schemes in the above four-input two-output
SU-MIMO system in cases in which the channel correlation
is constant, but is under- or over-estimated, respectively. In

Fig. 7 the actual channel correlation is , whereas
it is estimated to be 0.872. In Fig. 8, the actual correlation is

, but it is estimated as being 0.997. Figs. 7 and 8
demonstrate the sensitivities of the existing techniques and the
sensitivity of the proposed model-based technique to misesti-
mation of the channel correlation coefficient. The sensitivity
arises from the resulting misadaptation of the step size in these
techniques. The sensitivity is greater in the case of over-estima-
tion of the correlation coefficient, because that results in small
step sizes that are unable to track the variation of the channel.
Figs. 7 and 8 also demonstrate the manner in which the pro-
posed robust scheme overcomes the sensitivity to misestimation
of the correlation coefficient. In both cases, the proposed robust
scheme provides significantly better performance than the other
competing schemes. In the case of over-estimation in Fig. 8, it
provides better performance than the 4-bit memoryless scheme,
whereas the performance of the other competing schemes falls
significantly below that of the 3-bit memoryless scheme.
We now examine the performance of the considered feed-

back schemes in MU-MISO and MU-MIMO systems. Fig. 9
presents results for a MU-MISO system with 4 users that em-
ploys Zero-Forcing Beamforming (ZFBF) with uniform power
loading; cf. (5). The correlation coefficient of the channel is

, which corresponds to a speed of 7 km/h, and is
fixed and precisely known. From Fig. 9, it can be seen that the
model-based incremental scheme has the best tracking proper-
ties among the competing schemes. In many ways, the relative
performance of the considered schemes in this scenario is sim-
ilar to that for the SU-MISO scenario in Fig. 4.
In order to illustrate the performance of the various schemes

in amultiuser scenario in which the channel correlation changes,
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Fig. 7. Performance comparison for a SU-MIMO system under a channel
model in which is constant, but underestimated.

Fig. 8. Performance comparison for a SU-MIMO system under a channel
model in which is constant, but overestimated.

in Fig. 10 we consider the performance of the 4-user MU-MISO
system that employs ZFBF in an environment in which the chan-
nels are initially temporally correlated with and
then that correlation drops to 0.5 at channel use 11. As can be
seen from the figure, initially all the competing methods provide
better performance than the 4-bit memoryless scheme, but when
the channel correlation drops, only the proposed robust scheme
is able to maintain better performance than the 3-bit memory-
less scheme.
In Fig. 11, we consider a 2-user MU-MIMO system in which

each receiver has two antennas and the transmitter sends two
symbols to each receiver at each channel use, using block-diag-
onalization (BD) with equal power loading; cf. (7). The chan-
nels are initially temporally correlated with and then
that correlation drops to 0.872 at channel use 11. In this scenario,
the proposed robust scheme maintains performance better than
the 4-bit memoryless scheme, even after the drop in correlation,

Fig. 9. Performance comparison for a MU-MISO system that employs ZFBF
under a channel model with .

Fig. 10. Performance comparison of MU-MIMO systems with ZFBF and
varying .

whereas the performance of the other competing schemes drops
below that of the 3-bit memoryless scheme.
One of the inherent weaknesses in incremental quantization

schemes is their sensitivity to errors, and, in particular, the prop-
agation of the effects of those errors. In Fig. 12, we examine
the performance of the considered schemes in the presence of
a feedback error, and in Fig. 13 we examine the performance
in the presence of both a feedback error and errors in the esti-
mation of the correlation coefficient, . For simplicity, we con-
sider the case of an SU-MISO system. In the scenario consid-
ered in Fig. 12, the correlation coefficient is , and a
single feedback error occurs at the 6th channel use. The error is
modelled as a switch to another element of the codebook, with
each other element having equal probability, . The
figure shows how both the proposed model-based scheme and
the proposed robust scheme are able to recover from the feed-
back error and return to the performance level that was achieved
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Fig. 11. Performance comparison of MU-MIMO systems with BD and varying
.

Fig. 12. Performance comparison for a SU-MISO system under a channel
model with in the presence of a feedback error at channel use 6.

prior to the error, whereas for the polar cap and differential ro-
tation schemes, the error has a lasting impact that would require
an external resetting mechanism to resolve. To explore the com-
bined impact of a feedback error and error in the estimation
of the correlation coefficient, we repeated the previous exper-
iment for the case in which the actual correlation coefficient is

, but it is estimated as being 0.967. This corresponds
to an error of about 3%. The results for this case are provided in
Fig. 13. In this scenario, the proposed robust scheme recovers
more quickly than the proposed model-based scheme. Perhaps
more importantly, both are able to recover from the feedback
error, whereas for the existing competing schemes the presence
of the estimation error in the correlation coefficient appears to
hinder the ability to recover from the feedback error.

VIII. CONCLUSION

In this paper, we proposed two implementations of an incre-
mental feedback method for temporally correlated channels.
The first scheme is adapted to a first-order Gauss-Markov

Fig. 13. Performance comparison for a SU-MISO system under a channel
model in which is constant, but over-estimated, in the presence of a feedback
error at channel use 6.

channel model and uses all the available resources for direction
feedback, while the second scheme divides the resources be-
tween direction information and step size feedback. From our
simulations, we can conclude that when the channel correlation
coefficient is perfectly estimated at the receiver side, the
model-based incremental scheme provides the best perfor-
mance when compared to other existing schemes. However, if
the receiver does not have enough time or resources to estimate
the long-term channel statistics with sufficient accuracy, or
if those statistics change often, we suggest using the robust
incremental scheme. A distinguishing feature of both of the
proposed schemes is their intrinsic ability to recover from
feedback errors and return to their steady state performance
levels.

APPENDIX I

DERIVATION OF (14)

We begin with the channel model in (11),
, and the singular value decompo-

sitions and . Using the
analysis in the Appendix of [25], we find that when is
chosen to be equal to ,

(22a)

(22b)

Furthermore, using the unitary invariance of the Frobenius norm
we have that

(23)
Using the fact that [25]

(24)
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we can then deduce that

(25a)

(25b)

Using the properties of the trace operator and the fact that
, it can be shown that

(26a)

(26b)

Using the fact that the expectation and the trace operations are
linear, by equating (25b) and (26b), we have that

(27)

Furthermore, using the fact that the channel gains and directions
are independent and by using (24), we find that the relation in
(27) can be rewritten as

(28a)

(28b)

By defining

(29)

and

(30)

and by moving the right hand side of (28) to the left hand side,
we can rewrite the relation in (28) as . Since and
are symmetric, the quantity can be bounded by [42]

(31)

where is the greatest eigenvalue of the matrix and
is the least eigenvalue. Under channel models in which

has full rank, such as the case of the model in (11),
, and therefore the condition implies

that . Therefore,

(32a)

(32b)

(32c)

This concludes the derivation of (14).
For the case in which is chosen to be less than , the cor-

responding steps yield an inequality in the form of ,
where and takes the form in (32) with
replaced by . That implies that

. Ac-
cordingly, the step size in the model-based scheme is designed
based on the upper bound on the expected chordal distance
between

APPENDIX II

APPROXIMATION OF

In order to find an expression for , we
employ a Voronoi region approximation akin to that in [24]. To
do so, we first define the spherical cap centered at with radius
to be [39]:

(33)

The volume of that spherical cap is:

(34)

where was defined in (17).
The analysis begins with the point on the manifold,

and the set of all points on the manifold that can be obtained
by taking a step of size along a geodesic from that point.
Using the approximate relationship between the geodesic and
chordal distances in (13), we can represent that set of points
by the spherical cap . When we update to

we take a step of size in the direction of one of
the elements of the codebook . If we model those ele-
ments as being isotropically distributed, then we implicitly par-
tition into spherical caps of equal radii. If we
make the (high-resolution) Voronoi approximation that those
spherical caps cover without overlap, then each
has a volume that is of the volume of .
Using (34), this means that the radius, of each of the
spherical caps is such that

(35)
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That is,

(36)

Now, when we actually take the step from we move in
the direction of , which is the centre of the one of the

spherical caps that contains . That is, lies in
. Therefore, up to the accuracy of the above approx-

imations, .
In order to account for the errors incurred in those approxima-
tions, and in particular the errors incurred in the Voronoi approx-
imation, we apply a correction factor to that result and
refine our approximation to

(37)

Although it appears to be difficult to obtain an analytic ex-
pression for , it depends on the number of codewords in the
codebook and the dimension of the manifold and can be deter-
mined, off-line, using straightforward numerical techniques. In
our simulations, we found that for a codebook of codewords,
setting gives good performance. As the number
of feedback bits increases, the accuracy of the Voronoi region
approximation also increases, and hence approaches 1.
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