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Tomlinson-Harashima Precoding for Broadcast
Channels with Uncertainty

Michael Botros Shenouda and Timothy N. Davidson, Member, IEEE,

Abstract— We consider the design of Tomlinson-Harashima
(TH) precoders for broadcast channels in the presence of channel
uncertainty. For systems in which uplink-downlink reciprocity
is used to obtain a channel estimate at the transmitter, we
present a robust design based on a statistical model for the
channel uncertainty. We provide a convex formulation of the
design problem subject to two types of power constraints: a
set of constraints on the power transmitted from each antenna
and a total power constraint. For the case of the total power
constraint, we present a closed-form solution for the robust
TH precoder that incurs essentially the same computational
cost as the corresponding designs that assume perfect chan-
nel knowledge. For systems in which the receivers feed back
quantized channel state information to the transmitter, we
present a robust design based on a bounded model for the
channel uncertainty. We provide a convex formulation for the TH
precoder that maximizes the performance under the worst-case
channel uncertainty subject to both types of power constraints.
We also present a conservative robust design for this type of
channel uncertainty that has reduced computational complexity
for the case of power constraints on individual antennas and
leads to a closed-form solution for the total power constraint
case. Simulation studies verify our analytical results and show
that the robust TH precoders can significantly reduce the rather
high sensitivity of broadcast transmissions to errors in channel
state information.

Index Terms— Tomlinson-Harashima precoding, broadcast
channel, channel uncertainty, robust precoding.

I. INTRODUCTION

TOMLINSON-HARASHIMA (TH) precoding was origi-
nally introduced as a non-linear transmitter equalization

technique for single-input single-output (SISO) channels with
inter-symbol interference (ISI) [1], [2]. For ISI channels, TH
precoding works by pre-subtracting the interference that the
previous symbols would otherwise create at the receiver. The
same principle can be applied to broadcast channels in which
the transmitter uses multiple antennas to transmit independent
data streams to decentralized users. In that scenario, TH
precoding pre-subtracts previously precoded symbols intended
for other receivers, thus performing spatial (pre-) equaliza-
tion, rather than temporal equalization. This interference pre-
subtraction at the transmitter is well suited to the broadcast
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scenario because the decentralized nature of the receivers
prevents joint processing of the received signals.

A fundamental assumption of TH precoding is the avail-
ability of perfect Channel State Information (CSI) at the
transmitter. Perfect CSI enables the transmitter to precisely
pre-subtract the terms that would interfere at the receiver.
Based on the assumption of perfect CSI at the transmitter,
several different approaches for designing TH precoders for
broadcast channels have been proposed, including zero-forcing
designs [3]–[6], minimum mean square error (MMSE) [7], [8]
and designs with independent mean square error constraints
[9]. However, in practical broadcasting systems, such as the
downlink of a cellular system, the CSI available at the trans-
mitter is generally imperfect. In systems in which the trans-
mitter exploits uplink-downlink reciprocity to estimate the
downlink channel, the uncertainty in the CSI at the transmitter
is dominated by the effect of estimation errors, and in systems
in which each receiver quantizes its channel information and
feeds it back to the transmitter, the uncertainty in the CSI
at the transmitter is dominated by the effect of quantization
errors. In both scenarios, the mismatch between the actual CSI
and the transmitter’s estimate of the CSI can result in serious
degradation of the performance of TH precoding. Analysis
of TH precoding for uncertain ISI channels has shown that
the received signal to noise ratio (SNR) saturates as the
transmitted power is increased [10]. Moreover, precoding for
the broadcast channel is highly sensitive to CSI mismatch.
Even for a simple linear precoding scheme, recent results have
shown that the receivers’ signal to interference plus noise
ratios (SINRs) saturates with increasing transmitted power
[11].

Motivated by the sensitivity of both broadcast channels and
TH precoding to channel uncertainty, we design, herein, robust
TH precoders that explicitly take into account the nature of
CSI mismatch. For scenarios in which CSI mismatch results
from estimation errors, we propose a statistical model for the
channel uncertainty. We provide a convex formulation for the
robust TH precoder that maximizes the average performance
under two possible power constraints: a set of constraints on
the power transmitted from each antenna, and a total power
constraint. Furthermore, we obtain a closed-form solution for
the robust precoder under the total power constraint. When the
CSI mismatch results from quantization errors, the transmitter
can bound the dominant errors using its knowledge of the
quantization codebooks. For this scenario, we design a robust
TH precoder that maximizes the worst-case performance. For
this minimax strategy, we provide convex formulations for
precise and conservative approaches to the worst-case design
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Fig. 1. Multiple-input single-output downlink system with Tomlinson-
Harashima precoding at the transmitter.

under the two types of power constraints. The conservative
approach provides an alternative design that achieves perfor-
mance close to that of the true worst-case design, yet has a
lower computational cost for the case of power constraints on
individual antennas, and leads to a closed-form solution for
the case of a total power constraint.

Previous approaches to the design of robust TH precoders
have considered the statistical model of channel uncertainty in
scenarios that involve equalization of a SISO ISI channel [12],
or precoding for a point-to-point MIMO system [13]. For
the broadcast channel, a zero-forcing robust design under the
statistical uncertainty model was proposed in [14]. Besides
considering the additional bounded model of channel uncer-
tainty, the approach proposed herein enables power constraints
on individual antennas to be incorporated, in addition to a
constraint on the total transmitted power.

Our notation is as follows: Boldface type is used to de-
note matrices and vectors; [Q]i,j denotes the element at the
intersection of the ith row and jth column of the matrix Q;
and PH denotes the conjugate transpose of the matrix P. The
notation ‖x‖ denotes the Euclidean norm of vector x, while
‖E‖ denotes the spectral norm (maximum singular value) of
the matrix E. The term tr(A) denotes the trace of A, A⊗B
denotes the Kronecker product of A and B, and for symmetric
matrices A and B, A ≥ B denotes the fact that A − B
is positive semidefinite. The notation Diag(x) denotes the
diagonal matrix whose diagonal elements are the elements
of x.

II. SYSTEM MODEL

We consider the downlink of a multiuser cellular communi-
cation system with nt antennas at the transmitter and K users,
each with one receive antenna. We consider downlink systems
in which Tomlinson-Harashima (TH) precoding is used at
the transmitter for multi-user interference pre-subtraction. As
shown in Fig. 1, interference pre-subtraction and channel
spatial equalization are performed at the transmitter using a
feedback precoding matrix Q ∈ CK×K and a feedforward
precoding matrix P ∈ Cnt×K . The vector s ∈ CK contains
the data symbol destined for each user, and we assume that sk

is chosen from a square QAM constellation S with cardinality
M . The Voronoi region, V , of the constellation is a square
whose side length is D; i.e., D =

√
M d, where d is the

distance between two successive constellation points along any
of the basis directions.

In absence of the modulo operation, the output symbols
of the feedback loop in Fig. 1, vk , would be generated

Q

P
s v x

-
u

i

Fig. 2. Equivalent linear model for the transmitter.

successively according to the following relation

vk = sk −
k−1∑
j=1

[Q]k,jvj , (1)

where, at the kth step, only the previously precoded symbols
v1, .., vk−1 are subtracted. Hence, Q is a strictly lower trian-
gular matrix. The summation in equation (1) suggests that the
magnitude of vk may grow beyond the boundaries of V . The
role of the modulo operation is to bring the magnitude back
inside the boundaries of V . (For square QAM symbols, the
modulo operation corresponds to performing separate modulo-
D operations on the real and imaginary parts of vk.) The
effect of the modulo operation is equivalent to the addition
of the complex quantity ik = ire

k D + j iimag
k D to vk, where

ire
k , iimag

k ∈ Z, and j =
√−1. Using this observation, we

obtain the standard linear model of the transmitter that does
not involve a modulo operation, as shown in Fig. 2; e.g., [15].
In this model, the constellation of the modified data symbols
in the vector u = s + i is simply the periodic extension of
the original constellation S along the real and imaginary axes.
From this equivalent model, it is clear that v is linearly related
to the modified data vector u,

v = (I + Q)−1u. (2)

Following the feedback processing, the vector v is then
linearly precoded to produce the vector of transmitted signals:

x = Pv. (3)

The signals received at each user, yk, can be written in the
vector form:

y = Hx + n

= HP(I + Q)−1u + n,

where the kth row of H is the vector of channel coefficients
for the kth user and n is the vector of additive noise which
is assumed to have zero mean and a covariance matrix Rn =
E{nnH}. The transmitter’s estimate of the channel will be
denoted by Ĥ, and the error between the actual channel H
and Ĥ will be denoted by E; i.e., H = Ĥ + E.

At the receivers, the modulo operation is necessary to elim-
inate the effect of the periodic extension of the constellation.
Following the modulo operation, the receivers use a quantizer
of the original constellation S to detect the received symbols.
Since the transmitter processing and channel propagation may
result in a non-unity gain, the receivers have to compensate
for this gain gk by dividing by the factor gk prior to the
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modulo operation; e.g. [7], [16]. Alternatively, the modulo
operation and the quantizer can incorporate this gain by
assuming a scaled constellation gkS instead of S; e.g. [17].
We will assume that the second approach is implemented by
the receivers. In this paper, we will focus on precoder design,
and, analogous to existing broadcast precoder designs for the
case of perfect channel knowledge (c.f. [16], [17]), we will
choose gk to be a function of the channel estimate, Ĥ.1

A. The performance metric

Motivated by [7], [19], the performance metric that we will
use in our designs is the mean squared error (MSE) between
the received signal y and a scaled version of the modified data
symbols u = s + i. In the absence of noise, this is equivalent
to the MSE between ymod, the vector of inputs to the decision
devices at the (decentralized) receivers, and the data symbols
s. (Recall that the receivers perform a modulo gkD operation
before the decision device.) This performance metric can be
written as:

MSE(E,P,Q) = E{‖Gu− y‖2}
= E{‖G(I + Q)v − (HPv + n)‖2}
= tr{(GR

1
2
v + GQ̃− (Ĥ + E)P̃)H

× (GR
1
2
v + GQ̃− (Ĥ + E)P̃)} + tr(Rn),

(4)

where G = Diag([g1, g2, . . . , gK ]), Rv = E{vvH}, P̃ =
PR

1
2
v and Q̃ = QR

1
2
v . The second term in (4) is independent

of P and Q, and therefore only the first term will appear in
the objectives below.

In order to employ the expression in (4) we need to obtain
(an approximation of) the auto-correlation matrix, Rv, of the
output of the transmitter’s modulo operation, v. To do so,
we will make the standard observation that the elements of
v are almost uncorrelated and uniformly distributed over the
Voronoi region of the constellation, V , and that such a model
becomes more precise as M increases [15, Th. 3.1], [20].
Furthermore, for a square constellation, we have E{|vk|2} =

M
M−1E{|sk|2} for k = 2, . . . , K , [15]. Using these properties
and the assumption that E{ssH} = I, it follows that Rv can be
accurately approximated by a diagonal matrix with [Rv]1,1 =
1 and [Rv]k,k = M

M−1 , k = 2, . . . , K; see also [3].

B. Transmitter power constraints

We will consider two possible power constraints: a con-
straint on the total transmitted power E{xHx} ≤ Ptotal and a
set of constraints on the power transmitted from each antenna
E{|xi|2} ≤ Pi, i = 1, . . . , nt. Power constraints on individual
antennas are of considerable interest, because in most practical
implementations each antenna has its own power amplifier.
Individual antenna power constraints are also appropriate in
multi-cell scenarios, in which each antenna belongs to a
different base station. A transmitter design for a broadcast
channel with such “per-antenna” constraints was considered

1For the case of statistically-robust linear precoding, a joint design of the
precoder and receiver under a zero-forcing constraint appears in [14], and a
jointly optimal minimum mean square error design appears in [18].

in [21] under the assumption that perfect CSI is available at
the transmitter. Without loss of generality, we can assume that
E{ssH} = I. Hence, the total power constraint simplifies
to tr(P̃HP̃) ≤ Ptotal, and the set of power constraints on
individual antennas simplifies to ‖p̃i‖2 ≤ Pi, i = 1, . . . , nt,
where p̃i is the ith row of P̃.

C. Channel uncertainty models

We will develop design formulations for robust precoders
under two models of channel uncertainty:

• For systems with reciprocity in which the transmitter
performs channel estimation, the error E between the
actual channel H and the estimated channel Ĥ can often
be accurately modelled as a Gaussian random variable
with zero mean and E{EHE} = σ2

EI, [22]. For this
stochastic model of uncertainty, robust precoding based
on the average MSE will be presented in Section III.

• In the second model, the error is assumed to be determin-
istically bounded, ‖E‖ ≤ ∆. This model is suitable for
certain systems that involve quantization of the channel
information; see, e.g., [23]. For this model of uncertainty,
robust minimax precoding based on the worst-case MSE
will be presented in Sections IV and V.

III. STATISTICALLY ROBUST TOMLINSON-HARASHIMA

PRECODING

In this section, we present an approach to robust Tomlinson-
Harashima precoder design for the first model of uncertainty.
Our goal is to design a precoder that minimizes the average
value, over the channel estimation errors, of the MSE in (4).
For the case of individual power constraints on each antenna,
we will show that the design problem is equivalent to a convex
conic programming problem that can be efficiently solved
using interior points methods. For the case where the power
constraints on each individual antenna are replaced by a total
power constraint, we will derive a closed-form expression for
the optimal precoder.

A. Statistically robust TH Precoding with individual antenna
power constraints

The average, over channel estimation error E, of the MSE
in (4) can be written as:

EE{MSE(E, P̃, Q̃)} = EE{‖vec(GR
1
2
v +GQ̃−(Ĥ+E)P̃)‖2},

where the vec operator stacks the columns of the input matrix

into one vector. We will write vec(GR
1
2
v +GQ̃−(Ĥ+E)P̃) =

b + vec(GQ̃) − Ap̃, where

b = vec(GR
1
2
v ), (5)

p̃ = vec(P̃), (6)

A = I ⊗ (Ĥ + E) = Â + ∆A, (7)

with Â = I ⊗ Ĥ and ∆A = I ⊗ E. Because of the strictly
lower triangular structure of GQ̃, vec(GQ̃) will contain
only L = K(K − 1)/2 non-zero elements. We will find it
convenient to write vec(GQ̃) as the product of a matrix
D ∈ {0, 1}K2×L and a vector q̃ ∈ CL×1 that contains only
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the non-zero elements of vec(GQ̃). The matrix D is given
by:

DT =[
0L×1, e1, . . . , eK−1 | 0L×2, eK , . . . , e2K−3 | . . . | 0L×K

]
,
(8)

where ei is the ith column of I. By using this notation, we
avoid adding equality constraints to the subsequent formula-
tions of the problem. The average MSE can now be written
as:

EE{MSE(E, P̃, Q̃)} = EE{(b + Dq̃ − Ap̃)H

× (b + Dq̃ − Ap̃)}
= ‖Âp̃ − Dq̃ − b‖2

+ p̃HEE{∆A
H∆A}p̃

= ‖Âp̃ − Dq̃ − b‖2 + σ2
E‖p̃‖2, (9)

where we have used the fact that ∆A
H∆A = I⊗EHE. Using

the above expression for the average MSE, the design problem
reduces to:

min
p̃,q̃

f0(p̃, q̃) = ‖Âp̃− Dq̃ − b‖2 + σ2
E‖p̃‖2 (10a)

subject to ‖Sip̃‖2 ≤ Pi, i = 1, . . . , nt, (10b)

where Si is the selection matrix that selects from p̃ the
elements corresponding to the ith row of P̃. The elements of
Si can be written as [Si]m,n = δ(i + (m − 1)nt − n), where
δ(k) is the Kronecker delta.

Since q̃ in (10) is unconstrained, we can obtain a closed-
form expression for the optimal value for q̃ for each value of
p̃, and hence we can reduce the dimensionality of the opti-
mization problem. Indeed, by solving the optimality condition
∇q̃f0 = 0, [24], we obtain the following expression for the
optimal value of q̃:

q̃ = (DHD)−1DH(Âp̃− b) = DHÂp̃, (11)

where we used the facts that DHD = I and DHb = 0, which
follow from (5) and (8). The design of the statistically robust
TH precoder under individual antenna power constraints can
now be written as:

min
p̃

‖JÂp̃− b‖2 + σ2
E‖p̃‖2 (12a)

subject to ‖Sip̃‖2 ≤ Pi i = 1, . . . , nt, (12b)

where

J = I−DDH = diag(1, 0, . . . , 0︸ ︷︷ ︸
K

, 1, 1, . . . , 0︸ ︷︷ ︸
K

, . . . , 1, 1, . . . , 1︸ ︷︷ ︸
K

).

(13)
Equation (12a) shows that the robust precoding problem is
a form of constrained regularized least-squares, in which the
core term in the objective is the MSE for the estimated channel
(the first term) and the regularizing term in the objective is
the total precoder power (the second term). This regularizing
term captures the impact of the interference at the receivers
that results from imperfect channel state information at the
transmitter. Indeed, the consequences of this interference have
been previously observed in the saturation of the bit error

performance with increasing transmitted power [13], [14].
Similar saturation effects with increasing transmitted power
were observed in the SINR of the received signals; e.g.
[11]. In the model that we consider, the receiver processing
gains are function of the channel estimate only, and as a
result the optimal precoder does not necessarily use all the
available transmission power; i.e., the constraint in (12b)
is not necessarily active at optimality. In fact, in the next
section we will provide conditions under which the precoder
in (12) does not use all the available transmission power. This
does not entail significant loss of performance because of
the saturation effects mentioned above. A joint design of the
precoder and the receivers’ processing gains can be obtained
in analogous way to that for the robust statistical design for
linear transceivers presented in [18].

The problem in (12) is convex. In particular, it can be
rewritten as the following rotated second order cone program
(SOCP) [25]:

min
p̃,t1,t2

t1 + σ2
Et2 (14a)

subject to ‖JÂp̃ − b‖2 ≤ t1, (14b)

‖p̃‖2 ≤ t2, (14c)

‖Sip̃‖2 ≤ Pi i = 1, . . . , nt. (14d)

This problem can be efficiently solved using self-dual interior
point methods [26]–[28].

B. Closed-form solution for statistically robust TH precoding
with a total power constraint

In this section we address the problem of designing a
statistically robust TH precoder under a constraint on the total
transmitted power. That is, we wish to solve the problem

min
p̃

‖JÂp̃ − b‖2 + σ2
E‖p̃‖2 (15a)

subject to ‖p̃‖2 ≤ Ptotal. (15b)

(The optimal q̃ remains that given by equation (11).) Although
the convex optimization formulation in (14) can be slightly
modified to obtain an efficiently-solvable formulation of this
design problem, we can actually obtain a closed-form solution.

The design problem in (15) is a regularized least squares
problem with an inequality constraint on the Euclidean norm
of the variable. By solving the Karush-Kuhn-Tucker optimality
conditions for the problem in (15) and by using the fact that
Jb = b, we can obtain (see Appendix I for the details) the
following closed-form solution for the optimal p̃:

p̃opt =
{

(ÂHJ2Â + (λ + σ2
E)I)−1ÂHb λ > 0,

(ÂHJ2Â + σ2
EI)−1ÂHb otherwise,

(16)
where λ is the Lagrange multiplier associated with the inequal-
ity constraint (15b). The value of λ is given by the unique
positive root (if any) of the equation:

f(x) = tr(ÂHbbHÂ(ÂHJ2Â+(σ2
E +x)I)−2))−Ptotal = 0,

(17)
Moreover, this root can be found using bisection search.

The closed-form expression in (16) for the robust precoder
contains two cases. The case that is applicable depends on the
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root of equation (17). If a positive root exists, then it will be
unique and λ will be equal to the value of this root. Hence,
the first case of the optimal solution will be applicable and the
transmitted power constraint in (15b) is satisfied with equality.
If no positive root exists, then the alternate expression for p̃opt

in (16) is applicable and λ = 0. In that case, the constraint in
(15b) will not be active at optimality.

Comparing the optimal solution for the robust TH precoder
design given in (16) to the MMSE-TH precoder design method
that assumes perfect channel knowledge [7], it can be seen
that the robust solution has essentially the same computational
cost. To show this, we observe first the special structure of the
matrix JÂ. From (7), it can be seen that Â is block diagonal
with all blocks equal to Ĥ. Using (13), we can see that JA is
a block diagonal matrix with the first i rows of the ith block
being the first i rows of Ĥ and remaining rows being zero.
The computational complexity of calculating p̃opt is dominated
by the complexity of calculating the regularized inversion of
these blocks, and hence is essentially same as the MMSE-
TH precoding method in [7] whose expression also involves
the regularized inversion of same blocks. Hence, robustness
can be incorporated into the TH precoder without significant
additional computational cost.

By using the singular value decomposition (SVD) of the
matrix JÂ, we can obtain simpler expressions for the optimal
p̃ and equation (17). This will also enable us to obtain
necessary and sufficient condition for the robust TH precoder
to use all the allowable transmission power. Let the SVD of
JÂ be given by:

JÂ = UΣVH =
[
U1 U2

] [
Σ1 0
0 0

] [
VH

1

VH
2

]
. (18)

If we substitute the SVD of JÂ into (16) and use b̃1 = UH
1 b,

the expression for p̃opt can be written as (see Appendix I):

p̃opt =
{

V1(Σ2
1 + (σ2

E + λ)I)−1Σ1b̃1 λ > 0,
V1(Σ2

1 + σ2
EI)−1Σ1b̃1 otherwise,

(19)
and the equation for calculating the Lagrange multiplier re-
duces to:

f(x) = b̃H
1 Σ2

1 (Σ2
1 + (x + σ2

E)I)−2 b̃1 − Ptotal (20)

=
r∑

i=1

βi
σ2

i

(σ2
i + (x + σ2

E))2
− Ptotal = 0, (21)

where r is the rank of JÂ, βi is the ith diagonal element
of b̃1b̃H

1 and σi is the ith diagonal element of Σ1. The next
lemma shows that there is a threshold value for Ptotal above
which there will be no positive root for (21).

Theorem 1: Let N =
∑r

i=1 βi
σ2

i

(σ2
i +σ2

E)2
. A necessary and

sufficient condition for (17) to have a unique positive root is
Ptotal < N .

Proof: See Appendix II.
This result shows that by using only the parameters of the
design problem, we can decide which case of the optimal
solution in (16) or (19) is applicable.

IV. MINIMAX ROBUST TOMLINSON-HARASHIMA

PRECODING

In this section we present a robust Tomlinson-Harashima
precoder design that does not rely on a statistical model
of channel uncertainty, but merely assumes that the channel
uncertainty lies within a given bound. This type of uncertainty
can arise in systems in which the channel knowledge is
quantized at the receiver and fed back to the transmitter.
The transmitter in this case can bound the quantization errors
through its knowledge of the codebooks used by the receiver.
For this type of channel uncertainty, our goal is to design
the Tomlinson-Harashima precoder to minimize the worst-case
MSE over all admissible channel uncertainties E, subject to
power constraints on each antenna, or a total power constraint.

The robust TH precoder that minimizes the worst-case
performance under individual antenna power constraints, can
be stated as the following minimax optimization problem:

min
P̃,Q̃

max
‖E‖≤∆

tr{(GR
1
2
v + GQ̃− (Ĥ + E)P̃)H

× (GR
1
2
v + GQ̃− (Ĥ + E)P̃)}

(22a)

subject to ‖p̃i‖2 ≤ Pi, i = 1, . . . , nt, (22b)

Q̃i,j = 0, 1 ≤ i ≤ j ≤ K. (22c)

This problem can be re-cast as the following single minimiza-
tion problem:

min
P̃,Q̃,t

t (23a)

s.t. tr{(GR
1
2
v + GQ̃ − (Ĥ + E)P̃)H

× (GR
1
2
v + GQ̃− (Ĥ + E)P̃)} ≤ t ∀ ‖E‖ ≤ ∆,

(23b)

along with constraints (22b) and (22c). The expression in (23b)
represents an infinite set of constraints, one for each E that
satisfies ‖E‖ ≤ ∆. Each of these constraints is non-linear in
the decision variables P̃ and Q̃. The result of the following
lemma will be useful in formulating this constraint as a Linear
Matrix Inequality (LMI) constraint.

Lemma 1: Let M ∈ CK×K be a Hermitian matrix such
that M = ((C + ∆C)X − F)H((C + ∆C)X − F). Then
there exists s, λ ≥ 0 and Z ≥ 0 such that the constraint
tr(M) ≤ t, ∀ ‖ ∆G‖ ≤ ∆ is equivalent to the following LMI
representation:⎡

⎣ Z + sI (CX − F)H −∆XH

(CX − F) (1 − λ)I 0
−∆X 0 λI

⎤
⎦ ≥ 0, (24)

t − Ks − tr(Z) ≥ 0. (25)
Proof: The proof involves the application of properties

of the Schur Complement to results in [29] and [30]. A similar
proof for the case in which the constraint tr(M) ≤ t is
replaced by λmax(M) ≤ t, where λmax(·) denotes the largest
eigenvalue, can be found in [31].
Using the above lemma, the design of the minimax robust TH
precoder under individual antenna power constraints can be
formulated as the following Semidefinite Programming (SDP)
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problem:

min
P̃,Q̃,Z,s,t,λ

t (26a)

s. t.

⎡
⎣ Z + sI X(P̃, Q̃)H −∆P̃H

X(P̃, Q̃) (1 − λ)I 0
−∆P̃ 0 λI

⎤
⎦ ≥ 0,

(26b)

t − Ks − tr(Z) ≥ 0, (26c)

Z ≥ 0, (26d)

‖p̃i‖2 ≤ Pi, i = 1, . . . , nt, (26e)

Q̃i,j = 0, 1 ≤ i ≤ j ≤ K, (26f)

where we have used the notation X(P̃, Q̃) = GR
1
2
v +

GQ̃− ĤP̃ to simplify (26b). This problem can be efficiently
solved using general purpose implementations of interior point
methods, such as SeDuMi [28]. In a similar way, the convex
formulation for the minimax robust TH precoder under a
total power constraint can be obtained by replacing (26e) by
‖p̃‖2 ≤ Ptotal.

V. CONSERVATIVE APPROACH FOR MINIMAX ROBUST

TOMLINSON-HARASHIMA PRECODING

Although the SDP in (26) can be efficiently solved, its
computational cost is significantly larger than that of the
designs that were obtained for the statistical model of the
channel uncertainty. To address this computational imbalance,
in this section we will present a conservative minimax robust
design that has a computational cost that is similar to that
of the statistically robust designs. The proposed design is
“conservative” in the sense that we admit uncertainties into
the model that do not arise in practice.

In order to derive the conservative design, we observe that
the expression for the MSE in (4) can be re-written as:

MSE(E, p̃, q̃) = ‖(Â + ∆A)p̃ − Dq̃ − b‖2, (27)

where, as in Section II, ∆A = I ⊗ E. Therefore, the inner
maximization in (22a) is equivalent to maximization of (27)
over all ∆A with ‖∆A‖ ≤ ∆ and the block structure
implicit in the fact that ∆A = I ⊗ E. The computational
bottleneck in the precise minimax approach arises from the
block structure of ∆A. As we will show below, if we drop
the structural constraints and simply minimize the maximum
value of (27) over all ‖∆A‖ ≤ ∆, we can obtain designs with
computational costs similar to the corresponding designs for
the statistical model of the channel uncertainty.

The conservative minimax robust TH precoder under in-
dividual antenna power constraints is the solution to the
following minimax optimization problem:

min
p̃,q̃

max
‖∆A‖≤∆

‖(Â + ∆A)p̃ − Dq̃ − b‖ (28a)

subject to ‖Sip̃‖ ≤
√

Pi, i = 1, . . . , nt. (28b)

Consider the inner maximization in (28a). This problem is
convex and the maximum value is given by ‖Âp̃ − Dq̃ −
b‖ + ∆‖p̃‖, [32]. Hence, the design problem reduces to:

min
p̃,q̃

‖Âp̃− Dq̃ − b‖ + ∆‖p̃‖ (29a)

subject to ‖Sip̃‖ ≤
√

Pi, i = 1, . . . , nt. (29b)

The above formulation of the problem is similar to that of the
statistically robust design in (10). It differs only in the power
of the norms in the objective. Similar to our approach in the
statistical robustness case, we can perform the optimization
with respect to q̃ first. By doing so, we obtain the same
expression for the optimal q̃, namely (11). The remaining
design problem is:

min
p̃

‖JÂp̃− b‖ + ∆‖p̃‖ (30a)

subject to ‖Sip̃‖ ≤
√

Pi, i = 1, . . . , nt. (30b)

The above formulation shows that the conservative minimax
design for TH precoder is equivalent to another form of con-
strained regularized least squares problem. The optimization
problem (30) is convex and can be formulated as the following
second-order cone programming problem (SOCP):

min
p̃,τ1,τ2

τ1 + ∆τ2 (31a)

subject to ‖JÂp̃ − b‖ ≤ τ1, (31b)

‖p̃‖ ≤ τ2, (31c)

‖Sip̃‖ ≤
√

Pi i = 1, . . . , nt. (31d)

Similar to the conic formulation of the statistically robust
precoding problem, the above optimization problem can be
efficiently solved using self-dual interior point methods.

A similar formulation for the conservative minimax design
problem with a total power constraint can be obtained from
(30) by replacing (30b) by ‖p̃‖ ≤ √

Ptotal. Although the
resulting problem can be efficiently solved as a SOCP, a
closed-form solution can also be obtained using techniques
analogous to those used in [33].

VI. SIMULATION STUDIES

We simulated the proposed robust Tomlinson-Harashima
precoders using QPSK signaling over an independent Rayleigh
fading channel. The coefficients of the H matrix are modelled
as being independent rotationally-symmetric complex Gaus-
sian random variables with zero mean and unit variance, and
the elements of the vector n are modelled as being independent
rotationally symmetric complex Gaussian random variables
with zero mean and equal variance, i.e., Rn is a diagonal ma-
trix with equal diagonal entries. Following existing designs for
the case of perfect channel state information at the transmitter
(c.f. [7], [16], [17]), we will choose the same scaling factor
for each receiver; i.e., gk = g. Since our design is based
on an MSE approach, we will choose g to be equal to the
receiver scaling factor that would have been obtained for the
MMSE TH precoder design in [7] if Ĥ had been the actual
channel. We plot the average bit error rate (BER) over all users
against the signal-to-noise-ratio, which is defined as the ratio
of the total average transmitted power to the total noise power;
i.e., SNR = EH{tr(PRvPH)}/tr(Rn). We compare the
performance of our proposed designs with: two zero-forcing
TH precoding designs, that in [5], [6] (denoted ZF1-THP)
and that in [3], [4] (ZF2-THP); the minimum mean square
error TH precoding design (MMSE-THP) in [7]; and the
statistically robust zero-forcing TH precoding design (RZF-
THP) in [14]. For these methods, the SNR is equivalent to
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Fig. 3. Comparison between the performance of the proposed statistically
robust precoder with equal antenna power constraints and the zero-forcing
TH precoder (ZF2-THP) in [3], [4] for values of channel uncertainty σ2

E =
0.05, 0.1 for a system with nt = 4 and K = 3, using QPSK signaling.

SNR = Ptotal/tr(Rn). All TH precoding strategies assume that
the users are ordered in some sense. Since finding the optimal
ordering will involve an exhaustive search over K! possible
arrangements, a suboptimal ordering is usually employed. We
will choose the suboptimal ordering proposed for MMSE-
TH precoder design in [7], and will use it for all methods,
including the proposed robust precoders. User ordering is
performed at the transmitter using the transmitter’s channel
estimate Ĥ.

A. Statistically robust Tomlinson-Harashima precoding

To model the error E between the actual channel and the
estimated channel at the transmitter, E is generated from a
zero-mean Gaussian distribution with E{EHE} = σ2

EI. This
model is appropriate for a scenario in which the uplink power
is controlled so that the received SNRs on the uplink are equal
and independent of the downlink SNR. An example of such
a scenario is when the downlink SNR is increased by simply
allowing the base station to transmit with greater power. In
Fig. 3 we compare the performance of the statistically robust
precoder with equal antenna power constraints proposed in
Section III-A with that of the zero-forcing design with a total
power constraint (ZF2-THP) in [3], [4], for a system with
4 transmit antennas and 3 users. The performance of each
method is plotted for values of σ2

E = 0.05, 0.1, 0.2. It can
be seen that the effect of noise is dominant at low SNR,
while channel uncertainty dominates at high SNR, where the
robust precoding approach performs significantly better than
the zero-forcing approach. This performance advantage of the
proposed robust approach is obtained in spite of the imposition
of individual antenna power constraints, as distinct from the
total power constraints imposed in [3], [4].

In Fig. 4 we compare the performance of the statistically
robust precoder with a total power constraint proposed in
Section III-B with that of the ZF1-THP in [5], [6], and the
MMSE-THP in [7] for a system with 4 transmit antennas and
4 users. The performance of each method is plotted for values
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Fig. 4. Comparison between the performance of the proposed statistically
robust precoder with a total power constraint, and the ZF1-THP [5], [6] and
MMSE-THP [7] designs for values of channel uncertainty σ2

E = 0.05, 0.1
for a system with nt = 4 and K = 4, using QPSK signaling.
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Fig. 5. Comparison between the performance of the proposed statistically
robust precoder with a total power constraint and the robust zero-forcing
TH precoder (RZF-THP) in [14] for values of channel uncertainty σ2

E =
0.05, 0.1, 0.2 for a system with nt = 4 and K = 4, using QPSK signaling.

of σ2
E = 0.05, 0.1. The figure shows that in the presence

of channel uncertainty, both the zero-forcing (ZF1-THP) and
MMSE (MMSE-THP) designs have the same performance
limit at high SNR. This is due to the fact that the expression
for the precoding matrices in the MMSE method involves
the addition of a regularization term whose value is inversely
proportional to Ptotal/tr(Rn); see [7]. In Fig. 5 we compare
the performance of the statistically robust precoder under a
total power constraint with that of the robust zero-forcing
method (RZF-THP) introduced in [14], for a system with 4
transmit antennas and 4 users. Each method is plotted for
values of σ2

E = 0.05, 0.1, 0.2. Our proposed design shows
improvements in the low and moderate SNR regions. Also,
for a given target BER, the proposed robust precoder will
achieve this target value with less power, as can be seen from
next figure.

Authorized licensed use limited to: McMaster University. Downloaded on July 13,2010 at 05:35:50 UTC from IEEE Xplore.  Restrictions apply. 



SHENOUDA and DAVIDSON: TOMLINSON-HARASHIMA PRECODING FOR BROADCAST CHANNELS WITH UNCERTAINTY 1387

0 5 10 15 20 25 30
0

5

10

15

20

25

30

Total allowable power P
total

 in dB

A
ct

ua
l t

ra
ns

m
itt

ed
 p

ow
er

 in
 d

B

MMSE−THP
Stat. Robust THP with total power const.

Fig. 6. Average of actual transmitted power versus total allowable power
(Ptotal) for the statistically robust precoder with a total power constraint and
the MMSE-THP [7] for values of σ2

E = 0.05, 0.1 (from the top downwards)
for a system with nt = 4 and K = 4, using QPSK signaling.

In Fig. 6 we plot the average of the actual transmitted
power against the total allowable power Ptotal for system with
nt = 4, K = 4 and σ2

E = 0.05, 0.1 for the statistically robust
precoder with a total power constraint. It can be seen that
the proposed robust precoder does not necessarily use all the
allowable power. This is because the interference that results
from channel uncertainty increases with the transmitted power
and becomes the dominant source of error at high SNRs.

B. Minimax robust precoding

In systems that use feedback to provide the transmitter with
a quantized version of the CSI, the information available to the
transmitter will include the designed quantization codebooks
and the statistics of the error resulting from the use of these
codebooks; e.g., E{(hk − ĥk)(hk − ĥk)H} = ε2. Since
we assume that each user’s channel is independent from the
others, the transmitter can model the error matrix E as being
zero mean with independent rows and second order statistics
given by E{EHE} = ε2I. Thus we have ‖E{EHE}‖ = ε2.
To simulate quantization errors, we will generate matrices E
whose elements are drawn from uniform distribution with the
above statistics; e.g., [23]. Given that the transmitter will have
access to ε, and since ∆2 = ‖EHE‖, an appropriate choice
for ∆ is ε.

In Fig. 7 we compare the performance of the exact minimax
robust precoder with equal antenna power constraints proposed
in Section IV, the conservative minimax precoder with equal
antenna power constraints proposed in Section V, and the ZF2-
THP design [3], [4] for a system with nt = 4 and K = 3.
The performance of each method is plotted for values of ε2 =
0.05, 0.1, 0.2. Although the ZF2-THP was designed with a
total power constraint, it can be seen from Fig. 7 that the
proposed robust methods, with more restrictive per-antenna
power constraints, provide better performance in the presence
of uncertainty. It can also be seen that performance of the
conservative minimax robust TH precoder is very close to that
of the computationally more demanding precise minimax one.
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Fig. 7. Comparison between the performance of the exact and conservative
minimax precoding methods with equal per-antenna constraints, and the ZF2-
THP [3], [4], in the presence of uniformly distributed quantization errors with
ε2 = 0.05, 0.1, 0.2 for a system with nt = 4 and K = 3, using QPSK
signaling.
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Fig. 8. Comparison between the performance of the conservative minimax
precoding method with a total power constraint, and the ZF1-THP [5], [6] and
MMSE-THP [7] methods in the presence of uniformly distributed quantization
errors with ε2 = 0.05, 0.1, 0.2 for a system with nt = 4 and K = 4, using
QPSK signaling.

In Fig. 8 we compare the performance of the conservative
minimax robust precoder with a total power constraint with
that of the ZF1-THP [5], [6] and MMSE-THP [7] methods
for a system with nt = 4 and K = 3. The performance of
each method is plotted for values of ε2 = 0.05, 0.1, 0.2. Fig. 8
reveals qualitatively similar trends to those for the statistically
robust design in Fig. 4

VII. CONCLUSION

We have proposed design techniques for robust Tomlinson-
Harashima (TH) precoders for the multiple-input single-output
broadcast channel. The techniques were developed for two
models of the channel uncertainty that were tailored to par-
ticular schemes for acquiring channel state information at
the transmitter. We presented convex formulations for robust
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TH precoders for each uncertainty model under two possible
power constraints: a set of constraints on the power transmitted
from each antenna, and a total power constraint. Furthermore,
we presented closed-form solutions for robust TH precoders
under a total power constraint, demonstrating that robustness
can be incorporated into the TH precoder without significantly
increasing the computational cost of the design (or implemen-
tation). Our simulation studies showed that in the presence of
channel uncertainty the proposed robust TH precoders provide
significantly better performance than existing designs that
assume that accurate channel state information is available to
the transmitter, especially at higher SNRs.

APPENDIX I
CLOSED-FORM SOLUTION TO (15)

In this appendix we derive a closed-form solution to (15),
the statistically robust precoder design problem with the total
power constraint. This problem is a regularized least squares
problem with constrained design variables.2 The Lagrangian
associated with this optimization problem is given by:

L(p̃, λ) = (JÂp̃−b)H(JÂp̃−b)+σ2
E(p̃H p̃)+λ(p̃H p̃−Ptotal).

(32)
Since the optimization problem in (15) is convex and strictly
feasible, then the KKT conditions are necessary and sufficient
conditions for the optimal solution [25]. The KKT conditions
associated with (15) are:

∇p̃ L(p̃, λ) = 2(ÂHJ2Âp̃ − AHJb + (σ2
E + λ)p̃) = 0, (33)

p̃H p̃− Ptotal ≤ 0, (34)

λ ≥ 0, (35)

λ(p̃H p̃− Ptotal) = 0. (36)

The complementarity condition in (36) suggests two cases for
the optimal solution.
Case 1: p̃H p̃− Ptotal < 0, and hence λ = 0.
In this case the inequality constraint on the transmitted power
is strictly satisfied at optimality and the optimal solution is
the same as the solution of the unconstrained problem. Using
the fact that Jb = b, the optimal solution can be written as:

p̃ = (ÂHJ2Â + σ2
EI)−1ÂHb. (37)

Case 2: λ < 0, and hence p̃H p̃ − Ptotal = 0.
In this case the power constraint is active at optimality and p̃
will depend on the optimal value of the Lagrange multiplier.
Using (33) and the fact that Jb = b, the optimal solution can
be written as:

p̃ = (ÂHJ2Â + (λ + σ2
E)I)−1ÂHb, (38)

where the value of λ can be found by setting p̃H p̃ = Ptotal.
That is,

Ptotal = p̃H p̃ = tr(p̃p̃H)

= tr(ÂHbbHÂ(ÂHJ2Â + (σ2
E + λ)I)−2)),

(39)

2A closed-form solution of the corresponding constrained least squares
problem without regularization can be found in [34].

where (39) is obtained by cyclic permutation of the order of
multiplication of the matrices in the argument of the trace.

Using the SVD of JÂ, a simpler equation for finding λ can
be obtained. To derive that expression, let Â = U1Σ1VH

1 and
define b̃1 = UH

1 b. Equation (39) can then be re-written as:

Ptotal = tr(Σ1b̃1b̃H
1 Σ1(Σ2

1 + (σ2
E + λ)I)−2). (40)

Let βi be the ith diagonal element of b̃b̃H and σi be the ith

diagonal element of Σ1. Then (40) can be written as:

f(λ) =
r∑

i=1

βi
σ2

i

(σ2
i + (λ + σ2

E))2
− Ptotal = 0, (41)

where r is the rank of Â.
Now we show that if the root of (41) is positive, then it is

unique. Let ν = σ2
E + λ. Then the first two KKT conditions

can be written as:

(ÂHÂ + νI)p̃ = ÂHb, (42)

p̃H p̃ = Ptotal. (43)

For the above system of equations, the following property [34]
will be useful in showing the uniqueness of ν if it is a positive
solution of equations (42) and (43).

Lemma 2: Let (p̃1, ν1) and (p̃2, ν2) be two solutions to the
pair of equations (42) and (43) such that Ptotal > 0. Then

−(
ν1 + ν2

2
)‖p̃1 − p̃2‖2 = ‖Â(p̃1 − p̃2)‖2. (44)

Furthermore, if ν1 	= ν2 then Âp̃1 	= Âp̃2.
Proof: See [34].

From the previous lemma, we can see that if ν1 and ν2 are
two distinct roots, then −(ν1 + ν2) can only be positive. It
cannot be zero since Â(p̃1 − p̃2) 	= 0. Therefore, there are
the two possible cases: both ν1 and ν2 are negative, or one
of the roots is positive and the second is negative. Hence, if
ν is positive then it is unique. Since ν = λ + σ2

E , then any
positive λ that solves equations (42) and (43) is unique.

APPENDIX II
PROOF OF THEOREM 1

We begin by observing that f(x) is differentiable on (0,∞)
with derivative

f ′(x) = −2
r∑

i=1

βi
σ2

i

(σ2
i + σ2

E + x)3
.

Since each βi is non-negative, for any positive x1, the deriva-
tive f ′(x1) is non-positive and hence f(x) is non-increasing
on (0,∞). The limits of f(x) as x tends to 0 and ∞ are given
by

lim
x→0

f(x) =
r∑

i=1

βi
σ2

i

(σ2
i + σ2

E)2
− Ptotal, (45)

lim
x→∞ f(x) = −Ptotal, (46)

respectively. Since f(x) is a continuous non-increasing func-
tion over the interval (0,∞), a necessary and sufficient
condition to have a root in this interval is for the above
limits to have opposite signs. For values of Ptotal less than
N =

∑r
i=1 βi

σ2
i

(σ2
i +σ2

E)2
, the two limits will have different

signs and at least one root will exist in the interval (0,∞).
The results of Appendix I show that this root is unique.
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