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Wavelet Packet Division Multiplexing and Wavelet
Packet Design Under Timing Error Effects
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Abstract—Wavelet packet division multiplexing (WPDM) is to v/2E between its members. Compared with the antipodal

a multiple signal transmission technique in which the message case, the Orthogona| waveforms may not provide as much

signals are waveform coded onto wavelet packet basis functions. . . .
for transmission. The overlapping nature of such waveforms in immunity to noise and other interference, but a large number of

time and frequency provides a capacity improvement over the independent massages, each having multilevel signaling, can
commonly used frequency division multiplexing (FDM) and time be represented. Thus, orthogonal waveform coding remains
division multiplexing (TDM) schemes while their orthogonality widely used in communication systems.

properties ensure that the overlapping message signals can be sep- To transmit a larae number of independent messages over
arated by a simple correlator receiver. The interference caused by smi ge nu Indep Ssages ov

timing offset in transmission is examined. A design procedure that @ common channel, two forms of orthogonality are com-
exploits the inherent degrees of freedom in the WPDM structure  monly used [1], [3]-[5]: 1) orthogonality in frequency results
to mitigate the effects of timing error is introduced, and a wave- i the method offrequency division multiplexingEDM) in

form that minimizes the energy of the timing error interference . o .. . .
is designed. An expression for the probability of error due to the which bandlimited baseband digital signals are translated in

presence of Gaussian noise and timing error for the transmission frequency by modulating different sinusoidal carriers to oc-
of binary data is derived. The performance advantages of the cupynonoverlappingands, thereby partitioning the frequency

designed waveform over standard wavelet packet basis functions p ., q\idth of the channel and allocating a different frequency
are demonstrated by both analytical and simulation methods.

The capacity improvement of WPDM, its simple implementation, Pand to each message signal; (2) orthogonality in time results
and the possibility of having optimum waveform designs indicate in the method oftime division multiplexing TDM) in which
that WPDM holds considerable promise as a multiple signal the transmission of the message signals engages the channel
transmission technique. periodically for differentnonoverlappingtime slots, thereby
enabling the joint utilization of the channel by a plurality of
. INTRODUCTION message sources on a time-shared basis. FDM and TDM have
AVEFORM coding [1] is usually employed in a digitalbeen used to transmit multiuser communication signals for
communication system to convert the message datecades now and are the primary methods of multiplexing
into continuous waveforms in order to provide better immunityt present. However, waveform orthogonality is not limited to
against noise, fading, or jamming during transmission. Tgrthogonality in frequency or orthogonality in time only. It can
achieve this aim, the various schemes of waveform cope easily conceived that a set of waveforms that provides self-
ing endevor to make the distance between the waveforgghogonality based on translation in time and mutual orthog-
in the coded signal as large as possible, i.e., to make $gajity based on occupancy of different orthogonal subspaces
cross-correlation coefficient between any pair of waveforms, pe ytilized to code and multiplex the digital signals of a
as small as possible [2]. The smallest possible value f i ser communication system. Wavelet and wavelet packet

the crqss-correl_aﬂon goefﬁuent i1 when the .waveforms decompositions are convenient techniques (but by no means
are antipodal with a distance o2y E' between its member . . L

. .the only techniques) by which waveforms providing such
waveforms (E being the waveform energy); however, this

. . . arthogonalities can be obtained. Furthermore, such techniques
may only serve for a single binary signal. On the other

can be easily implemented using multirate discrete-time filters.

hand, anorthogonal set of waveforms has all the cross- | h h ized th Al of Vi
correlation coefficients equal to zero and has a distance equ&Ve'@l researchers have realized the potential of applying
wavelets in multiuser communications, and various schemes
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collection of embedded subspates In an analogous way to (3) and (6), we can recursively
decompose the spacdg,, (/ > 0,1 < m < 29 by
partitioning the corresponding orthonormal bades,,(t —
nTy) }nez in the following tree-structured manner [34]:

e CVoarCcViuCVor CVoy  Coee (1)

in the space of finite energy signals(R) with some partic-
ular properties. Each subspatg has an orthonormal basis

{¢pa(t — nTy)}ncz, where Z represents the set of integers Per2m-1(t) = Z hinlgem(t = n1e) )
generated by translations of a single function. Furthermore, *
the basis functions for different subspaces can be obtained Pertom(t) = Y glnlgem(t — nT). 8

from each other by dyadic dilation, i.e.,

ber(t) = 2@/2%1(240 @ Here, the first subscript denotes the “level” in the tree structure
induced by the recursive decompositionigf, and the second
and T; = 2“Ty. Since Vi1 C Vi—11, We can writeg,;(¢) Subscript denotes the position of a node in a given level.
as a linear combination of the orthonormal basis functions ¥fe can grow or prune the tree in any desired fashion,
Vicia, i€, and the functionsg,,,,(t) at the “leafs” orterminals of a
given tree structure provide a set of “wavelet packet basis
¢ (t) = hlnlpe—11(t — nTi1) (3) functions” or simply awavelet packetas exemplified in
n Fig. 1(a). The correspondingubbandstructure in the fre-
where A[n] = (¢e_1.1(t — nTi_1), dea(t)) and (-,-) denotes quency domain is shown in Fig. 1(b). Sinée,,2m is the
the £, inner product. A cursory examination of (2) and (3prthogonal complement oV 2,-1 in Ve, We can write

reveals the close relation betwekfn] and ¢ (¢), i.e., the _function ¢Pem(t) as a linear combinat?on of translated
versions ofgy 1 om—1(t) and ¢y1 2m(t). Using (7) and (8),
Per(t) = \/QZ hn]pe (2t — nT7). (4) the coefficients of the linear combination can be shown to
n be reversed versions of the decomposition sequengel

and g[n] (with appropriate upsampling) [31]. Continuing this
process, we can reconstrug; (¢) from the terminal functions
of an arbitrary tree-structured decomposition

Indeed, in order for the set of functiodgbs; (¢t — nT¢) tnez
to form an orthonormal basis for the spakg, h[n] must
satisfy the orthonormality constraint

> hlnlhln = 2m] = §[m] 5 ut—nTo)= > > fomln = 2K]em(t — KT2)

teLomeM; k

where §[m] is the Kronecker delta and some mild technicakhere

conditions [18], [32], including®, (-1)"h[n] = 0. Given set of levels containing the terminals of a given
such a sequenci[n], we can find a sequenggn| satisfying tree:
X g[n]h[n — 2m] = 0 such that the function M,  set of indices of the terminals at tiféh level;
B fem[n] equivalent sequence (filter) built from the combi-
Pe2(t) = Zg[n]¢z—1,1(t = nTi-1) 6) nations ofh[n], g[n] and dilation (downsampling),

which lead from the root to thé&, m)th terminal;
forms an orthonormal basis for the orthogonal complement o
Vv in V,_1 1, which we will denote byV;,. The sequence
g[n] can be chosen to be a reversed, modulated, and shifted Gem(t) = Z JemlE]por(t — kTp). 9)
version of A[n] 3

gln] = (=1)"h[2k + 1 —n] For a given tree structure, the functions,,(¢) in (9) will be

. . ) called theconstituent terminal functions t).
where £ € Z. The resulting basis functiong; (¢) and 9o (*)

¢e2(t) are called thescaling functionand wavelet at scale,
respectively. To interpret (3) and (6) in the familiar frequency [l. APPLICATION OF WAVELET PACKETS
domain, we note thap,; (¢) occupies only half the bandwidth IN MULTIPLE SIGNAL TRANSMISSION

of ¢,_1,1(¢), due to their dilation relation. Thus, (3) and (6) can |n our application of wavelet packets to multiple signal
be conceived as a lowpass (LP) and a highpass (HP) discre{gnsmission, we consider a TDM system in which there are
time filtering (i.e., tapped delay line filtering [2], [33]) of the ¢, independent binary message signals interlaced with each
signal¢,—1,1(t) to obtaing, (t) andgy(t), respectively. Ifthe other, In between two consecutive binary symbols of the same
sequence#[n] and g[n] in a particular MRA are finite, they message, there ad€,,,, — 1 other binary symbols: one from

can be realized as finite impulse response (FIR) filters formiggch of the other message signals. The combined sequence
an orthonormal two-channel perfect reconstruction filter baggrms a composite sequence of binary symbals,[n] such

’ ’ ' al opn|n| = . e system al we propose here seeks

(18], [31], [32] that +1. Th tem that h k
1whilst the double subscript notation may seem redundant at this point,tri'{e representation of the blnary symbols “1” and1” by

simplifies the extension to wavelet packets. Pem (t) @and—oy,,, (), respectively, so that the waveform coded
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Fig. 1. (a) Typical WPDM tree structure. (b) Subband structure of the tree in part (a) for representative filters.

composite TDM sequence is given by transmitter, we have a composite signal given by

Sém(t) = Z Oim [n]d)ém(t - TLTZ) (10) Sc(t) = Z Z O—ém[n]d)ém(t - TLTZ) (11)
n LeLmEM n
The optimal receiver fos,,,(¢) in the additive white Gaussian The reception of such a composite signal can be carried out
noise (AWGN) channel is the well-known correlator foIIoweqjsing a bank of correlating receivers, as shown on the right

by a sampler [1], [3]-[S]. In practice, the scaling functionif of Fig. 2(a). However, by substituting (9) into (11), it can
¢o1(t) will usually be chosen to have finite duration so that thge seen that

constituent terminal functiongy,,, (¢) are also of finite duration
(and the filtersh[n] and g[n] are FIR filters). Note, however, sc(t) = > > oem[n] Y fom[klgor (t—(2n+k)To)

that the duration of,,,(t) is often larger than the bit interval (eLmeM, n k
T;. The orthogonality of the seft¢s,,,(t — nT) }necz ensures _ Z ooy [K]por (t—ETh) (12)
that such overlap will not cause (intersymbol) interference. %

Since all the constituent terminal functions in a given tree ) ]
structure are orthogonal to each other, we may employ all Whereoo k] is the equivalent sequence at the root of the tree
these functions to carry binary data from different TDM groups _ ‘
of users while maintaining the simple correlator structure oo k] = , ﬁZ Mzn:fém[/f — 2"n]oem[n] (13)
of the receiver. The configuration of this multiple signal come
transmission system is shown in the left half of Fig. 2(a), iffom which the original message signals can be recovered
which the tree structure has been chosen to Hdvierminals. using
At the (¢, m)th terminal (themth node of thefth level), the ’
group of binary messagds;, - -, rg,,. } is time multiplexed aem[n] = Z Jem[k = 2" oo []. (14)
by a commutator, and the resulting binary sequesgg[n| K
is waveform coded as in (10). Obviously, binary sequencg&guations (12) and (13) suggest an alternative realization
waveform coded by constituent terminal functions at differenf the WPDM system in which the bank of modulators in
levels will have different bit durations, whereas sequencesthe transmitter is replaced by a multirate filter bank built
the same level have equal bit durations. At the output of tifiem filters with impulse responsef,,,[—n] (or appropriately
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Fig. 2. Two equivalent transmission and reception systems for WPDM.

shifted versions thereof), which we will callwmavelet packet the WPDM system transmits orthogonal antipodal waveforms
reconstructorand a single modulator. The receiver can also lie represent the binary data, its performance in the AWGN
alternatively realized, as suggested in (12) and (14), by a singleannel is identical to any other transmission system that uses
correlator followed by a bank of discrete-time multirate filtersuch waveforms.
with impulse responsef.,,[»] that are called avavelet packet We can view the WPDM system as a combined form of
decomposerThis equivalent configuration of the system i§DM and FDM. If each user in a WPDM system is assigned a
shown in Fig. 2(b). constituent terminal functio,,,(¢) to carry the message data,
We will call the multiple signal transmission and receptiothen the WPDM system is reduced to a wavelet carrier (WC)
system in Fig. 2(a) and (b) wavelet packet division multipleX-DM system. On the other hand, if ondy;(¢) is employed
ing (WPDM). It is noted that the transmitted signals in botto carry the time-multiplexed binary data from different users,
realizations are identical and, hence, so is the performancetfidn the WPDM system is reduced to a WC TDM system.
the systems in the AWGN channel. It is also noted that sintteshould be emphasized that the WC FDM and WC TDM
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systems arrived at by taking the extreme cases of WPDM TABLE |
are different from conventional FDM and TDM systems inVALUES OF 3, AND 1 FOR vSCALING FUNCTIONS GEN;RATED BY DAUBECHIES
the sense that a conventional FDM/TDM system does not__-oRs OF LENGTH N with a = 0.5.5, = 0.2 Ab 7 = 0.99
have overlapping frequency bands/time slots. However, in the¥
special WC FDM/WC TDM systems, overlapping bands/slotsx
are allowed. The signals from different users are separateé’
by the orthogonality of the waveforms. The allowance of
overlapping frequency bands/time slots results in an increas g, .o the ratio of the total bandwidths of the two systems
the number of users being able to share the channel Comp%eﬁiven by
to FDM and TDM systems. This is shown as follows.
It is well known that both FDM and TDM systems as Ww 28,
described in the Introduction require the same transmission = Wr 1+ a+é,
bandwidth for a given number of users [1], [3]-[5]. Thus,
it is sufficient to compare the required bandwidth of th&here are many orthogonal scaling functions for which
WPDM system with that of the FDM system. We considef, < 1, among them, the well-known functions generated
a multiuser communication system in which there 2freiser by Daubechies filters [18], [32] of length greater than or equal
messages, each having a bit duratiofijpfeconds. In an FDM to 6. If we choose one for which the ratip< 1, we obtain a
system transmitting such messages, the binary data of ehandwidth reduction over the FDM (or TDM) system. Table |
message can be represented by rectangular pulses modulairayvs the values o8, for the Daubechies filters of different
a sinusoidal carrier. However, such representation occupiekengths, as well as the values of the bandwidth ratfor the
large bandwidth. In practice, pulse shaping is performed sepresentative valugs= 0.5 andé, = 0.2. It can be observed
that the spectrum is bandlimited with a “raised cosine rolfrom the table that if a Daubechies filter of length 14 is used,
off” spectral characteristic [1], [3]-[5]. The bandwidth requiredthe WPDM system requires only 70% of the transmission
for each message is thys + «)/7; Hz, where the roll-off bandwidth required by the corresponding FDM system. The
factor « is chosen between 0 and 1. In addition, to avoigpectral energy characteristics of the two systems in the case
requiring very sharp cutoff characteristics in the channel filteod four users are illustrated in Fig. 3. Fig. 3(a) shows the
separating the message signals from each other, the FBNaracteristics of the four user messages in the FDM scheme,
system requires a guard band of bandwidiZ; between and Fig. 3(b) shows the characteristics of the same four user
the frequency bands of each pair of adjacent message signaisssages in the WPDM scheme (using Daubechies filters
Thus, the total bandwidth required by the FDM system is of length 14) transmitted in DSB. The combined frequency
characteristic is shown by the solid line and the 99% energy
2601+ a + 8y) bandwidth is also indicated. In closing this argument, we point
Wr = T Hz. out that the nature of the bandwidth saving discussed above
is independent of the structure of the WPDM tree.

4 6 8 10 12 14 16 18 20
1.62 | 0.77 | 0.66 | 0.63 | 0.62 | 0.60 | 0.60 | 0.59 | 0.58
1.91 | 091 [ 0.78 | 0.75 | 0.72 | 0.70 | 0.70 | 0.69 | 0.68

Now, consider the sam@&‘ users employing the WPDM
system in Which each_message modulates a finite duration con- ll. | NTERFERENCE IN TRANSMISSION
stituent terminal function from théh level of the tree structure ) . o .
in Fig. 2. Although the total bandwidth of the constituent '€ Proposed multiple signal transmission and reception

terminal functions is theoretically infinite (the functions ar8YStem [Fig. 2(a) or (b)] exploits the self- and mutual-

of finite duration), we can define a-effective bandwidttof orthogonality of the constituent terminal functions so that the

¢o1(t) to be 3, /Ty such that message bits can be separated by a synchronous correlator.
5

Signal transmission schemes based on synchronous correlators
23, /To oo are vulnerable to errors caused by timing discrepancy;
/ | o1 (w)]? dw :7/ | o1 (w)]? dw (15) therefore, in this section, we analyze the effects of timing
0 0 errors in the absence of channel noise. (Noise effects will be
considered in Section V.) We consider the effectsyfbol
where g, (w) is the Fourier transform afo:(¢) for 0<y<1.  synchronizatior{36] error, which in the context of WPDM is
It is customary [35] to choosey = 0.99. Of course, the the error that arises when the reference waveform generated at
v-effective bandwidth in (15) is also the totateffective the receiver is not synchronized with the transmitted one. In the
bandwidth of theQé constituent terminal functions. For praC-ana|ysiS in this Section, we make the fo”owing assumptions_
tical implementation, in order to avoid requiring sharp cutoff 1) Additive noise in the transmission channel is negligible.

characteristics in the channel filters of the WPDM system, 2) The bandwidth of the communication channel is suffi-
we transmit the2! constituent terminal functions in double ciently large to not cause any significant distortion of

sideband (DSB). The totaj-effective bandwidth needed to the waveform of the transmitted signal.
transmit the2 messages a practical WPDM system is 3) Although the timing discrepancyA is, in general, a
04 . random variable, we assume that it is changing slowl_y
Wiy = 20, _ 27 By Hz. so that over the transmission of a group of symboals, it
To T can be regarded to be a constant error.
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y " ' y " T tion 2 in Section 1V) that?, is differentiable. Hence, we can
employ Taylor’s formula with remainder [37] on (16), giving

5’01[71] = 0'01[71] + A Z 0'01[/{}]R/¢(/€T0 - 7’LTO) + O(AQ)
k (17)

where R} (kTy — n1p) denotes the derivative aRy(7) with
respect tor evaluated atr = k71 — nlp, and the equality
R4 (kTy — nTp) = 6[k — n] has been used. Ignoring the terms
involving second and higher orders af, we can regard the
second term on the right-hand side of (17) as the timing-
discrepancy interference. Using the fact thaf(7) is an even
function, we can rewrite this interference term as

Ioi[n] = AZ oo[n + k] — oor[n — k) Ry, (ETp).  (18)
%

I

After the correlator, the recovery of the estimates of the
message signaly,,, [»] requires the passing 6b, [»] through

the appropriate path of the wavelet packet decomposer given
in (14). The interference at th€/, m)th terminal is simply
In1[n] passed through the same path of the decomposer, i.e.,

Iérn 7’L] Z f[rn -2 71].[01[ ] (19)
] —AZZ 0’01/€+L]—0'01[ —L])
T : ¢(ZT0) femlk = 2tn]. (20)

Substituting (13) into (20), we have
IZrn[n] A Z ZO—)‘“ J]ZR¢ LT()
ACL,pcMy j

X > Faulk +i = 2%5] fem [k — 2°7]
k

7 _f)\H[k_i_2)\j]fénl[k_2én]-
k——99% energy bandwidth—— To simplify the notation, we define the cross-correlation se-
qguences
(b)
M
Fig. 3. Spectral energy characteristics of a four user system with frequency Cém Z fM k + ”]ffm[ ] (21)

normalized to the bit raté /7.

A straightforward analysis shows that under Assumption‘?’f:.nd the coefficients

above, the demodulated data at {ern)th terminal in each Jz\nfi ZR’ iTo)( ém [n+14] — ém[n —14).  (22)
of the receiver realizations in Fig. 2 are identical. Thus, we

may use either of them to analyze the performance of t
WPDM system under the effects of timing discrepancy. He
we analyze the realization shown in Fig. 2(b), for which th
transmitted signak.(t) is given by (12). LetA denote the  [,.[n] =A Z Z(’M J]ZR¢ iTo)

timing discrepancy between the transmitter and the receiver. NELpEM, g

In an attempt to recover the transmitted signal, the output of (CA“ [i — 2+ 2%] C)xu[2é i 2)\]»])
the correlator in the receiver is given by tm tm

=A > S onlinn-2Y] (23

i%s allows us to express the interference at fliem)th
Eermlnal as

5’01[71] = Z 0'01[/€] / (7)01(t — /{}To)(f)()l(t — 7’LTO + A) dt AEL UEMN j
b We can interpret (23) as follows. The interference at the
= oo[k]Rs(kTp — nTy + A) (16) (¢, m)th terminal is the sum of multirate filtered versions of
k

the constituent sequences,,[»] from each of the terminals.
where R,(7) is the autocorrelation function afo;(t). We The filtering process consists of upsampling Y, filtering
assume thapo; (¢) is chosen in such a way (see also Proposiith impulse responsé?nﬁ[n], and then downsampling /.
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We will therefore refer to a set of coefficientsY[n] as an message bits are independent, the variance of the interference
interference filter. As expected, the interference due to timirad the root of the tree is directly proportionalm|R;(nTo)|2.
discrepancy arises not only from message signals using theaddition,R;(nTo) can be calculated directly from the set of
same constituent terminal function (intersymbol interferencéiter coefficients{k[r]} using the following simple formulae

but also from message signals using other constituent termifgg]:

functions as waveforms (crosstalk). If the user message bits are N/2
independent, then using (23), the variance of the interference at Rl (nTp) =2R,(2nT) + 2 Z on[2k — 1]
the (£, m)th terminal can be shown to be directly proportional =1

to the sum ofEn|Jg\Tfi[n]|2 over all relevant and . S(RL((2n — 2k + 1)Tp)

An important observation is that the total energy of the in-
terference at the terminals is independent of the tree structure.
We formalize this as the following proposition [19], [23]. and

Proposition 1: The total energy of the interference at the ER.(KTH) = —1 25
terminals of a WPDM system due to timing discrepancy is zk: o(KTo) (25)
independent of the tree structure, i.e.,

+ RL((2n + 2k — 1)Ty)) (24)

where N is the length of the filterk[n], and pplk] =
SlallP= >0 > el 2NZk=L h[n]h[n+ k] is the autocorrelation sequence fdr).
n teLomeM; n Thus, the problem is reduced to the design of a sequifpde

to minimize the objective functional
This energy balance between the initial and decomposed inter-

_ / 2
ferences is a direct result of Parseval’s theorem. The wavelet F= Z |R¢(”T0)| . (26)
packet decomposition is an orthonormal transformation, and "
hence, the norm is preserved. The domain ofh[n] in the minimization of F¥ must be

Proposition 1 has a far-reaching implication: If our sole olgonstrained so thdi[n] satisfies the orthonormality condition
jective is to reduce the total energy of the timing-discrepan®y (5), which is rewritten here as
interference, then regardless of the tree structure of the WPDM -1
system, we can achieve this by choosings@(t) so that Z hin)h[n — 2k] — 6[k] =0, k=0,1,---,N/2-1
the energy ofly; is minimized. In the next section, we will n=2k
design an optimapo; () based on the minimization of the total _ o ) (27)
interference energy. However, it is observed from (19) that tfy Which a necessary condition is that is even [39]. In
interference at a particular terminal depends on bagi(#) addition, to ensure that the_ Iocall_y linear approx_|mat|on of
and the position of that terminal in the tree. Thus, althoud#}?) holds,Rq(7) must be differentiable. For FIR filters, the
the total energy of the interference remains independent gfferentiability constraint onfz,(r) is satisfied if we choose
the tree structure, the distribution of the interference energy‘*}‘é)f”ter satisfying the following “regularity condition” with

different terminals is dependent on the structure. o= L - )
Proposition 2: Let i[n] be a sequence of lengti starting

atn = 0 that satisfies the orthogonality constraint in (27) and
has aZ-transform of the form
From the discussion in Section Ill, we can see that timing 1+ 2-1\%

V2 < ) P(2)

IV. OpPTIMUM WAVELET DESIGN

discrepancy in the WPDM system gives rise to interference in H(z) = (28)
the forms of intersymbol interference and crosstalk. Various

standard techniques, such as adaptive equalization [1], [3]-[®herel < K < N/2, and P(z) is a polynomial inz~* of
may be used to reduce this interference, but in WPDM, wiegreeN — K — 1 with |P(1)| = 1. If P(z) is bounded such
have an extra degree of freedom: the design of the wavefotat

</>01(t)_- Once the_ scaling f_unctio:j)m(t) is determined, all the |P(ejw)| <B, forallwe [0,7] (29)
constituent terminal functions to be used as waveforms are also

determined by (7) and (8). Hence, we need only to desidfieh L2s(7) has (at least)io = 2K — 1 — [2 log, B]
do1(t). If we design ¢o1(¢) to minimize the energy of the continuous derivatives, wherpr] denotes the least integer
timing-discrepancy interference at the root of the WPDM treg, -

such a function also minimizes the total interference energy,Using the fact that the Fourier transform Bf,(7) is equal
regardless of the wavelet packet tree structure (Proposition 8)|®o1 (w)|?, where®, (w) is the Fourier transform afos (¢),

In order to formulate the optimization problem, recall thafe proof of Proposition 2 follows the same line of argument as
po1(t) is intimately related to the filter coefficientsn] via that of the (regularity) condition fap, (¢) to have continuous
the dilation equation of (4). In practical implementations of gerivatives [32]. The details of the proof can be found in [40].
WPDM system, we prefep,; (¢) to be of finite duration, which For givgnN and K, the factorization of (28) can be ensured
implies thath[n] is an FIR filter [18], [32]. Once the filter by having [41]
coefficientsh[n] are specified, the scaling functiagf, (¢) can N-1
be obtained using any one of a number of possible algorithms Z (=1)"n*h[n] =0, k=0,1,--- K -1 (30)
[18], [25], [26], [32]. Now, using (18), we see that if the n=0
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TABLE I -
COEFFICIENTS OF THEOPTIMUM FILTER A IN EXAMPLE 1
h[0] h[1] h[2] h(3] h[4] h[5] h[6]

0.021474 | 0.061336 | 0.144399 | 0.269674 | 0.427230 | 0.513130 | 0.364040

A[7] h[8] R[9] h[10] h[11] h[12] h[13]
-0.090059 | -0.463195 | -0.042816 | 0.299628 | -0.034431 | -0.086486 | 0.030273

and for a givenB, since|H(c’**)| = [SN=1 hn]e=7|, the where ) is the jth approximation of the optimurgoy (¢),
frequency response bound of (29) can be enforced by requirimgd
that

0 otherwise.

FO) = { VT 0<t<Tp

_ 9 KH2)(1 4 K |(B_e)<0 (31) We terminated the iteration of the approximation when
1650(#) = ¢% P (#)||l2 < s, where | - ||2 denotes theL,
norm, ande, is a preset accuracy measure.

for a suitable set ofs; € [0, 7] (referred to here as the con- We employ the above procedure to design an optimum

straint frequencies) and an appropriate small positive numtssaling function for the WPDM system in the following

e. In formulating the constraint in (31), we have exploiteéxample.

the fact thatH(z) is a polynomial inz~! (it is an FIR filter) Example 1: In this example, we show how a scaling func-

and, hence, cannot contain singularities on the unit circle. Thisn ¢, (¢) can be designed to minimize the total interference

ensures that for an appropriate set of constraint frequencies andrgy due to timing discrepancy in the WPDM system. For
an appropriate, the frequency response bound in (31) is ndhe design, we chos&/ = 14,K = 2 and B = /2 so
broken between the constraint frequencies. The minimizatitmat R,,(7) was guaranteed to be differentiable. A procedure
of F'in (26) together with the constraints of (27), (30), and (31ased on the steps outlined above was employed to obtain the
can then be carried out by the Lagrange multiplier method.optimum filter coefficients{%[n];n = 0,1, ---,13} subject to
From the above discussion, the procedure for the designtbé orthonormality and regularity constraints. The values of

a scaling functionpy (¢) for WPDM that minimizes the total these optimal coefficients are shown in Table Il. The optimum

energy of the timing error interference can be summarized ssaling functior‘JJO;L(t) was then obtained from the set of filter

follows. coefficients by the “cascade” algorithm given by (32), which

1) ChooseN (even), which is the length of the FIR filtergenerates an approximation to the optimgg(t) “off-line,”
H(z). ChooseK (1 < K < N/2), which is the number as shown in Fig. 4(a). Its autocorrelation function is shown in
of zeros of H(z) at = = —1, and B>1 such that Fig. 4(b). Once the numerical values of (the approximation to)
Ko =2K —1—[2 log, B] > 1, which is the number ¢01(t) have been obtained using (32), the scaling function can
of continuous derivatives aR,(7), satisfiesk, > 1.  be generated “on-line” by standard pulse shaping techniques,

2) For a set of filter coefficient&[n],n = 0,---,N — the most commonly used being the employment of a tapped-
1, R;(nTo) can be calculated using (24) and (25), anélelay line (transversal) filter followed by a smoothing filter
thus, the cost functional’ of (26) can be evaluated.  [43]-[45].

3) A new functionalG, which is the sum ofF’ and the  Table Ill (last column) shows the comparison of the total
(N/2 + K) equality constraints of (27) and (30) andnterference due to timing error at the two terminals of the
the inequa"ty constraints of (3_‘]_) mu|t|p||ed by theirﬁrst level of the WPDM tree. The Comparison is between the
corresponding Lagrange multipliers, can then be forme@ptimum scaling functionN. = 14) and two other scaling

4) Employ an iterative numerical technique, e.g., sequentfgnctions that have been widely used in other signal process-
quadratic programming [42], to find a stationary poinfld applications—the function generated by the Daubechies
of G and, hence, obtain the optimum set of filtefilter of length N = 14 [18], [32] and the Lema&-Battle
Coefﬁcientsﬁ[n]_ scaling function based on cubic splines [46], [47] (which are

5) The optimum scaling functiogy,(¢) can then be ob- approximated by finite-duration function of leng#i7p). It
tained by a recursive algorithm [18], [25], [26], [32]. C€an be observed from Table Ill that the use of the optimum

In this paper, Step 5 is carried out using the “cascadéca””g function yields the smallest amount of interference due

algorithm [32] in which the approximations are successiveﬁ‘? timing error. To illustrate the distribution of the interference

refined by dyadic contraction and filtering with the optimun§"€rdy, We also show in the first four columns of Ta;llale Il the
filter coefficientsh[n] starting with a unit energy “box” func- Values of12the ;ntersympol interference energies|J;; [n]|”
tion of durationT,. That is, and X,|Ji5[n]|* at the first and second terminals of the first

level of the WPDM tree, as well as the respective crosstalk
' ' terms ¥, |J12[n]|? and X,,|J13[n]|2.
~((fl) (t) = \@Z B[n]&éﬂ_l)(% —nTo) (32) It should be noted that the mapping from signal waveform to
n energy is many to one, and therefogg; () is not unique. A

N-1 '
Z hln]e™*!
n=0
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Fig. 4. Optimum scaling functiomo (¢) from Example 1 and its autocorrelation function.

TABLE Il of the message signals from each terminal. For each instant
INTERFERENCEENERGIES FORSEVERAL SCALING FUNCTIONS FROMEXAMPLE 1 the message bi:térn[n] can be modeled as a random variable
SIEP[SIIRE ST T S |J212 | total that takes on the valuesl and—1 with equal probabilities. In
optimum 0.261 0.542 0.542 0.742 |} 2.086 order to determine the probability distribution of the resulting
Daubechies | 0422 | 0464 | 0464 | 2.024 |3.374  jpterference, we must determine how many message bits
Lemarié-Battle | 0548 | 0304 | 0304 | 3228 J 438  conyibute to the interference. To this end, we note that if
the filter h[n] is of lengthV, the length of the equivalent filter
from the root of the tree to thé/, m)th terminal fg,,[n] is

different initial point in the optimization may lead to a different¥¢ = (2° = 1)(N = 1)+ 1, [23]. Using (21) and (22) and the
optimumdoy (¢), which also minimizes the interference energyfact thatRy(r) is Z8ro outsidg—(N — 1)1p, (N — 1)Tp), the
interference filterJ;"[n] is zero outside an interval of length

m

V. BIT ERROR RATE N} =@ +2 WV -1) -1

We now turn to the derivation of the probability of error
in the reception of the binary messages under the influeriCieis means that from théA, ;)th terminal to the(¢, m)th
of timing error interference. We examine the case where tterminal, there is a linear combination 8f binary random
channel is corrupted by stationary zero-mean additive whif@riables, yielding a total o2(V?) discrete values. Another
Gaussian noise (AWGNJ)(t) using the equivalent realizationterminal at the level will contribute anothe2™) possible
of Fig. 2(a). Since the timing error interference at a particulgfiscrete values. Thus, the total number of possible discrete

terminal depends on the position of the terminal in the WPDWhjues of interference at th, m)th terminal is given by
tree structure, as seen in (19), the probability of error at

each terminal is structure dependent. The binary message Lo = H2J\4A(NZ‘)
signal o4, [n] at the (£, m)th terminal, which takes on one
of two possible valueg-1 is carried across the channel by the
constituent terminal functiog,,,,(t — nT;) and is recovered where M, is the number of terminals at level. The mag-

by the correlator and sampler at the receiver. A consequemitides of these discrete interference values depend on the
of the orthogonality properties of the constituent termina@oefficients of the interference filters (23) but becangg[n]
functions is that the output of th@, m)th correlator, in the takes on values of1 with equal probabilities, these discrete

AEL

absence of noise and timing error, is simply interference values are equally likely and are symmetrically
distributed about zero. If we denote the total interference due
Gemln] = / Om[n] @ (t — nTy) dt to timing discrepancy at th¢Z, m)th terminal by the random
" variable u,,,,, then its probability density function (PDF) is
_ { 1 if a “1” is sent given by
-1 ifa“-1"is sent.
Lim
i iliti i 1
The_re_fore, assuming equal probapllltles #fl, the optimal P(tugm) = 25(Wm — I (33)
decision threshold is at zero. To incorporate the effects of Lm

timing error interference, recall from (23) that the interference
at the(¢, m)th terminal is the sum of multirate filtered versionsvhereé(-) denotes the Dirac delta function, afig,.; denotes

Authorized licensed use limited to: McMaster University. Downloaded on July 10,2010 at 05:37:12 UTC from IEEE Xplore. Restrictions apply.



2886 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 45, NO. 12, DECEMBER 1997
10° y T T . r T 10° r T v . T
L
107 4 107 -
S, .2 S A2 x
£1 4 e 1
g 0 £ 10 +
’i theoretical B theorstical Q.
= f ~ optimum
F - optimum g ... Daubechies
‘é 107 ... Daubechies E ‘é 107°F simulation * 4
o a
o optimum
+ Daubechies
simulation X x Harr
107 o optimum @ 107 E
+ Daubechies
x Harr
107 s L 2 . s 2 10° L . L . N
0 2 4 8 10 12 14 (4] 2 4 8 10 14
SNR (dB}) SNR (dB)
(@) (b)
Fig. 5. Probability of error for a range of SNR'’s for the two-channel scenario studied in Example 2.
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Fig. 6. Probability of error for a range of SNR’s for the four channel scenario studied in Example 2.

the value of I;,[n] when theith combination of£1 is
substituted intary,[j] in (23). We note that many of thg,,,.;
under different combinations af1 are of equal value.
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Now, let us consider the probability of decision error due to
the combined effects of timing error interference and zero-
mean white Gaussian channel noise having power spectral
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density S, (w) = Ng/2. The output noise of the correlator(4, m)th terminal. The optimum scaling function design seeks
and sampler is a zero-mean Gaussian random variable wthminimize the total energy of the interference, which may
variance given by often lead to a lower expected value §f,,. Thus, we may

) expect the average probability of error over all the terminals
E{viy[nl} = // E{v(Ov(T)}pem(t = nTr + A)pom using the optimum scaling function to be lower than that using

(r—nTy +A) dt dr other scaling functions. This is illustrated by the following
No example.
=5 // 6(t = T)Pem(t — 1y + A) Example 2: Consider a WPDM system consisting of two

branches, using;(t — n11) and ¢12(t — n17) as carriers
“Pem(T — 0T+ A) dt d7 = No/2 for the binary mesgage singasl[n] a(nd 012[71]). The trans-
where E{-} denotes expected value. In the presence of timingission of the modulated signal through a communication
error, the expected value of the output of them)th cor- channel is disrupted by spectrally white zero-mean Gaussian
relator when a “1” is transmitted at th, m)th transmitter noise, the spectral density of which 4§ /2. At the receiver,
terminal is1 + u,,. Therefore, the probability of error due tothe signal is demodulated by a correlator and sampler at the
channel noise under the influence of timing error is root of the WPDM tree, which has a timing errdx relative
1 0 to the transmitted carrier scaling function. The output of the
eluem) = TN / exp(—(v — (1 +uem))?/No) dv correlator and sampléry, [n] is then passed through a wavelet
0 J—eo packet decomposer to obtain the sequefgep:] ands2[n].
1 1+ uem . .
== erfc<—> (34) The performance of such a system, in terms of the bit error
2 VNo rate under different signal-to-noise ratios (SNR), was evaluated
where erfée) = (2//7) [ exp(—2?) dz. Hence, the both theoretically and by simulation. (Since the bit energy

PZrn(

probability of error for the(, m)th terminal is given by is normalized to unity, SNR= 10 log,,(1/Ny) dB.) For a
timing discrepancy ofA = 0.157%, the results obtained by
Pemle) = /me(d“‘m)p(“‘m) duem employing the optimum scaling function designed in Example
Lim, 1, the Daubechies scaling functions of the same duration, and
:L Z em(M) (35) the Haar scaling function (the well-known unit-energy full
Lem im1 VN duty cycle rectangular pulse of duratidf) are plotted in
where (33) has been used in the second step. Fig. 5(a) and (b) for the the message signals at the (1,1) and

Equation (35) yields an exact expression for the probabilif§t-2) terminals, respectiveR/The theoretical error rates given
of decision error in thé/, m)th terminal due to timing error by (36) are also plotted for reference. It can be observed that
and Gaussian noise. To use (35), the possible interferefi@ethe message signah;[n], the performance of the WPDM

valuesI;.,,.; generated by all possible combinations of valuegcheme using the optimum scaling functigp (¢) is almost
of o, filtered by J have to be evaluated. Unfortunatelyidentical to that obtained by the Daubechies function, both in

m

L may be a large number (e.g., fér= 2, M, = 4 and Simulation and theoretically, being slightly superior to the use
N = 14, L, = 2%), which may make (35) difficult to ©Of the Haar function. In addition, the theoretical analyses agree

apply. We can, however, approximate (35) using the centtry Well with the simulation results. .
limit theorem [48]. Since the random variahle,, is a linear . FOr the message,[n], the theoretical performance using
combination of a large number of binary random variable@p1(t) is almost the same as the corresponding performance
we can approximate it by a random variallg,, having a for a'll[n], but the theoreupal performance using I_Daubecmes
Gaussian PDF. Note that the mean«f, is zero, and the functions has greatly deteriorated. This can be easily explained
maximum and minimum values of,,, occur when alby ,[] by the difference in t_he amount of |_nterference_ at the_: 1,2)
in (23) are+1 and—1, respectively, with coeﬁicienqsig\”[nn. terminal, as shown in Tablg II. Wlt_h mu_ch hlgh_er inter-
mn 6%rence, using the Daubechies function will certainly result

We may take these maximum and minimum values to X k - )
+£3C;m, Where(;,, denotes the standard deviationif,. In " inferior performance. That the use @y (¢) results in

this way, we have ensured that the probability of finding tI’('c':‘;*Up(T”Or pe;formsnt():e ttk? th? Dlaltj'bechleHs or Haatrhfuncyons

approximated random variabkg,,, within this range is over 5 aso con It;mt\?v yth eth3|mut§1 |(?ns. | oryeve:c, v?re IS a
B . : : ; iscrepancy between the theoretical evaluation of performance

9h9.7%d SUbetItUtmg (34) ang(? ém) INtO (3:? ) mterchangllng @nd thpat frgm simulation in each case. The discrpepancy can

the order of integration, and factorizing the exponential patt, . . : i

the approximated probability of error can be written as e attributed to the terms containing second and higher order

powers of A being ignored in (17). The second and higher

(a9} 0
3 1 2 2 rder terms in (17) contain nd and higher order derivativ
Pre) :/ eXp(—ugm/(2Qm))/ order terms in (17) contain second a d gher order derivatives
—oo CemV 2T —oo of R, (7) and, therefore, tend to have little or no low-frequency
N N content. (Differentiation in the time domain is equivalent to
T ({0 = (L) No) do dit, ( a
1 Vo 2For easier viewing of the graphs, the results obtained using the
Lemaré—Battle scaling function (which are inferior to the Daubechies
_ 2
- 5 erfc(l/ No+ 2Cém)' (36) functions due to higher interference) are omitted. The theoretical values

E fi 36) indicat that I . f int of Py,,(¢) for the case of the Haar function cannot be evaluated using (36)
quaton ( ) Indicates that a smaller variance Or INefg 4 se the autocorrelation function of the Haar function is not differentiable

ference(?,, leads to a smaller probability of error in thein the conventional sense.
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multiplication by « in the frequency domain.) These highebetween the transmitter and receiver is made up of two
order terms are passed through a LP filtg#] and a HP filter components (intersymbol interference and crosstalk), which
gln] (just as the first-order terms are) to form parts of thean be, respectively, modeled as the message bits from the
interference at the (1,1) and (1,2) terminals, respectively. Dgeven channel and the adjacent channels passed through cor-
to the HP nature of these higher order interference terms, theisponding (multirate) filters. These simple models led us to
contribution to the interference in the (1,2) terminal is mucpropose an optimum design of the coding waveforms (i.e., the
more significant than that to the (1,1) terminal. Thus, ignorirgraling function and its constituents) in which the total timing-
these terms in the linear approximation will lead to a largarror interference is minimized. We also obtained expressions
discrepancy between the theoretical and simulated resultsfatthe probability of error under the effects of timing error and
the (1,2) terminal than at the (1,1) terminal. In Fig. 5(b)additive white Gaussian channel noise. Simulations confirmed
the difference in performance between using the optimutihese expressions and showed that employing the optimum
scaling functiongy, (¢) and the Daubechies function becomecaling function results in a lower probability of error in
significant only when the SNR is relatively high> (8 dB). transmission than other commonly used scaling functions.
This is because at low SNR, the performance is dominated byln this paper, we have focused our attention on orthogonal
errors due to the Gaussian channel noise. multiple signal transmission. We can easily obtain extra de-
Fig. 6(a)—(d) show a comparison of the performance ofgiees of freedom by expanding our formulation to biorthogonal
second-level( = 2, M, = 4) WPDM tree structure using signaling using biorthogonal wavelet packets and filter banks
the constituent terminal functions of the optimum scalingp9], [49]. However, we note that Proposition 1 no longer
function ¢y (t) and the corresponding Daubechies functiomolds, and the minimization of the total interference energy
[The theoretical performance is evaluated using (36).] Agaibgcomes structure dependent. We must therefore reformulate
at the first two terminals, i.e., the (2,1) and (2,2) terminal¥)e optimization in terms of the interference energies at each
the difference between the performance of the optimal atevel. Furthermore, care must be taken in order to avoid
Daubechies schemes are rather small. However, at the (Z3essive noise gain and numerical instability [50] in the
and (2,4) terminals, the use of the constituent terminal funeé@velet packet decomposer.
tions of ¢y (t) results in superior performance to the use of In continuing work [51], [52], we have shown that the
the constituent terminal functions of the Daubechies scalifgrthogonal) WPDM system performs better than the TDM
function. system under impulsive noise and better than the FDM system
in certain fading environments. Given the ever-increasing
VI. CONCLUSION demand on channel capacity in communication systems, the
In this paper, a new scheme for transmitting multiple sigapacity advantages of WPDM, together with the simplicity
nals using wavelet packets (WPDM) has been proposed. Tofeits implementation and its emerging robustness properties,
concepts of the scheme were outlined, and the transmiss&how that WPDM holds considerable promise as a multiple
and reception systems, with their equivalent realizations, wegignal transmission technique.
developed. Wavelet packet basis functions are employed as
coding waveforms because they provide self orthogonality
based on time translation and mutual orthogonality based on
occupancy of different orthogonal subspaces (although, dfl B. Sklar, Digital Communications. Fundamentals and Applications
COUI’.SE_', such funCtionS_ are not the only Cla_s_s of function ] Englilévi\é?ggkglgisdngl‘]:T';;e()cgceéﬁslléw:t)%%&ﬂiffs, NJ: Prentice-Hall,
providing such properties). Such orthogonalities allow the ~ 1960.
waveforms to be overlapped in both time and frequenc;fl S. Haykin, Communication SystemSrd ed. - New York: Wiley, 1994.
- . . 4] J. G. ProakisDigital Communications3rd ed. New York: McGraw-
eliminating the need for guard bands, as in FDM, or for guard ™ ;" 1995,
times, as in TDM, and thereby increasing the capacity of thé] E. A. Lee and D. G. Messerschmiigital Communications2nd ed.
transmission chanr_lel. In adc_“tior_]’ the transmission system _al CBB?\SI:/?r\]/K/O,\:Ir%IIlgrt:(\gveAr.y\/l.gggbenheim, “Wavelet-based representations of
offers communication security since knowledge of the choice * selt-similar signals with application to fractal modulatiotEEE Trans.
of wavelet packet is required for decoding of the message Inform. Theory (Special Issue on Wavelet Transforms and Multiresolution
§ignals. Wh”e_ WPDM offers these adv‘_ant"flges' we note th 1 gllg(r;glcﬁ\rg?]ly:rl]s‘?\gl.vgg,’ Egcgiepgézsg_c%%?ﬁgM(?frdilg?t%%.communication
in common with several other communication schemes (e.g., signals,” inProc. IEEE-SP Int. Symp. Time-Frequency and Time-Scale
rectangular 16-QAM), the transmitted signal does not have a Anal, Oct. 1992, pp. 455-458. , _ _ ,
@8] M. A. Tzannes and M. C. Tzannes, “Bit-by-bit channel coding using
constant envelope. In order to control the effects of envelope” |, elets ” inProc. IEEE Global Telecommun. Cont992, Dp. 684-688.
variations, we may have to limit the transmission power in9] P. P. Ghandi, S. S. Rao, and R. S. Pappu, “On waveform coding using

; ; ieqi i i wavelets,” inProc. 27th Asilomar Conf. Signals, Syst., CompRacific
order to avoid operating the transmission amplifiers near their Grove. CA, 1993 pp. 901905,

nonlinear saturation regions [5]. If an attempt is made {@o] R. E. Learned, H. Krim, B. Claus, A. S. Willsky, and W. C. Karl,
restore the constant envelope characteristic by passing the “Wavelet-packet-based multiple access communication,"Wavelet

; ; ok ; Applications in Signal and Image Processing A. F. Laine and M.
composite signal through a hard limiter, the orthogonality of " Unser, Eds., vol. 2303 dProc. SPIE pp. 246-259. Oct. 1994,

the constituent terminal functions may be destroyed, resultifg] s. D. Sandberg and M. A. Tzannes, “Overlapped discrete multitone
in potentially unacceptable performance. modulation for high speed copper wire communicatiofiSEE J. Select.
- P . Areas Commun.vol. 13, pp. 1571-1585, Dec. 1995.
We have examined Fhe problem of tlmlng.er.ror m WPDMIZ] K. Hetling, G. J. Saulnier, and P. K. Das, “Optimized perfect recon-
and observed that the interference due to a timing discrepancy struction quadrature mirror filter (PR-QMF) based codes for multi-user
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