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1. INTRODUCTION

Blind source separation deals with the case where statistically independent sources are mixed through an unknown channel where only the channel outputs (observed signals) are measurable. The objective is: based on the information contained in observed signals design a separation network to extract the original sources. In this paper we consider only the FIR convolutive mixture case. There have been several algorithms in the literature which discuss this problem: [1], [2], [3]. The main approaches taken so far can be divided in two groups. Higher order statistics methods are discussed in [1], [3], [4] while [2] and [5] propose second-order statistics algorithms. We can also divide the proposed methods into time domain [2], [3] and frequency domain [4], [5] approaches. In this paper we propose an algorithm in the frequency domain using a second-order statistics approach. The key assumption used in this paper is that the sources are non-stationary. We consider the general case when the number of observed signals can be equal to or greater than the number of the sources. We estimate the separating matrix at each frequency bin by minimizing the off-diagonal elements of the cross spectral density matrices of the observed signals over a range of epochs. Using the information contained in diagonal elements of the diagonalized output covariance matrices we then align the permutations of the columns of the separating matrices across frequency. Similar work is done in [6] based on cross correlation between temporal trajectories of the separated output signals. The differences are: here we don’t need to estimate these temporal trajectories; also, we propose a diadic sorting scheme for adjusting the permutations. In this way we can prevent catastrophic errors (as will be explained later in this paper) that can happen as a result of a missed or wrongly adjusted permutation. To support our arguments and to demonstrate the performance of the algorithm we present numerical simulations using synthetic sources and real speech data.

2. PROBLEM STATEMENT

We consider the following N-source J-sensor MIMO linear model for the received signal for the convolutive mixing problem:

\[ x(k) = \sum_{l=-\infty}^{\infty} H(l) s(k-l) + n(k) \quad k \in \mathbb{Z} \]  

where \( x(k) = (x_1(k), \ldots, x_J(k))^T \) is the vector of observed signals, \( s(k) = (s_1(k), \ldots, s_J(k))^T \) is the vector of sources, \( H(k) \) is the \( J \times N \) channel matrix and \( n(k) = (n_1(k), \ldots, n_J(k))^T \) is the additive noise vector. We make the following assumptions on the model:

A0: \( J \geq N \); i.e, we can have more sensors than sources.

A1: The sources \( s(k) \) are real, zero mean, non-stationary random signals and the cross-spectral density matrices of the sources, \( D_{j}(\omega, m) \) are diagonal for all \( \omega \) and \( m \), where \( \omega \) denotes frequency and \( m \) denotes epoch.

A2: \( H(k) \) is real, causal and has finite length \( L_h \) with \( L_h \) being unknown. We also assume that \( H(\omega) \) has full column rank for all \( \omega \in [0, 2\pi] \).

A3: The noise \( n(k) \) is zero mean, \textit{iid} across sensors, with unknown power and is independent of the sources.

The objective is to design a causal, stable MIMO separation network \( B(l) \) of length \( L_B \) with outputs given as:

\[ y(k) = \sum_{l=0}^{L_B} B(l) x(k-l), \]  

such that for each output $y_i(k)$ we have:

$$y_i(k) = \lambda_i(k) * s_{\pi(i)}(k) + \zeta(k) \quad i = 1, \cdots, N,$$  

(3)

where $\pi(i) \in \{1, \cdots, N\}$, is a permutation function, $*$ is the convolution operator, $\lambda_i(k)$ is the impulse response of the filtering operation done on $s_{\pi(i)}(k)$, and $\zeta(k)$ represents the residual noise. In the frequency domain, the separation network must satisfy

$$B(\omega)H(\omega) = \Lambda(\omega)\Pi(\omega)$$  

(4)

where $\Lambda(\omega)$ is a diagonal matrix with diagonal elements $\lambda_i(\omega)$ and $\Pi(\omega)$ is a permutation matrix. Notice that equation (4) although a necessary condition, is not a sufficient condition for separation unless we have $\Pi(\omega) = \Pi$, where $\Pi$ is a constant permutation matrix. In next sections we propose a frequency domain separation criteria and a method for obtaining uniform permutations across all frequency bins.

3. PREWHITENING AND JOINT DIAGNOSTIC CRITERIA

The separation criteria is based on minimizing the off-diagonal elements of cross-spectral density matrices of the observed signals over $M$ epochs. The signal is assumed to be stationary over each epoch. The cross-spectral density matrix of the observed signals $x(k)$ at epoch $m$ is given by

$$\hat{P}_x(\omega, m) = H(\omega)D_x(\omega, m)H^\dagger(\omega) + \sigma_n^2I,$$  

(5)

where $\dagger$ represents the Hermitian transpose operation, $D_x(\omega, m)$ is the cross-spectral density matrix of the sources, which by assumption is diagonal for all $\omega \in [0, 2\pi)$, $m \in \{0, \cdots, M - 1\}$ and $\sigma_n^2$ is the power of the noise $n(t)$. For $J > N$ and under high signal to noise ratios, $\sigma_n^2$ can be estimated from the $J - N$ smallest eigenvalues of $P_x(\omega, m)$ and we can set:

$$P_x(\omega, m) = \hat{P}_x(\omega, m) - \sigma_n^2I.$$  

(6)

We can estimate $B(\omega)$ up to a paraunitary filter by whitening the observed signals. That is, we can write

$$B(\omega) = \Phi(\omega)\hat{W}(\omega)$$  

(7)

where $\Phi(\omega)$ is a $N \times N$ paraunitary matrix and $\hat{W}(\omega)$ is the $N \times J$ polynomial whitening filter, which can be estimated from:

$$\hat{W}(\omega) = \Sigma(\omega)^{-\frac{1}{2}}V^\dagger(\omega)$$  

(8)

where $\Sigma(\omega)$ is an $N \times N$ diagonal matrix whose $N$ diagonal values correspond to the $N$ largest eigenvalues of

$$R(\omega) = \sum_{m=0}^{M-1} P_x(\omega, m).$$  

(9)

and $V(\omega)$ is an $J \times N$ matrix with orthonormal columns consisting of the $N$ corresponding eigenvectors. Notice that $\hat{W}(\omega)$ given by (8) spatially and temporally whitens the observed signals. To prevent temporal whitening of the outputs when the sources are colored we use the following ad-hoc but convenient method for normalizing the $\hat{W}(\omega)$ given by (8) as follows:

$$W(\omega) = \frac{\hat{W}(\omega)}{\|\hat{W}(\omega)\|_F}.$$  

(10)

Applying $W(\omega)$ to $P_x(\omega, m)$ we can write:

$$P_x(\omega, m) = W(\omega)P_x(\omega, m)W^\dagger(\omega).$$  

(11)

The paraunitary matrix $\Phi(\omega)$ can be estimated from the orthogonal joint diagonalization of $P_x(\omega, m)$ over all $m \in \{0, \cdots, M - 1\}$. Since in practice we have only an estimate of $P_x(\omega, m)$ this diagonalization will be approximate and can be achieved by jointly minimizing the off-diagonal elements of $P_x(\omega, m)$ over the range of epochs $m = 0, \cdots, M - 1$.

A batch algorithm for approximate joint diagonalization has been discussed in [7]. In this paper, we present an another alternative algorithm which uses optimization over the complex Steifel manifold for this purpose, that has the advantage of being adaptive. Since the Frobenious norm of $P_x(\omega, m)$ is invariant to the orthogonal transformation $\Phi(\omega)$, minimizing the sum of squares of off-diagonal elements is equivalent to maximizing the sum of squares of the diagonal elements. The joint diagonalization procedure can therefore be reformulated and written as following optimization problem for each $\omega_k \in [0, \pi)$ [8]:

$$\min_{\Phi(\omega_k)} \frac{1}{2} \sum_{m=0}^{M-1} \sum_{i,j=1}^{N} (a_{ii}(\omega_k, m) - a_{jj}(\omega_k, m))^2$$  

(12)

Subject to $\Phi(\omega_k)\Phi^\dagger(\omega_k) = I$ \quad $k = 0, \cdots, K$,

where $a_{ii}(\omega_k, m)$ represents the $i_{th}$ diagonal value of $\Phi(\omega_k)|P_x(\omega_k, m)$ and $K$ is the number of frequency points of interest.

In [8] a method was proposed for solving a problem similar to (12), for the case of real orthogonal matrices. As indicated in that paper, the orthogonality constraint can be represented over the Steifel manifold and an optimization problem with orthogonality constraints can be solved using unconstrained optimization methods over this manifold. In this paper we extend the method in [8] to complex matrices. A rigorous treatment of the complex Steifel manifold is done in [9]. In this paper we use a Newton method over the complex Steifel manifold to optimize (12).

4. NEWTON METHOD OVER COMPLEX STEIFEL MANIFOLD

In this section we derive gradient descent and Newton methods over the complex Steifel manifold to solve the constrained optimization problem given in (12). The Newton method has the advantage of fast convergence when close to optimal solution while gradient descent has the advantage of lower complexity and tracking ability. In [8] and [10] the authors discuss general forms for unconstrained optimization methods over Steifel manifold. Following the ideas in [8], we derive adaptive algorithms for the complex version of the orthogonal joint diagonalization problem. For brevity
we limit ourselves to the necessary derivations and final results. For more information we refer interested readers to the above references.

The update rule for minimizing the function given in (12) over the complex Steifel manifold is given by:

\[
\Phi_{t+1}(\omega_k) = \Phi_{t}(\omega_k) \exp \left[ \alpha \Phi_{t}(\omega_k) \Gamma_{t}(\omega_k) \right]
\] (13)

where \( \alpha \) is the step size and \( \Gamma_{t}(\omega_k) \) is the search direction at the iteration \( t-1 \) and at the frequency bin \( \omega_k \). For gradient descent the search direction is \( \Gamma(\omega_k) = -G(\omega_k) \) where \( G(\omega_k) \) is the gradient of the cost function in (12) over the complex Steifel manifold given by following equation:

\[
G(\omega_k) = \mathbf{F}_\Phi(\omega_k) - \Phi(\omega_k) \mathbf{F}_\Phi^*(\omega_k) \Phi(\omega_k)
\] (14)

where \( \mathbf{F}_\Phi(\omega_k) \) is matrix of partial derivatives of the cost function in (12) with respect to \( \phi_j(\omega_k) \) which is the \( j_{th} \) element of \( \Phi(\omega_k) \).

\[
\Phi(\omega_k) = - \sum_{m=0}^{M-1} \frac{\partial \mathbf{a}(\omega_k, m)}{\partial \phi_j(\omega_k)} \sum_{i\neq j} (a_{ij}(\omega_k, m) - a_{jj}(\omega_k, m)),
\]

which can be calculated as:

\[
\Phi(\omega_k) = -2 \sum_{m=0}^{J-1} \Lambda(\omega_k, m) \Phi(\omega_k) bP_m(\omega_k, m)
\] (16)

where

\[
\Lambda(\omega_k, m) = \mathbf{N D}_\Phi(\omega_k, m) - c(\omega_k, m) \mathbf{I},
\] (17)

\[
\mathbf{D}_\Phi(\omega_k, m) = \text{diag}(\Phi(\omega_k) \mathbf{P}_m(\omega_k, m) \Phi(\omega_k))
\] (18)

and \( c(\omega_k, m) \) is the trace of \( \mathbf{P}_m(\omega_k, m) \) for each \( \omega_k \) and \( m \).

For the Newton method over the complex Steifel manifold we use the method suggested in [9], which requires calculating the first and second derivative (Hessian) of the cost function given in (12). To calculate the Hessian we first rewrite (12) as:

\[
\min_{\Phi(\omega_k)} \frac{1}{2} \sum_{m=0}^{M-1} \sum_{i \neq j} \left( \text{vec}(\Phi(\omega_k)) \mathbf{A}^{ij}(\omega_k, m) \text{vec}(\Phi(\omega_k)) \right)^2
\]

Subject to \( \Phi(\omega_k) \Phi^\dagger(\omega_k) = \mathbf{I} \ k = 0, \ldots, K \)

(19)

where

\[
\mathbf{A}^{ij}(\omega_k, m) = \mathbf{P}_m^* (\omega_k, m) \otimes \mathbf{E}^{ij},
\]

(20)

the symbol * represents the complex conjugate operation, and \( \mathbf{E}^{ij} \) is an \( N \times N \) diagonal matrix whose \( i_{th} \) diagonal element is equal to 1, whose \( j_{th} \) diagonal element is equal to \(-1\), and all other elements are equal to zero. The Hessian of (19) is easily found to be:

\[
\mathbf{H}_\Phi(\omega_k, m) = -\sum_{m=0}^{M-1} \sum_{i \neq j} \left\{ 4 \mathbf{A}^{ij}(\omega_k, m) \text{vec}(\Phi(\omega_k)) \text{vec}(\Phi(\omega_k)) \mathbf{A}^{ij}(\omega_k, m) + 2 \text{vec}(\Phi(\omega_k)) \mathbf{A}^{ij}(\omega_k, m) \text{vec}(\Phi(\omega_k)) \mathbf{A}^{ij}(\omega_k, m) \right\}
\]

(21)

Using the first and second order derivatives \( \mathbf{F}_\Phi(\omega_k) \) and \( \mathbf{H}_\Phi(\omega_k) \), we calculate the Newton step over the complex Steifel manifold using the algorithm given in [9]. We can then use the obtained Newton step to update the \( \Phi(\omega_k) \) using (13) with \( \alpha = 1 \).

A procedure which has been found to work well empirically, from the viewpoint of computational efficiency and fast convergence, is to first, use a few gradient descent steps to get close to the solution, and then apply the Newton algorithm to quickly converge to the optimum.

Joint diagonalization Using the Newton method over the complex Steifel manifold

1. Initialize \( \Phi(\omega_k) \) to some arbitrary value for all \( k = 1, \ldots, K \) such that \( \Phi(\omega_k) \Phi(\omega_k)^\dagger = \mathbf{I} \)

2. Compute \( \mathbf{F}_\Phi(\omega_k) \) and \( \mathbf{H}_\Phi(\omega_k) \), the first and second order derivatives of cost function (12), as given by equations (16) and (21).

3. Using the derivative information calculate the search direction \( \Gamma(\omega_k) \) using the function \text{tpoint} as defined in Table 1 in [9]

4. Update the values of \( \Phi(\omega_k) \) using the (13)

5. Test for convergence. If the test fails, go to step 2.

5. RESOLVING PERMUTATIONS

One potential problem with the cost function in (12) is that it is insensitive to permutations of columns of \( \Phi(\omega_k) \); i.e., if \( \Phi_{\text{opt}}(\omega_k) \) is an optimum solution to (12) then \( \Pi(\omega_k) \Phi_{\text{opt}}(\omega_k) \), where \( \Pi(\omega_k) \) is a permutation matrix, will also be an optimum solution. Since in general \( \Pi(\omega_k) \) will vary with frequency, poor overall separation performance can result. One solution to this problem, as has been suggested by [5], is to constrain the length of the separation filters. Adding such a constraint, as has been mentioned in [11], limits the the overall separation performance, specially for long mixing filters. In this paper we suggest a novel solution for solving the permutation problem which exploits the cross-frequency correlation between diagonal exploits of \( \mathbf{D}_\phi(\omega_k, m) \) given by (18). \( \mathbf{D}_\phi(\omega_k, m) \) can be considered an estimate of the sources’ cross-power spectral density at epoch \( m \). We can show that for white non-stationary signals the temporal trajectories of spectral density are correlated over frequency. For non-white signals, this correlation still holds, but for some frequencies it may be zero if the power spectrum of the sources at those frequencies vanish.

Using this correlation we can adjust the permutations as shown in the following example. Basically assume that we have two sources and \( \mathbf{D}_\phi(\omega_k, m), m = 0, \ldots, M - 1 \) represents the estimated cross-spectral density matrix of the sources at frequency bin \( \omega_k \). We want to adjust the permutation at frequency \( \omega_j \) such that it has the same permutation as in frequency bin \( \omega_i \). To do so we first calculate the cross frequency correlation between all diagonal values
of $D_y(\omega_1, m)$ and $D_y(\omega_1, m)$ using the following measure:

$$p_{qp}(\omega_i, \omega_j) = \frac{\sum_{m=0}^{M-1} d_q(\omega_i, m) d_p(\omega_j, m)}{\sqrt{\sum_{m=0}^{M-1} d_q^2(\omega_i, m)} \sqrt{\sum_{m=0}^{M-1} d_p^2(\omega_j, m)}}$$  \hspace{1cm} (22)

where $p_{qp}(\omega_i, \omega_j)$ represents the cross frequency correlation between $d_q(\omega_i, m)$, the $q_{\text{th}}$ diagonal element of $D_y(\omega_i, m)$, and $d_p(\omega_j, m)$, the $p_{\text{th}}$ diagonal element of $D_y(\omega_j, m)$. If the frequency bins $\omega_i$ and $\omega_j$ have the same permutation then we expect that

$$\frac{\rho_{11}(\omega_i, \omega_j) + \rho_{22}(\omega_i, \omega_j)}{\rho_{12}(\omega_i, \omega_j) + \rho_{21}(\omega_i, \omega_j)} > 1; \hspace{1cm} (23)$$

otherwise, we must change the permutation at one of the frequency bins $\omega_i$ or $\omega_j$ such that the above condition is satisfied. We can apply the above ratio test to all frequency bins to detect and adjust the wrong permutations. In general when the number of sources is greater than two, the ratio test given in (23) can be written as the following discrete optimization problem

$$\max_{\Pi_{ij} \in \mathcal{P}} \text{trace}(E^T(\omega_i)E(\omega_j)\Pi_{ij}) \hspace{1cm} (24)$$

where $\mathcal{P}$ is the set of $N \times N$ permutation matrices including the identity matrix, and $E(\omega_k)$ is an $N \times N$ matrix whose $l_{\text{th}}$ column is given by

$$e_l(\omega_k) = (d_l(\omega_k, 0), \cdots, d_l(\omega_k, M - 1))^T$$ \hspace{1cm} (25)

where $e_l(\omega_k)$ has been normalized to have unit norm; i.e., $e_l(\omega_k) = \frac{e_l(\omega_k)}{||e_l(\omega_k)||_2}$. A more computationally efficient but suboptimal approach to estimate the permutation matrix between the two frequency bins is given by the following algorithm.

**Algorithm I: Unifying the permutations at two frequency bins $\omega_i$ and $\omega_j$**

1. Initialize the $N \times N$ matrix $\Pi_{ij}$ to zero.
2. Setup matrices:
   $$E(\omega_i) = [e_1(\omega_i), \cdots, e_N(\omega_i)]$$ \hspace{1cm} (26)

   and likewise $E(\omega_j)$, where
   $$e_l(\omega_i) = (d_l(\omega_i, 0), \cdots, d_l(\omega_i, M - 1))^T$$ \hspace{1cm} (27)

   has been normalized to unit norm.
3. Form the multiplication
   $$T_{ij} = E^T(\omega_i)E(\omega_j).$$ \hspace{1cm} (28)
4. Find the row $r_{\text{max}}$ and column $c_{\text{max}}$ corresponding to largest (in absolute value) element of $T$. Delete all elements corresponding to this row and column and set
   $$\Pi_{ij}(c_{\text{max}}, r_{\text{max}}) = 1.$$ \hspace{1cm} (29)
5. Repeat step 4 for the remaining elements of matrix $T_{ij}$ until only one element remains. Set
   $$\Pi_{ij}(c_f, r_f) = 1$$ \hspace{1cm} (30)

   where $r_f$ and $c_f$ are the corresponding row and column of the remaining element.

The above algorithm calculates the required matrix $\Pi_{ij}$ such that two frequency bins $\omega_i$ and $\omega_j$ will have the same permutations. Using this we can devise a sorting algorithm to align permutations over all frequency bins. A simple approach is a sequential sorting method, where starting from frequency bin 1, we adjust the permutation of each bin to that of its previous bin. This approach, although simple, has a major drawback as follows: consider the situation where we cannot detect the correct permutation matrix for frequency bin $\omega_k$. In this case all frequency bins succeeding $\omega_k$ will receive a different permutation than the ones preceding $\omega_k$. In the worst case, we will have half the frequency bins having one permutation matrix, and the other half having a different permutation matrix, resulting in very poor or virtually no separation performance. To prevent such a catastrophe we propose following hierarchical algorithm to sort the permutations across all frequency bins.

**Algorithm II: Sorting algorithm for unifying the permutations across all frequency bins**

1. Divide the frequency bins into groups of two bins each as is shown in figure 1.
2. Use algorithm I for each group to estimate the permutation matrix $\Pi_{ij}$. Update the order of diagonal values of $D_y(\omega_i, m)$, where $\omega_i$ is one of the frequency bins inside the group, and the matrix $\Phi(\omega_i)$ using
   $$D_y(\omega_i, m) = \Pi_{ij}D_y(\omega_i, m)\Pi_{ij}^T$$
   $$\Phi(\omega_i) = \Pi_{ij}\Phi(\omega_i).$$ \hspace{1cm} (31)

![Figure 1: Tree diagram of the permutation sorting algorithm](image-url)
For each group choose a representative by averaging the diagonal values of $D(\omega, m)$ over the frequency bins in that group:

$$D_k(m) = D(\omega, m) + D(\omega + T_k, m)$$

(32)

4. Move up one level in the hierarchy: Divide the set of representatives into groups of two elements and repeat step 2. Notice this time the update given in (31) is done for all bins corresponding to each representative.

5. Repeat this process for each level until only two representatives remain at the last level.

Figure 1 shows the tree structure of the algorithm II for the case that the total number of frequency bins is 8. The success of this algorithm is based on the assumption that the probability of detecting the wrong permutations increases as the algorithm progresses up the hierarchy. This assumption is justified by the fact that through (32), more information is available upon which to detect wrong permutations at the higher levels.

6. SIMULATION RESULTS

In this section we present two sets of numerical results and demonstrate the performance of the algorithm using real world recorded speech signals. In [12] the authors demonstrate separation of non-stationary Gaussian iid sequences for instantaneous mixtures. Here we demonstrate the result for the convolutive case. For this experiment we use three iid Gaussian signals and we create the nonstationarity by multiplying them by slowly varying sine, cosine and slowly decaying exponential waveforms:

$$s_1(k) = \sin(-2\pi k/T_1)n_1(k)$$

$$s_2(k) = \cos(-2\pi k/T_2)n_2(k)$$

$$s_3(k) = \exp(-2\pi k/T_3)n_3(k)$$

(33)

where $n_i(t)$ is a Gaussian iid signal. The signals are then mixed using an 8-tap, $3 \times 3$ FIR polynomial matrix whose coefficients for each element are chosen randomly from a Gaussian distribution. To estimate the cross-spectral density matrices of the observed signal, we first divide the input sequence into $M$ epochs and we use the following formula to estimate the cross-spectral density matrix at the $m_{th}$ epoch:

$$P_\kappa(\omega, m) = \frac{1}{N_\kappa^2} \sum_{\nu=0}^{N_\kappa-1} \bar{x}_\kappa(\omega, m) \bar{x}_{\kappa}^\dagger(\omega, m)$$

(34)

where

$$x_\kappa(\omega, m) = \sum_{m = -\infty}^{\infty} x_{\kappa}(n)w(n - iT_\kappa - mT_k)e^{-j\omega n}$$

(35)

where $m$ is the epoch index, $N_\kappa$ is number of overlapping windows inside each epoch, $T_k$ is the size of each epoch, $T_\kappa$ is the time shift between two overlapping windows and $w(n)$ is the windowing sequence (Hanning window for these simulations). These estimated cross-spectral density matrices were then used as the input to our algorithm. We used both the Newton and the gradient descent algorithms for the joint diagonalization part of the method. We also used the diadic structure, described in previous section, to resolve the permutation problem across the frequency bins. Since in simulations we know the mixing channel, we can estimate the separation performance by first convolving the separation matrix $B(k)$ with the channel $H(k)$ to obtain

$$C(k) = B(k) * H(k).$$

(36)

Next we quantify the performance using the formula:

$$\eta(i) = 20 \log \left[ \frac{\sum_{j=1}^{N} |c_{ij}|^2}{\max_j |c_{ij}|^2} \right] \quad i = 1, \ldots, N$$

(37)

where $\eta(i)$ represents the row-wise interference to signal ratio for $i_{th}$ output, and

$$c_{ij} = (C_{ij}(0), \ldots, C_{ij}(L \epsilon - 1))^T$$

(38)

where $C_{ij}(k)$ represents the $i_{th}$, time element of the $C(k)$. Table I shows the performance results before and after the permutation algorithm was applied. As can be seen, permutation error severely degrades the performance of the algorithm. Also figure 2 shows the separation results for this experiment.

![Figure 2: Results of separation: original sources $s_1(n), s_2(n)$ and $s_3(n)$, observed signals $x_1(n), x_2(n)$ and $x_3(n)$, separated outputs $y_1(n), y_2(n)$ and $y_3(n)$.

In the next experiment we imposed a harder, more realistic situation. We used two male speech signals which were mixed through a $4 \times 2$ polynomial matrix with order 20 (each element of the mixing matrix is a 20 tap FIR filter). We also added white Gaussian noise at a controlled level to the result of this mixture. The output signal to interference ratios (SIRs) were then calculated for different values of noise power using 50 Monte Carlo runs. The average signal to noise ratio for each source is given by:

$$SNR_i = \frac{\sum_{j=1}^{N} \left( h_{ij}(n) * s_1(n) \right)^2}{\sum_{j=1}^{N} \left( n_i(k) \right)^2}$$

(39)
where ≪...≫ represents the time average operation. Figure 3 shows the resulting curves of output SIR versus average signal to noise ratio of the sources. The results for this experiment can be heard from [13].

Table 1: Output SIRs before and after correcting the permutations.

<table>
<thead>
<tr>
<th>Without Resolv. Permut.</th>
<th>η(1)</th>
<th>η(2)</th>
<th>η(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.58dB</td>
<td>2.52dB</td>
<td>-0.75dB</td>
<td></td>
</tr>
<tr>
<td>With Resolv. Permut.</td>
<td>-21.9dB</td>
<td>-24.1dB</td>
<td>-21.6dB</td>
</tr>
</tbody>
</table>

Figure 3: Output SIR versus the average signal to noise ratio (SNR) of the corresponding source.

We also applied our method to real world data recorded from the room experiments contributed by [14]. In this experiment, since we don’t have access to the true room impulse responses nor the true original sources, a quantitative measurement is not possible. However, the output speech can be heard from [13].

Further, it was found that the method proposed in this paper is significantly faster in convergence than that proposed in [5], for problems of similar size.

7. CONCLUSION

In this paper we presented a new method for blind source separation of MIMO convolutive mixtures using the assumption that the sources are non-stationary. We presented the method as a three stage algorithm (Whitening, Orthogonal joint diagonalization, and Adjusting Permutations) where the first two stages calculate the separation matrix at each frequency bin and the last stage detects and removes the wrong permutations. For orthogonal joint diagonalization we designed an adaptive algorithm based on the Newton method over the complex Steifel manifold. For aligning permutations we presented a novel diadic algorithm which exploits cross frequency correlations between diagonal values of the output cross-spectral density matrices. We tested our algorithm using synthetic data and real speech data in different mixing scenarios. We also applied the algorithm to real world recorded speech samples. In all tests, excellent performance was achieved.
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