Abstract

This paper proposes a novel Bayesian solution to a difficult problem of joint detection and estimation of wideband sources impinging on a linear array of sensors in spatially colored noise with arbitrary covariance matrix. The wideband signals are approximated by an interpolation function and the signal samples. With the appropriate choices of prior distribution functions of the parameters, nuisance parameters, including the unknown noise covariance matrix, are analytically integrated out, allowing the use of the reversible jump Markov chain Monte Carlo (MCMC) procedure to simultaneously detect the unknown model order and estimate the inter-sensor delays (ISDs) of the sources.

Advantages of the proposed method include joint detection of model order and estimation of the ISD parameters, relaxation of the assumption of white Gaussian observation noise, and the fact that reliable performance can be obtained using significantly fewer observations than previous wideband methods. The ISD estimation performance of the proposed method is compared with the theoretical Cramér Rao lower bound (CRLB) for this problem. Simulation results demonstrate the effectiveness and robustness of the method.

I. INTRODUCTION

Array signal processing, a mature and specialized branch of signal processing, has found use in radar, sonar, communications, geophysical exploration, astrophysical exploration, biomedical signal processing, and acoustics [1] [2]. It focuses on extracting as much information as possible from an environment using an array of independent sensors. These sensors are placed at different points in space to “listen” to the received signal. In effect, the sensors provide a means of sampling the received signal in space.

Array signal processing has to do with 1) detecting the number of incident sources (model order), 2) estimating parameters, like direction-of-arrival (DOA) or inter-sensor delay (ISD) of the sources impinging onto the array, and 3) recovering the incident source waveforms. As the methods in [3] [4] solve for these problems jointly under the assumption that the incident signals are narrowband, the algorithm in [5] proposes the joint detection and estimation in the wideband scenario but assumes that the observation noise is white Gaussian. Array signal processing methods that can accommodate the unknown colored noise case are desirable since...
they offer improved performance in colored noise over methods developed assuming white noise. In addition, the colored background noise case is often encountered in the practical scenario.

In this paper, we propose an extension of the wideband array signal processing algorithm in [5], based on Markov chain Monte Carlo (MCMC) methods [3] [6] [7] [8], for joint and seamless detection and estimation of wideband sources in arbitrarily colored noise, using a single sensor array. In other words, no knowledge and assumption is required for the noise covariance matrix.

Since there exists no competing method that solves joint detection and estimation problem for wideband scenario in colored noise environment, we evaluate the performance of the proposed method with the theoretical Cramér Rao lower bound (CRLB) as well as the goodness-of-fit test [9].

There are several advantages offered by this approach in array signal processing. Firstly, by virtue of the reversible jump Metropolis-Hastings algorithm [10], the proposed MCMC approach jointly detects the model order and estimates all parameters of interest for wideband scenarios. This procedure is more efficient and accurate than other common approaches that would perform each process independently. Secondly, the method benefits from requiring only real arithmetic, resulting in significant reductions in hardware complexity, since the need for quadrature mixing to IF frequencies is alleviated. Also, like other wideband methods, the sources can be partially or fully correlated.

This paper is organized as follows. Section II presents a data model based on interpolation techniques to represent wideband signals as described in [5]. Section III describes the derivation of the necessary probability distributions. A description of the reversible jump MCMC algorithm used for model order detection is given in Section IV, followed by the simulation results and discussion in Section V. Conclusions are given in Section VI.

Notation: Bold upper case symbols denote matrices, bold lower case symbols denote vectors. The superscript $^T$ denotes the transpose operation, and the symbol “$\sim$” means “distributed as.”

The quantity $\mathcal{N}(\mu, \Sigma)$ represents a normal distribution with mean $\mu$ and covariance matrix $\Sigma$, whereas $\mathcal{U}(a,b]$ represents a uniform distribution over the open interval $(a, b]$. The quantity $p(\cdot)$ denotes a prior probability distribution, $l(\cdot)$ denotes a likelihood, and $\pi(\cdot)$ denotes a posterior distribution.

II. THE DATA MODEL

The development of the data model in this section is based on [5], so only a brief description is provided and interested readers should refer to [5].

Consider a uniform linear array with $M$ elements is assumed, where $K$ wideband signals are incident onto the array at angles $\phi_k$, $k = 0, \ldots, K-1$, with respect to the axis of the array. Each signal $s_k(t)$ is bandlimited by its own upper and lower frequencies, $f_{uk}^k$ and $f_{lk}^k$, such that

$$f_{uk}^k = f_{lk}^k + \Delta f_k,$$  \hspace{1cm} (1)

where $\Delta f_k$ is the bandwidth of the $k$th signal. Denote the inter-sensor delay (ISD) of the $k$th
signal by $\tau_k$, defined by [1]

$$\tau_k \triangleq \frac{\Delta}{C} \sin \phi_k,$$  \hspace{1cm} (2)

where $\Delta$ is the interspacing of the sensors and $C$ is the speed of propagation. It can be shown [5] that the ISD $\tau_k$ can be bounded by $|\tau_k| \leq \frac{1}{2f_k}$. To define the maximum allowable inter-sensor delay, $T_{\text{max}}$, in the array for $K$ bandlimited signals, we have

$$T_{\text{max}} = \min_{k=0,\ldots,K-1} \left\{ \frac{1}{2f_k} \right\}. \hspace{1cm} (3)$$

Let $y(n) \in \mathbb{R}^M$ be an observation vector, which represents the data received by a linear array of $M$ sensors at the $n$th snapshot. The data vector is composed of $K$ incident wideband signals $s_k(t)$, $k = 0, \ldots, K-1$, each of which is embedded in Gaussian noise. The received vector $y(n)$ can be written as [5]

$$y(n) = \sum_{k=0}^{K-1} s_k(t - \tau_k) + w(n), \quad n = 1, \ldots, N_t, \hspace{1cm} (4)$$

where $N_t$ is the number of snapshots, $s_k(t - \tau_k) \in \mathbb{R}^M$ is a vector of delayed signal for the $k$th source, defined as

$$s_k(t - \tau_k) = [s_k(t), s_k(t - \tau_k), \ldots, s_k(t - m\tau_k), \ldots, s_k(t - (M-1)\tau_k)]^T, \quad m \in [0, M-1], \hspace{1cm} (5)$$

and $w(n) \in \mathbb{R}^M$, a spatially colored noise vector, is an iid normally distributed according to $\mathcal{N}(0, \Sigma_w)$, where $\Sigma_w \in \mathbb{R}^{M \times M}$ is an unknown and arbitrary covariance matrix. According to [5], we can define a set of interpolation matrices, $\tilde{H}(\tau_k) \in \mathbb{R}^{M \times L}$, where $L$ is the number of taps in the interpolation function\(^1\), as follows

$$\tilde{H}(\tau_k) = \begin{cases} H(\tau_k), & \text{if } \tau_k \geq 0, \\ E_M H(\tau_k), & \text{if } \tau_k < 0, \end{cases} \hspace{1cm} (6)$$

where the matrix $E_M$ is an exchange matrix [11], and

$$H(\tau_k) = \begin{bmatrix} h_0(0) & h_1(0) & \cdots & h_{L-1}(0) \\ h_0(\tau_k) & h_1(\tau_k) & \cdots & h_{L-1}(\tau_k) \\ \vdots & \vdots & \ddots & \vdots \\ h_0((M-1)\tau_k) & h_1((M-1)\tau_k) & \cdots & h_{L-1}((M-1)\tau_k) \end{bmatrix}. \hspace{1cm} (7)$$

As a result, we can approximate the observation vector $y(n)$ in terms of the interpolation matrices and the signal samples as follows

$$y(n) \approx \sum_{k=0}^{K-1} \tilde{H}(\tau_k) s_k(n) + w(n), \hspace{1cm} (8)$$

\(^1\)For example, in the case of the uniform linear array, the interpolation sequence can be a windowed $\text{sinc}(\cdot)$ function.
where $s_k(n) \in \mathbb{R}^L$ is a vector of the discrete signal samples of the $k$th source, given by

$$s_k(n) = [s_k(n), s_k(n-1), \ldots, s_k(n-L+1)]^T.$$  

(9)

Rearranging the columns in the interpolation matrices in (6) and (7), we have a new set of interpolation matrices, $\tilde{H}_l(\tau) \in \mathbb{R}^{M \times K}$, $l = 0, \ldots, L-1$, which are a collection of the $l$th columns in $H(\tau_k)$ for $K$ sources $\tau = [\tau_0, \tau_1, \ldots, \tau_{K-1}]^T$. That is,

$$\tilde{H}_l(\tau) = [\tilde{h}_l(\tau_0), \tilde{h}_l(\tau_1), \ldots, \tilde{h}_l(\tau_{K-1})].$$

(10)

Accordingly, we may re-write (8) as follows

$$y(n) = \sum_{l=0}^{L-1} \tilde{H}_l(\tau)a(n-l) + w(n),$$

(11)

where $a(n) = [s_0(n), s_1(n), \ldots, s_{K-1}(n)]^T$. Note that in (11) for notational convenience we replace the approximation sign by the equality and we adopt the equality from this point onwards.

Denote $z(n)$ as a transformed data vector as follows

$$z(n) = y(n) - \sum_{l=1}^{L-1} \tilde{H}_l(\tau)a(n-l),$$

(12)

which is the estimation error between the observation $y(n)$ and its estimate using the $L-1$ past signal samples. Finally, the desired data model is expressed as follows

$$z(n) = \tilde{H}_0(\tau)a(n) + w(n).$$

(13)

There are several interesting features regarding the model in (13). It is similar to the familiar narrowband model [1], except that the data is modified and the steering matrix takes the form of an interpolation matrix. Further, the same model in (13) can accommodate either narrowband or wideband sources, without change of structure or parameters.

The signal and noise in (13) are assumed uncorrelated such that

$$E[a^T(n)\tilde{H}_0^T(\tau)w(n)] = 0,$$

(14)

where $w(n)$ and $a(n)$ are the noise and signal vectors defined earlier. For a hypothesized number of signals $k$, we denote by $S(k) \in \mathbb{R}^{M \times k}$ the signal subspace spanned by the $k$ column vectors in $\tilde{H}_0(\tau)$. Further, we denote by $W(k) \in \mathbb{R}^{M \times (M-k)}$ the orthogonal complement of $S(k)$, such that

$$S^T(k)W(k) = 0.$$  

(15)

III. Development of The Marginal Posterior Distribution

Here, it is assumed 1) that the noise vectors $w(n)$ are iid Gaussian with unknown covariance matrix, and 2) that all the parameters describing the received signal are stationary throughout the entire observation interval. Using (13), we may define a set of $N_t$ snapshots as

$$Z = [z(1), \ldots, z(N_t)].$$

(16)
Similarly, we create a set of amplitude vector $A$ as follows

$$A = [a(1), \ldots, a(N_t)].$$

Then, the total likelihood function of all data can be expressed as follows

$$\ell(Z|A, \tau, \Sigma_w, k) = \prod_{n=1}^{N_t} \frac{1}{(2\pi)^{M/2}|\Sigma_w|^{1/2}} \exp \left\{ -\frac{1}{2} (z(n) - \tilde{H}_0(\tau)a(n))^T \Sigma^{-1} (z(n) - \tilde{H}_0(\tau)a(n)) \right\},$$

where $k$ represents an estimate of the true number of sources, $K$.

Following the similar procedures in [12], we define an orthonormal matrix $Q(\tau, k) \in \mathcal{R}^{M \times M}$ as follows

$$Q(\tau, k) = [Q_s(\tau, k), Q_w(\tau, k)], \quad Q_s(\tau, k) \in \mathcal{R}^{M \times k}, Q_w(\tau, k) \in \mathcal{R}^{M \times (M-k)}$$

where $Q_s(\tau, k) \in \mathcal{S}(k)$ and $Q_w(\tau, k) \in \mathcal{W}(k)$. For notational convenience, we simplify the notation $Q_s$ and $Q_w$ instead of writing $Q_s(\tau, k)$ and $Q_w(\tau, k)$, respectively.

Let a set transformed data $x(n), n = 1, \ldots, N_t$ be defined as follows

$$x(n) = Q^T(\tau, k)z(n),$$

$$= x_s(n) + x_w(n),$$

where $x_s(n) \in \mathcal{S}(k)$ and $x_w(n) \in \mathcal{W}(k)$ represent the signal and the noise components, respectively, given by

$$x_s(n) = Q_s^Tz(n),$$

$$x_w(n) = Q_w^Tz(n).$$

In the following development, we consider only the neighborhood around the true value where $\tau \approx \tau_o$ such that $\mathcal{S}^T(\tau_o)Q_w \approx 0$. We denote by $R_{xx}$ the covariance matrix of the transformed data $\{x(n), n = 1, \ldots, N_t\}$, defined as

$$R_{xx} \approx E[z(n)z^T(n)],$$

$$= \begin{bmatrix} R_{x_s,x_s} & Q_s^T \Sigma Q_w \\ Q_w^T \Sigma Q_s & \Sigma_{x_w} \end{bmatrix}. \quad (23)$$

The block $R_{x_s,x_s}$ is the covariance matrix of the transformed signal component $x_s(n)$ in (21), given by

$$R_{x_s,x_s} = E[x_s(n)x_s^T(n)],$$

$$= E[\tilde{a}(n)\tilde{a}^T(n)] + Q_s^T \Sigma Q_s,$$

$$= R_{\tilde{a}\tilde{a}} + C \quad (24)$$

where $\tilde{a}(n) = Q_s^T \tilde{H}_0(\tau)a(n)$ and $C = Q_s^T \Sigma Q_s$. The block $\Sigma_{x_w}$ is the covariance matrix of the transformed noise vector $x_w(n)$ in (22), given by

$$\Sigma_{x_w} = Q_w^T \Sigma Q_w. \quad (25)$$
It can be shown [12] that locally around $\tau \approx \tau_0$, the vectors $x_s(n)$ and $x_w(n)$ are independent such that we have $x_s(n) | a(n) \sim N(\bar{a}(n), C)$ and $x_w(n) \sim N(0, \Sigma_{x_w})$. In order to make the following development tractable, we neglect the off-diagonal blocks in (23), leading to a somewhat optimal solution [12]. Accordingly, we may re-write the likelihood function in (18) as follows

$$
\ell(X_s, X_w | \tilde{A}, \tau, k, \Sigma_{x_w}^{-1}) \approx \prod_{n=1}^{N_t} \frac{|C|^{-1/2}}{(2\pi)^{k/2}} \exp \left\{ -\frac{1}{2} (x_s(n) - \bar{a}(n))^T C^{-1} (x_s(n) - \bar{a}(n)) \right\} \times \frac{|\Sigma_{x_w}|^{-1/2}}{(2\pi)^{(M-k)/2}} \exp \left\{ -\frac{1}{2} x_w(n)^T \Sigma_{x_w}^{-1} x_w(n) \right\},
$$

where $X_s = \{x_s(n), n = 1, ..., N_t\}$, and similar definition is applied to $X_w$ and $\tilde{A}$, respectively.

The desired posterior distribution function $\pi(\tau, k, \tilde{A}, \Sigma_{x_w}^{-1}) = p(\tau, k, \tilde{A}, \Sigma_{x_w}^{-1} | X_s, X_w)$ can be expressed using Bayes’ theorem in terms of the total likelihood function (26) and the prior distributions of the unknown parameters as

$$
\pi(\tau, k, \tilde{A}, \Sigma_{x_w}^{-1}) \propto \ell(X_s, X_w | \tilde{A}, \tau, k, \Sigma_{x_w}^{-1}) p(\tilde{A} | \tau, k, \Sigma_{x_w}^{-1}) p(\tau | k) p(\Sigma_{x_w}^{-1} | \tau, k) p(k).
$$

We will discuss the assignment of the prior functions in (27) as follows.

The prior distribution function for $\tilde{A}$ is selected as a normal distribution with zero mean and covariance matrix $D = \delta^2 C$, where $\delta^2$ is a hyperparameter proportional to the signal-to-noise ratio (SNR). That is,

$$
p(\tilde{A} | \tau, k, \Sigma_{x_w}^{-1}) = \prod_{n=1}^{N_t} N(0, D).
$$

As a result, the corresponding joint confidence region at a specified probability level is significantly larger than that of a normal distribution with zero mean and covariance matrix $\Sigma_{x_w}$. The prior distribution function for $\tau$ is selected to be uniform such that

$$
p(\tau | k) = U[-T_{max}, T_{max}]^k.
$$

The prior distribution function for $k$ is chosen to be Poisson with expected number of sources $\Xi$, defined by

$$
p(k) = \frac{\bar{\Xi}^k}{k!} \exp(-\Xi).
$$

Finally, the prior distribution function for $\Sigma_{x_w}^{-1}$ is selected according to a noninformative multi-dimensional Jeffrey’s prior [12] [13] for unknown covariance matrix. Accordingly, we have

$$
p(\Sigma_{x_w}^{-1} | \tau, k) \propto |\Sigma_{x_w}^{-1}|^{-(M-k)/2}.
$$
Substituting (28) to (31) into (27), we have

\[
\pi(\tau, k, \tilde{A}, \Sigma_{x_w}^{-1}) \propto \frac{|C^{-1}|N_i/2}{(2\pi)^{kN_i/2}} \exp \left\{ -\frac{1}{2} \sum_{n=1}^{N_i} (x_s(n) - \tilde{a}(n))^T C^{-1} (x_s(n) - \tilde{a}(n)) \right\} \\
\times \frac{|\Sigma_{x_w}^{-1}|N_i/2}{(2\pi)^{(M-k)N_i/2}} \exp \left\{ -\frac{1}{2} \sum_{n=1}^{N_i} x_w(n)^T \Sigma_{x_w}^{-1} x_w(n) \right\} \\
\times \frac{|D^{-1}|N_i/2}{(2\pi)^{kN_i/2}} \exp \left\{ -\frac{1}{2} \sum_{n=1}^{N_i} \tilde{a}(n)D^{-1} \tilde{a}(n) \right\} \\
\times \frac{1}{(2T_{\text{max}})^k} \times |\Sigma_{x_w}^{-1}|^{-(M-k)/2} \times \frac{\Xi^k}{k!} \exp(-\Xi).
\]

(32)

Collecting like terms in (32) yields

\[
\pi(\tau, k, \tilde{A}, \Sigma_{x_w}^{-1}) \propto \frac{|D^{-1}|N_i/2 |C^{-1}|N_i/2}{(2\pi)^{kN_i/2}} \exp \left\{ -\frac{1}{2} \sum_{n=1}^{N_i} (x_s(n) - \tilde{a}(n))^T C^{-1} (x_s(n) - \tilde{a}(n)) \right\} \\
+ \tilde{a}(n)D^{-1} \tilde{a}(n) \right\} \times \frac{|\Sigma_{x_w}^{-1}|N_i/2}{(2\pi)^{(M-k)N_i/2}} \exp \left\{ -\frac{1}{2} \sum_{n=1}^{N_i} x_w(n)^T \Sigma_{x_w}^{-1} x_w(n) \right\}
\]
\[
\times \frac{1}{(2T_{\text{max}})^k} \times |\Sigma_{x_w}^{-1}|^{-(M-k)/2} \times \frac{\Xi^k}{k!} \exp(-\Xi).
\]

(33)

With the assumption that the matrix \( D \) is much larger than \( \Sigma_{x_w} \), for sufficiently large number \( N_i \) of observations, the term \( \tilde{a}(n)D^{-1} \tilde{a}(n) \) in the first exponential on the right in (33) is comparatively smaller than the term \( \tilde{a}(n)C^{-1} \tilde{a}(n) \) in the first exponential. As a result, we have the following simplified posterior distribution function

\[
\pi(\tau, k, \tilde{A}, \Sigma_{x_w}^{-1}) \propto |D^{-1}|N_i/2 |C^{-1}|N_i/2 \exp \left\{ -\frac{1}{2} \sum_{n=1}^{N_i} (x_s(n) - \tilde{a}(n))^T C^{-1} (x_s(n) - \tilde{a}(n)) \right\}
\]
\[
\times |\Sigma_{x_w}^{-1}|(N_i-M+k)/2 \exp \left\{ -\frac{1}{2} \sum_{n=1}^{N_i} x_w(n)^T \Sigma_{x_w}^{-1} x_w(n) \right\}
\]
\[
\times \frac{\Xi^k}{(2T_{\text{max}})^k k!}.
\]

(34)

In the problem at hand, the parameters we are interested in are \((\tau, k)\). To further simplify the posterior distribution function \( \pi(\tau, k, \tilde{A}, \Sigma_{x_w}) \), we can analytically integrate out the nuisance parameters \((\tilde{a}(n), \Sigma_{x_w}^{-1})\), i.e.,

\[
\pi(\tau, k) = \int \int \pi(\tau, k, \tilde{A}, \Sigma_{x_w}^{-1}) d\tilde{A} d\Sigma_{x_w}^{-1}.
\]

(35)

It can be shown that after the parameter \( \tilde{a}(n) \) has been integrated out, we have

\[
\pi(\tau, k, \Sigma_{x_w}^{-1}) \propto |\Sigma_{x_w}^{-1}|(N_i/2-(M-k)/2) \exp \left\{ -\frac{1}{2} \sum_{n=1}^{N_i} x_w(n)^T \Sigma_{x_w}^{-1} x_w(n) \right\}
\]
\[
\times \frac{\Xi^k}{(2T_{\text{max}})^k k! (\delta^2)^{kN_i/2}},
\]
\[
= \left| \Sigma_{x_w}^{-1} \right|^{-(M-k)/2} \exp \left\{ -\frac{1}{2} \text{Tr}N_i \hat{R}_{x_wx_w}(\tau, k) \Sigma_{x_w}^{-1} \right\}
\]
\[
\times \frac{\Xi^k}{(2T_{\text{max}})^k k! (\delta^2)^{kN_i/2}},
\]

(36)
where $\text{Tr}(\cdot)$ is the trace operator, $\hat{R}_{x_w x_w}(\tau, k)$ is the sample covariance matrix of $x_w(n)$, defined as

$$
\hat{R}_{x_w x_w}(\tau, k) = \sum_{n=1}^{N_t} x_w(n) x_w^T(n), \quad (37)
$$

and in the last term on the right in (36), we use for $D = \delta^2 I_k$. To integrate out the noise covariance $\Sigma^{-1}_{x_w}$, one can compare the term inside the square brackets in (36) with the Wishart distribution [14] on $\Sigma^{-1}_{x_w}$, with order $\rho = M - k$ and parameter $N_t \hat{R}_{x_w x_w}(\tau, k)$. This term integrates to $I(\hat{R}_{x_w x_w}(\tau, k))$ as follows,

$$
I(\hat{R}_{x_w x_w}(\tau, k)) = \pi^{(1/4)(M-k)(M-k-1)} \prod_{i=1}^{M-k} \Gamma((N_t - i + 1)/2) |N_t \hat{R}_{x_w x_w}(\tau, k)|^{-N_t/2}, \quad (38)
$$

where $\Gamma(\cdot)$ is the Gamma function. Accordingly, the simplified posterior distribution function $\pi(\tau, k)$ becomes

$$
\pi(\tau, k) \propto \frac{\pi^{(1/4)(M-k)(M-k-1)}}{(2T_{\text{max}}/\Xi)^k k! \Gamma(\delta^2) k^{N_t/2}} \prod_{i=1}^{M-k} \Gamma((N_t - i + 1)/2) |N_t \hat{R}_{x_w x_w}(\tau, k)|^{-N_t/2}. \quad (39)
$$

The objective is to estimate the parameters of this highly nonlinear function, as the following maximum a posteriori (MAP) estimate

$$
\{\hat{\tau}, \hat{k}\} = \arg\max_{k, \tau} \pi(\tau, k). \quad (40)
$$

To recover the signal amplitude $a(n)$, one can adopt a maximum a posteriori estimation on the expression in (33), given all other parameters, as follows

$$
a_{MAP}(n) \triangleq (1 + \delta^2)^{-1} \left[ H_0^T(\tau) Q_s Q_s^T \hat{H}_0(\tau) \right]^{-1} H_0^T(\tau) Q_s^T x_s(n), \quad (41)
$$

where $D^{-1} = \delta^{-2} C^{-1}$ and $x_s(n) = Q_s^T z(n)$.

A. Signal Recovery

According to the signal model, it is clear that the source sample $a(n - L + 1)$ contributes to $L$ successive snapshots $y(n - L + 1)$ to $y(n)$. Efficient estimation of the source sample $a(n - L + 1)$ requires use of all these snapshots. From (11), we have

$$
y(n) = \sum_{l=0}^{L-1} H_l(\tau) a(n - l) + \sigma_w w(n), \quad (42)
$$

The natural log of the posterior in (32) can therefore be written as

$$
L(\tau, A, C^{-1}) \propto \kappa - \frac{1}{2} \sum_{n=1}^{N_t} (x_s(n) - \bar{a}(n))^T C^{-1} (x_s(n) - \bar{a}(n)) - \frac{1}{2} \sum_{n=1}^{N_t} \bar{a}_n^T(n) D^{-1} \bar{a}(n), \quad (43)
$$

where $\kappa$ is a term independent of $\bar{a}(n)$ and $D^{-1} = \delta^{-2} C^{-1}$. The desired estimate $\hat{a}(n - L + 1)$ is then obtained by maximizing (43) with respect to $a(n - L + 1)$. The result is

$$
\hat{a}(n - L + 1) = (1 + \delta^{-2})^{-1} \left[ \hat{H}_0^T(\tau) \hat{H}^T(\tau) \right]^{-1} \hat{H}_0^T(\tau) \epsilon(n), \quad (44)
$$
where
\[
\tilde{H}(\tau) = \left[ \tilde{H}_{L-1}^T(\tau)Q_s^T, \ldots, \tilde{H}_1^T(\tau)Q_s^T, \tilde{H}_0^T(\tau)Q_s^T \right]^T.
\] (45)
and
\[
\epsilon(n) = [\epsilon_0(n), \epsilon_1(n), \ldots, \epsilon_{L-1}(n)]^T.
\] (46)
The quantity \(\epsilon_p(n), p = 0, \ldots, L - 1\), removes the contribution from samples other than \(a(n - L + 1)\) in the observation \(y(n - p)\). It is defined as
\[
\epsilon_p(n) = Q_s^T(y(n - p) - x_p(n)),
\] (47)
\[
= Q_s^T(\tilde{H}_{L-1-p}(\tau)a(n - L + 1) + \sigma_ww(n)),
\]
where
\[
x_p(n) \triangleq \sum_{l \neq p}^{L-1} \tilde{H}_l(\tau)a(n - p - l).
\] (48)
The \(\epsilon_p(n)\) are determined by evaluating the \(x_p(n)\) in (48), where the unknown quantities \(a(n - p - l)\) for \(n - p - l > n - L + 1\) in (48) are tentatively estimated suboptimally using (41). The estimation of \(a(n)\) according to (44) results in significantly improved performance compared to the other, more direct methods for the estimation of this parameter.

The MCMC procedure described in the next section proposes a candidate sample \((\tau^*, k^*)\) and requires evaluation of the posterior distribution given by (39) for that candidate. The following schema summarizes the process used for this evaluation.

---

**Evaluation of the Posterior Density**

1. Given a candidate sample \((\tau^*, k^*)\) from the MCMC procedure, and a suitable interpolation function such as a windowed \(\text{sinc}(\cdot)\), compute \(\tilde{H}_l(\tau^*), l = 0, \ldots, L - 1\) of order \(k^*\) from (10).
2. For sample index \(n = L - 1, \ldots, N\)
   - Follow the steps described in Section III-A to obtain \(\hat{a}(n - L + 1)\), in (44).
   - Given the source amplitudes, evaluate \(z(n - L + 1)\) according to (13) and hence \(x_w(n - L + 1) = Q_s^Tz(n - L + 1)\).
3. Given the \(x_w(n), R_{x_wx_w}\) in (37) can be computed, which allows evaluation of the posterior density \(\pi(\tau, k)\) in (39). This quantity is then used by the MCMC procedure to determine whether the candidate \((\tau^*, k^*)\) is accepted as a sample.

The computational requirements of the above algorithm are mitigated by the fact that the matrix \([\tilde{H}^T(\tau)\tilde{H}(\tau)]^{-1}\tilde{H}^T(\tau)\) in (44) is independent of \(n\) and therefore need only be computed once per MCMC iteration.
B. Model Order Determination

In this section, we present an analysis on the hyper-parameter $\delta^2$ in (39) for consistent determination of model order. According to (39), we can obtain the marginal posterior distribution for model order $k$ as

$$
\pi(k|X_w) \propto \int_{\Phi_k} \pi(\tau, k|X_w) d\tau.
$$

(49)

Denoting the true model order and delay values by $k_0$ and $\tau_0$ respectively, we perform the following eigendecomposition, at $\tau = \tau_0$

$$
N_t \hat{R}_{x_w x_w}(\tau, k) = U(\tau_0) \Lambda(\tau_0) U^H(\tau_0),
$$

(50)

where $U(\tau_0)$ is an orthonormal matrix which contains the $M-k$ eigenvectors associated with the $M-k$ smallest (noise) eigenvalues of the matrix $N_t \hat{R}_{x_w x_w}(\tau, k)$, which are placed in the diagonal matrix, $\Lambda(\tau_0) = \text{diag} [\lambda_1, \lambda_2, \ldots, \lambda_{M-k}]$. For convenience, these eigenvalues $\lambda_i$, $i = 1, 2, \ldots, M-k$ are arranged in ascending order. Assuming that $N$ is large, and that the SNR level is moderate, then the posterior distribution function $\pi(\tau, k|X_w)$ concentrates around the true value $\tau_0$. As a result, we can approximate the integral in (49) as follows:

$$
\pi(k) \propto \frac{\pi(1/4)(M-k)(M-k-1)}{(2T_{\text{max}}/\Xi)k!(\delta^2)^k N_t/2} \prod_{i=1}^{M-k} \Gamma((N_t - i + 1)/2) \left( \prod_{i=1}^{M-k} \lambda_i \right)^{-N_t/2}.
$$

(51)

Let us define the event $E_i$ as the declaration of a model order in error by $i$ signals. Thus, the event $E_i$ will occur if we declare $\hat{k} = k_0 + i$ or $\hat{k} = k_0 - i$. We assume $P(E_1) > P(E_2) > \cdots > P(E_{M-1})$. Accordingly, sufficient conditions which must be satisfied for consistent detection of the model order are

$$
\lim_{N \to \infty} \frac{\pi(k_0 + 1|X_w)}{\pi(k_0|X_w)} \to 0,
$$

(52)

$$
\lim_{N \to \infty} \frac{\pi(k_0 - 1|X_w)}{\pi(k_0|X_w)} \to 0.
$$

(53)

From (39), we have

$$
\frac{\pi(k_0 + 1|X_w)}{\pi(k_0|X_w)} = \left( \frac{M-k_0-2}{M-k_0} \right) \left( \frac{\Xi}{2T_{\text{max}}} \right) \left( \Gamma^{-1}((N_t - M + k_0 + 1)/2) \right) \left( \prod_{i=1}^{M-k_0} \lambda_i \right)^{N_t/2},
$$

(54)

and

$$
\frac{\pi(k_0 - 1|X_w)}{\pi(k_0|X_w)} = \left( \frac{M-k_0+1}{M-k_0-1} \right) \left( \frac{2T_{\text{max}}}{\Xi} \right) \left( \Gamma((N_t - M + k_0)/2) \right) \left( \prod_{i=1}^{M-k_0} \lambda_i \right)^{N_t/2} \left( \lambda_{M-k_0+1} \right)^{-N_t/2}.
$$

(55)

Given that parameters other than $\delta^2$ and $\lambda_{M-k_0}$ in (54) are scaling factors, we can see that (52) is satisfied if

$$
\delta^2 > \lambda_{M-k_0}.
$$

(56)
Similarly, from (55) we can see that (53) is satisfied if

\[ \delta^2 < \lambda_{M-k_0+1}. \]  

(57)

Therefore, combining (56) and (57) we have

\[ \lambda_{M-k_0} < \delta^2 < \lambda_{M-k_0+1}. \]  

(58)

Therefore, the specific range of the hyper-parameter \( \delta^2 \) is dependent on the number of sensors, \( M \), and the current SNR level. If \( \delta^2 \) is set too small, the algorithm tends to overestimate the model order. Likewise, the model will be underestimated if \( \delta^2 \) is set too large.

Referring to (58), the determination of the correct value of \( \delta^2 \) requires the knowledge of the true model order \( k_0 \). However, we can still obtain useful information from (58) by having an estimate of the SNR level. This is a reasonable assumption, as we can obtain an estimate of the noise level by listening for the power level when it is assumed there is no signal present. Similarly, we can get an estimate of signal power by listening when the signal is transmitting. Thus, the right limit in (58) can be approximated if there is some knowledge of the SNR level. In practice, the left-hand term in (58) is close to unity. With this knowledge, we can obtain a reasonable estimate of the range within which \( \delta^2 \) must fall.

IV. Reversible Jump MCMC

We use the reversible jump MCMC algorithm [10] to perform the Bayesian computation in jointly detecting the desired model order and extracting the other parameters of interest from the posterior distribution. The reversibile jump MCMC algorithm itself is similar to the Metropolis-Hastings (MH) [15] algorithm, but it allows the sampling process to jump between subspaces of different dimensions, which facilitates the detection of model order. As the procedures are similar to those in [5] [12], the following presentation is therefore brief. A further treatment on model order detection using MCMC methods is given in [7].

Denote the whole parameter space by \( \bigcup_{k=0}^{k_{\text{max}}} k \times \Phi_k \), where \( \Phi_k \) is the space of the parameters of the model of order \( k \), and \( k_{\text{max}} \) is the maximum allowable model order. At each iteration, candidate samples are chosen from a set of proposal distributions \( q(\cdot|\cdot) \) corresponding to different model orders, which are randomly accepted according to an acceptance ratio, given by

\[ r(\tau^*, k^*), (\tau, k)) = \frac{\pi(\tau^*, k^*)q(\tau, k|\tau^*, k^*)}{\pi(\tau, k)q(\tau^*, k^*|	au, k)} \times J((\tau^*, k^*), (\tau, k)), \]  

(59)

where it can be shown [16] that in our case, \( J((\tau^*, k^*), (\tau, k)) = 1 \). This quantity is the Jacobian of the transformation, required to reconcile the total probability between spaces of different dimensions so that the reversibility condition is satisfied. The probability of accepting the candidate as the new state is given by \( \alpha = \min\{1, r\} \). If the candidate is accepted, the chain takes the new state; otherwise the chain remains at the current state.

In the reversible jump algorithm, we choose our set of proposal distributions to correspond to the following set of moves

1. the birth move, valid for \( k \leq k_{\text{max}} \). Here, a new \( \tau \) is proposed at random on \([-T_{\text{max}}, T_{\text{max}}]\).
2. the death move, valid for \( k > 0 \). Here, a \( \tau \) is randomly chosen to be removed.

3. the update move. Here, the order of the model is held fixed and the parameters describing the sources are updated.

The probabilities for choosing each move are denoted by \( u_k, b_k, \) and \( d_k \), respectively, such that \( u_k + b_k + d_k = 1 \) for all \( k \). In accordance with [3], we choose

\[
    b_k = c \min \left\{ \frac{p(k+1)}{p(k)}, 1 \right\}, \quad d_{k+1} = c \min \left\{ \frac{p(k)}{p(k+1)}, 1 \right\},
\]

(60)

where \( p(\cdot) \) is the prior distribution of the \( k \)th model according to (30), and \( c \) is a tuning parameter which determines the ratio of update moves to jump moves. We choose \( c = 0.5 \) so that the probability of a jump is between 0.5 and 1 at each iteration [10]. The overall description of the reversible jump MCMC algorithm is determined by the choice of move at each iteration. This description is summarized as follows.

---

**Reversible Jump MCMC**

1. Initialization: set \( \Phi^{(i=0)} = (\tau^{(i=0)}, k^{(i=0)}) \), where \( i \) is the iteration index.

2. Iteration \( i \)
   - Sample \( u \sim U_{[0,1]} \),
   - Compute \( b_{k(i)} \) and \( d_{k(i)} \) according to (60), using the value of \( k^{(i)} \), which is the model order of the \( i \)th iteration.
   - if \( u < b_{k(i)} \) then execute a “birth move” (see Section IV-B),
   - else if \( u < b_{k(i)} + d_{k(i)} \) then execute a “death move” (see Section IV-C),
   - else, execute an update move (see Section IV-A).

3. \( i \leftarrow i + 1 \), goto step 2

---

We now give details for each move type.

**A. Update Move**

Here, we assume that the current state of the algorithm is in \( \{ \Phi_k, k \} \). When the update move is selected, the algorithm samples only on the space of \( \Phi_k \) for a fixed \( k \), according to a proposal distribution function \( q(\cdot | \cdot) = U_{[-T_{\text{max}}, T_{\text{max}}]} \). Substituting the relevant terms into (59), we obtain the acceptance ratio for the update move as follows

\[
    r_{\text{update}} = \frac{|N_t \hat{R}_{xw}(\tau^{*,k})| - N_t}{|N_t \hat{R}_{xw}(\tau,k)| - N_t}.
\]

(61)

The candidate \( \tau^{*,k} \) is then accepted as the current state \( \tau^{(i+1)} = \tau^{*,k} \), with probability

\[
    \alpha_{\text{update}} (\tau_k, \tau^{*}_k) = \min \{1, r_{\text{update}} \}.
\]

(62)

In each iteration, a candidate \( \tau^{*,k} \) is first sampled according to \( U_{[-T_{\text{max}}, T_{\text{max}}]} \), and then the schema in Sect. IIIB is executed which then allows evaluation of \( r_{\text{update}} \) and \( \alpha_{\text{update}} \).
B. Birth and Death Moves

In the birth move, we assume the state of the algorithm is in \( \{ \Phi_k, k \} \) at the present \( i \)th iteration, and we wish to determine whether the state is in \( \{ \Phi_{k+1}, k+1 \} \) at the next iteration. The acceptance function of the birth move is therefore defined as

\[
    r_{\text{birth}} = \frac{\pi(\tau_{k+1}^*, k+1 | Z) q(\tau_{k+1}^*, k+1 | \tau_k^*, k+1)}{\pi(\tau_k^*, k | Z) q(\tau_k^*, k+1 | \tau_k^*, k)}.
\]  

We propose a delay vector \( \tau^* \) as

\[
    \tau_{k+1}^* = \tau_k^*(i), \tau_c^*
\]  

where \( \tau_k^*(i) \) is the delay vector at the \( i \)th iteration, and \( \tau_c^* \) is a new time delay candidate selected uniformly on \([-T_{\text{max}}, T_{\text{max}}]\). Note that the prior for model order \( k \) in (30) is independent of that for \( \tau \) in (29). In the birth move, only the one new source is a random variable; the remaining sources are treated as constants. Accordingly, the proposal distribution \( q(\tau_{k+1}^*, k+1 | \tau_k^*, k) \) from (63) is then

\[
    q(\tau_{k+1}^*, k+1 | \tau_k^*, k) = p(k+1) \times \frac{1}{2T_{\text{max}}}. \]  

In contrast, the the distribution \( q(k, \tau_k | k+1, \tau_{k+1}^*) \) in (63) refers to the proposal distribution when one source of \( k+1 \) is randomly removed. Note that the prior for model order \( k \) is independent of that for \( \tau \). Thus, we have

\[
    q(\tau_k, k | \tau_{k+1}^*, k+1) = p(k) \div \binom{k+1}{1}. \]  

Substituting all relevant functions into (63) yields

\[
    r_{\text{birth}} = \left| \frac{N_t \hat{R}_{x_w x_w}(\tau^*, k+1) - N_t}{N_t \hat{R}_{x_w x_w}(\tau, k) - N_t} \right|^{-N_t} \times \frac{\pi^{-\frac{(M-k-1)/2}{\Gamma^{-1}}((2N_t - M + k + 1)/2)}}{(k+1)\Gamma^{-1}N_t/2}. \]  

The probability of accepting a birth move is therefore defined as

\[
    \alpha_{\text{birth}} = \min \{ 1, r_{\text{birth}} \}. \]  

As in the update move, in each iteration a candidate \( \tau_k^* \) for \( k^* = k + 1 \) is first sampled according to a proposal distribution function \( q(\cdot | \cdot) = U[-T_{\text{max}}, T_{\text{max}}] \). The acceptance ratio is evaluated by executing the schema of Sect. III-B, and then evaluating (67).

In order to maintain the invariant distribution of the reversible jump MCMC algorithm with respect to model order, the Markov chain must be reversible with respect to moves across subspaces of different model orders. That is, the probability of moving from model order \( k \) to \( k+1 \) must be equal to that of moving from \( k+1 \) to \( k \). Therefore we propose a death move in which a source in the current state \( (\tau_{k+1}, k+1) \) is randomly selected to be removed such that the next state becomes \( (\tau_k, k) \) at the next iteration. A sufficient condition for reversibility with respect to model order [10] is that the acceptance ratio for the death move be defined as

\[
    r_{\text{death}} = \frac{1}{r_{\text{birth}}}, \]  

where
and the new candidate of dimension \( k \) is accepted with probability
\[
\alpha_{\text{death}} = \min \{1, r_{\text{death}}\}. \tag{70}
\]

V. Simulation Results

The proposed algorithm is now applied to solve a joint detection and estimation problem for wideband signals in colored noise environment. The spatially colored noise is generated with an 4th order AR process whose roots are listed in Table 5.1. The observations in the simulation are generated using (11) with the parameters described in Tables 5.2 to jointly detect and estimate the relevant parameters \( (\tau, k) \) and the source amplitudes \( s_k(n) \). In these experiments, the model order \( k \) and the delay parameters \( \tau \) are kept constant throughout the entire observation period.

To set up the corresponding interpolation matrix for a set of \( \tau \), a \( \text{sinc} \) function is chosen such that the \((m, l)\)th element of the interpolation matrix for the \( k \)th source is given by
\[
[\tilde{H}]_{m,l}(\tau_k) = \frac{\sin(\pi f_c(T_s - m\tau_k))}{\pi f_c(T_s - m\tau_k)} \times W(t T_s - m\tau_k), \tag{71}
\]
where \( T_s \) is the sampling interval, \( f_c \) is the cutoff frequency and \( W(\cdot) \) is a Hamming window function.

In this experiment, we generate \( K = 2 \) Gaussian processes for the sources that are zero mean with variance \( \delta^2 \sigma_w^2 \), and bandlimited as follows
\[
f \in [100, 400] \text{ Hz}, \tag{72}
\]
where the bandwidth of the signals is 300 Hz. The interspacing of two adjacent sensors, \( \Delta \), can be determined as
\[
\Delta = \frac{1}{2} \lambda_{\text{min}} = \frac{C}{800}. \tag{73}
\]
The incident angles are -3.44 and 3.44 degrees, respectively, which are separated by an angle less than a standard half-beamwidth. Using the definition in (2), we can obtain the corresponding delay parameters as follows

\[ \tau = \frac{\Delta}{C} \sin \phi = [-7.5, 7.5] \times 10^{-5}. \]  

(74)

We can then generate \( N_t = 30 \) snapshots, according to the other parameters in Table 5.2. Figure 1 exhibits the magnitude spectrum of the generated wideband signals. The hyperparameter \( \delta^2 \) is assumed known and is set to \( \delta^2 = 25.12 \).

The proposed algorithm randomly initializes all unknown parameters, and randomly assigns the initial model order \( k \) uniformly in \([1, k_{\text{max}}]\), where \( k_{\text{max}} = M - 1 = 7 \), is the maximum allowable model order. The number of MCMC iterations used in the algorithm is 10,000. The top portion of Fig. 2 exhibits the estimate of the number of sources for each iteration as the algorithm proceeds. The algorithm takes about 100 iterations to converge to the correct order. The bottom portion of Fig. 2 displays the histogram of the number of sources, from which the algorithm predicts the correct number of sources, \( k = 2 \).

Fig. 3 shows that histograms of the estimates. The algorithm takes about 1,000 iterations for a burn-in before the chain centres on the true delay values. It can be seen that the peaks of the histograms centre around the true value \( \pm 7.5 \times 10^{-5} \). The MAP estimates of the ISDs in this particular simulation from these histograms are shown in Table 5.3. Fig. 4 shows a comparison between the true and reconstructed signal amplitudes \( s(n) \). It is clearly seen that given the values of other parameters \( \{\tau, k\} \), the signal amplitudes \( s(n) \) are separated and restored using the MAP estimation. Table 5.4 lists the mean-squared error of the restored amplitudes.

As seen in the simulation, the proposed method can perform joint detection and estimation for wideband signals in spatially correlated noise environment. Now we present comparisons with the theoretical Cramér-Rao lower bound (CRLB) derived in [17] with a slight modification from white Gaussian noise to colored noise, and goodness-of-fit and efficiency tests [5] [9].
Fig. 2. (Top) Instantaneous estimate of the model order versus iteration index, for the first 500 iterations of the chain. (Bottom) Histogram of the number of sources after burn-in.

Fig. 3. Histogram of the delays of arrival of the sources after burn-in. The true values are $\pm 7.5 \times 10^{-5}$ seconds.

Fig. 4. A comparison between the true and restored signal amplitudes, $s(n)$. 
A comparison between the true values and the estimates in one realization.

<table>
<thead>
<tr>
<th>True value (seconds)</th>
<th>MAP Estimate (seconds)</th>
<th>Relative Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-7.5 \times 10^{-5}$</td>
<td>$-7.23 \times 10^{-5}$</td>
<td>3.6</td>
</tr>
<tr>
<td>$7.5 \times 10^{-5}$</td>
<td>7.93 $\times 10^{-5}$</td>
<td>5.73</td>
</tr>
</tbody>
</table>

**TABLE 5.3**

The MSE of the restored source amplitudes relative to the true signal amplitudes for the experiment.

<table>
<thead>
<tr>
<th>Source 1</th>
<th>Source 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>-26.19 dB</td>
<td>-25.97 dB</td>
</tr>
</tbody>
</table>

**TABLE 5.4**

**A. Comparison with the CRLB**

To evaluate the performance of the proposed method, a total of 100 independent trials are run on the parameters listed in Table 5.5 for a range of SNR from -5dB to 18dB. In the evaluation, the model order is given. The estimate variances are computed and plotted against the CRLB.

The variances of the estimated $\tau$ are plotted in Fig. 5 along with the respective theoretical CRLBs. As shown in Fig. 5, for SNR levels lower than -2dB, the algorithm starts to break down (i.e., departs rapidly from the CRLB). However, it is seen that the variances approach the CRLB closely, above this level. The reasons why the variances do not come closer to the theoretical CRLB are: 1) interpolation errors due to a non-ideal interpolation function being used and 2) the suboptimal procedure for estimating the source amplitudes. This procedure has an impact on the estimation accuracy of the DOA parameters.

**B. Goodness-of-fit and efficiency tests**

In addition, we use the goodness-of-fit and efficiency tests to evaluate the proposed method. Denote the normalized estimation error squared (NEES) for $\tau$ by

$$
\epsilon_{\tau} \triangleq \tilde{\tau}^T R_{\tau}^{-1} \tilde{\tau},
$$

**TABLE 5.5**

Parameters for the performance evaluation.

| Parameter | Value | $M$ | $K$ | $L$ | $N$ | $|f|/F_s$ | $\tau$ (sec) |
|-----------|-------|-----|-----|-----|-----|-----------|--------------|
|           |       | 8   | 2   | 8   | 30  | [0.1, 0.4]| [5, 5] $\times 10^{-4}$ |
Fig. 5. Mean squared error of $\tau$ versus the CRLB.

where

$$\tilde{\tau} \triangleq \tau - \hat{\tau},$$

$$R_{\tilde{\tau}} \triangleq E[\tilde{\tau} \tilde{\tau}^T].$$

The quantity $\epsilon_\tau$ is chi-squared distributed with $K$ degrees of freedom, that is

$$\epsilon_\tau \sim \chi^2_K.$$

Given a confidence level, say 95%, a set of g-sigma ellipsoids for $\epsilon_\tau$ [9] can be obtained with different SNR values. These ellipsoids can be used to evaluate how well the MCMC method is performing in estimating $\tau$. Fig. 6 shows the impact of different SNR values on the estimation of $\tau$ with a 95% confidence interval. These figures are plotted in the same scale in order to reveal the impact of SNR levels on the estimation performance of the algorithm. It is clear that as SNR levels are larger than 10dB, the size of the ellipsoids is small and the estimates are clustered closely around the true value. However, as SNR is getting smaller and below 0dB, it is clear from Fig. 6 that the ellipsoid is getting bigger and the estimates distribute loosely around the center. Accordingly, we can conclude that the proposed method would start to break down when SNR is below 0dB under the conditions used for this set of experiments.

In addition, the proposed method was tested to determine whether it is an efficient estimator. Using the 95% confidence level, the two-sided probability region for the NEES [9] for $\tau$ is

$$[\epsilon_1, \epsilon_2] = [1.6273, 2.4106].$$

Fig. 7 shows the NEES for $\epsilon_\tau$ versus different SNR values. For SNR values above 0dB, the normalized errors fall inside the regions, that is, the method is consistent. However, as the SNR falls below 0dB, the errors are outside the bounds, indicating that the method starts with break down when the SNR is below 0dB. These findings are indeed consistent with those in Figs. 5 and 6.
Fig. 6. The ellipsoids of the NEES with 95% confidence interval on MCMC with different SNR’s: the triangle inside each ellipse corresponds the true value of $\tau$, and the asterisks represent the distribution of the estimates of $\tau$ of the 100 independent trials for different SNR levels.

Fig. 7. Normalized estimation error squared from different SNR values with its 95% probability region.

C. Detection performance

Finally, we present the performance evaluation on the detection capability of the algorithm with different SNR levels and number of observations, as shown in Fig. 8. It can be seen that the detection probability is a linear function of the SNR levels for different numbers of observations when SNR levels are larger than 0dB. To obtain the probability of detection higher than 60%, the SNR levels need to be larger than 10dB, regardless of the number of observations. As the SNR levels are lower than 10dB, more observations are required to maintain a high detection probability. In addition, the probability of an error in detection of the model order tends to diminish toward zero with increasing number of snapshots, $N_t$, with moderate SNR values.
VI. Conclusion

A novel structure for wideband array signal processing is proposed for joint detection and estimation in colored noise environment. A Bayesian approach is used, where a posterior density function which has the nuisance parameters, including the unknown, arbitrary colored noise covariance matrix, integrated out is formulated. The desired model order and ISD estimation parameters are determined through a reversible jump MCMC procedure. Simulation results support the effectiveness of the method, and demonstrate reliable detection of the number of sources and estimation of their inter-sensor delays with a single linear array, when the noise is spatially correlated in white noise environment.
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