Chapter II Problems Solutions

1.

e a) Prove that the optimum choice of the threshold Vr when the
outputs are Gaussian variables centered at s,; and sge is given by

So1 Tt So2

Vr = 5

b) Prove that |p| < 1 in Eq.(11.2.41)

e a)Suppose we choose any level Vr as the threshold. Yhen the prob-

ability of error is :
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To obtain the optimum V7, we find e and equate it to zero.

8Pe 1 1 _(Vp—se1)? 1 _ (Va—s42)?
= —[ e 202 - ¢ 202 ] =0
oVr  2°\/2r0>2 V2ro?
Therefore,
So1 + S
(VTop - 301)2 = (VTop - 302)2 — VTop = %

fOTb 81 dt
p _=
Lyn [s1<t> + s2< )dt

Consider the integral

Ty
I:/ [s1(t) — so(t)]?dt
0
Since the integrand [s1 () — s2(t)]? is always positive, then,
Ty
1:/ [51() — 5o (O]t > 0
0
ie,
Tb Tb
/ [sT(t) + s3(t)]dt —/ 2s1(t)s2(t)dt > 0
0 0
Ty Ty
= / [sT(t) + s3(t)]dt > / 251 (t)so(t)dt
0 0

If s1(t)3: (1) di]
Ts3(t) + s3(O]dt

= |p| =



2. e n(t) is a zero mean Gaussian white noise with a psd of n/2. ng (1)
is related to n(t) by

Ty
no(Tp) :/0 s(t)n(t)dt

where s(t) = 0 outside the interval [0,T}] and

Ty
/ s2(t)dt = E,
0
Show that
E{no(Tp)} =0 and E{nj(Ty)} = nE;/2

Ty Ty
E{no(Th)} = B{ /0 n(t)s(t)dt} = /0 E{n(t)}s(t)dt = 0, since B{n(t)} = 0
T Ty
E{ng(Tb)}:E{/o s(tl)n(tl)dtl/o s(t2)n(ts)dts}
Ty Ty
:/0 /0 E{n(t)n(ts) ys(t1)s(t)dt: dts

But,
E{n(t)n(ts)} = gé(tl —t5) (White Noise)

Therefore,

E{n2(T))} = g&(tl — t)s(t1)s(ts)dt1 dt

T, T
= g/o S(tl){/o S(t2)(5(t1 — t2)dt2}dt1

Ty
- g/ s(t1)s(t)dt, = nEy /2
0



e A statistically independent sequence of equiprobable binary digits is
transmitted over a channel having finite bandwidth using rectangular
signaling waveform shown in Fig. 2. The bit rate is 7, and the channel

noise is white Gaussian with a psd of n/2.

+V

Figure 2:

(a) Derive the structure of an optimum receiver for this signaling

scheme.
(b) Derive an expression for the probability of error.
e Figure 3 shows the optimum receiver. Since the multiplier is constant,
the receiver is essentially an integrator whose output is sampled at

time instants nTj.
Neglecting the multiplier,

s(t) +n(t) So1
m fTb >< Threshold ——

X
0
W/ Ty So2

s2(t) — s1(t) = const.

Figure 3:

Ty
so1(Ty) :/ s ()dt = —VT,
0

Similarly,
Ty
802(Tb) = / S1 (t)dt = VTb
0

= [3,2(T}) — s,1(Ty)]* = AV2T?



From problem II.2,

2 n n
= E, =T
Uno 2 2 b

Therefore, using Eq.(I1.2.16), we get
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4.

e In Problem II.3, assume that the channel noise has a psd Sy, (w) given

by
A

C 1+ (w/w)?

(a) Find the transfer function of the optimum receiver and calculate
P,.

(b) If an integrate and dump receiver is used instead of the opti-

mum receiver, find P, and compare with the P, for the optimum
receiver.

Sn(w)

a) The power spectral density of noise is given by

A

S T Gy

According to Eq.(I1.2.29), the optimum filter has the transfer func-

tion )
[S5(w) — S5 (w)]e~ 7T

Sn(w)
_ 5@ = S@le T < o )2}

Hw)=k

vl =

w1
Notice that this filter is made up of two parts,

Hy(w) = %.{1 + <i>2}

w1

and
H(w) = k[S3(w) — S5 (w)]e ™7™

The function H;(w) is to convert the non-white noise to white noise
and H»(w), is by comparison to Eq.(I1.2.32), a matched filter. Hence
the optimum filter will consist of a pre-whitening filter H; (w) in cas-
cade with a matched filter. The optimum threshold is set at Vo, = 0,

— " H1 (w) Matched Filter ————»

Figure 4: Optimum Filter
From Eq.(II.2.30) we have,

> L[ [S5(w) = Siw)

)
=— d
Tmaz or . Sn(w) W
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_4VTb+
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Hence v2,,, — o0, and P, — 0.
b) If we use an integrate and dump circuit, then v will not be maxi-
mum.

_ 302(Tb) — So1 (Tb) _ 1 T s - 2VTy
y= R pe ) W/ (5a(8) = sa ()it = <

To evaluate N,, we need to find the transfer function of the integrate-
and-dump circuit.
Consider a filter with impulse response

h(t) = u(t) — u(t — Tp)
The output of this filter is

o0

y(t) = w(t) * h(t) :/ s(F)h(t — 7)dr

— 00

= /OO z(r)[u(t — 1) —u(t — 7 —Tp)]|dr

— 00

Now,

o0 Ty
y(Tp) = / z(r)[u(Ty — 1) — u(—7)dr = /0 z(r)dr

— 00
This is the operation of the integrate and dump circuit. hence we can
conclude that the impulse response of an integrate and dump circuit
to be
h(t) = u(t) — u(t — Tp)

Hence,

sin? wTy/2

w?T?/4

AT? /°° 1 sin? wT}/2
2 22

27 _001_+_(w%) w2Ty /4

sin wa/Qe_j“’T”/Q

H(w) = Tb wa/Q

= |[Hw)] =T

dw

1 o0
N, = _/ S ()| H (w) P =
2 J_ o

This integral is not easy to calculate. But we see that the integral is
greater than zero and is finite.l.e.
2V,
0<N,<oo = 7="-L<oo = P >0

VN,



5.

e A received signal is £ mV for T} second interval with equal prob-
ability. The signal is accompanied by white Gaussian noise with a
psd of 10'° watt/Hz. The receiver integrates the signal plus noise
synchronously for T3 second duration and decodes the signal by com-
paring the integrator output with 0.

a) Find the maximum signaling rate (minimum value of T}) such that
P, =10"%

b) If actual signaling takes place at 1/2 the rate found in (a), what
is the signal amplitude required to maintain P, — 1074?

e (a) V=10"%,6n/2=10"10
From from problem (II.3),

From table,

2
WL >37 = np= 1 < 730 bits/sec
n Ty

(b) With r, = 365 bits/sec, and P, < 10~*%, we have,

2V? 1



Refering to Eq.(I1.2.38), we have the signal-to-noise power ratio at
the output of a matched filter receiver as:

2 _2 T 2
mm—aé[m@—@@Mﬂ

Now suppose that we want s;(t) and s»(¢) to have the same signal
energy. Show that the optimum choice of s3(t) is: s2(t) = —s1(2).
With this choice of s2(t), show that

2 8 T
Ymaz = _/ Sl(t)dt
nJo

2_2Tb2_ 2
%m—gé[am 251 ()3 (t) + s (1)]dt

— K[2E, - 2 /0 " e (Dsa(t)d]

To maximize 72,,,, we need to minimize fOTb s1(t)s2(t)dt. Using

Schwartz inequality,
Ty Ty
< / s2(t)dt / s2(t)dt
0 0

Tb Tb
/ s2(t)dt = / s2(t)dt = E,
0 0

Ty
/ 51 (t)sa (1)t
0

Ty
/ 51(t)52 (t)dt

0

Since

= < E,

Equality holds when s1(t) = kisa(t). But s1(t) and s(t) have
equal energy. Therefore K1 = 41 Thus the minimum value of
fOTl’ s1(t)s2(t)dt is achieved when s;(t) = —s5(t). Therefore,

2 8
’ernam = ;[4ES] = EES



e An on-off binary system uses the following waveforms:

2 0<t<he
SQ(t) :{ T 2 Sl(t) =0

2t iy
2-2 L<t<T,

Assume that T} = 20 psec, and the noise psd is ¢ = 1077 watt/Hz.
FInd P, for the optimum receiver assuming

1
P(0 sent) = 7 P(1 sent) = %

e A matched filter is an optimum receiver.Therefore,
Sol (Tb) =0

E 5,0=0

Figure 5:

Ty

Ty Tb/2
503(Th) = / S2(t)dt = 2 / (24/Ty b = =
0 0

From Problem (I1.2), we know that:

n nTy
N,=0¢2 ==F, =12
Tno = 3 6
The output v, of the matched filter is a Gaussian random variable

such that:

Py (vo1]51) = 271rN0 e Vor/2No
Similarly,
R SRR e SCYINA
PV,5 (Vo2|81) = LI 3
Therefore,
PYan (002) = v,y (o) Pl51) = QiNoe—vzl/m
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and,

1 —(vo-2)22N,
27N,

=] w

PV,2 (Vo2) = PV, (Vo2|s2) P(s2) =

These two curves are shown in figure (5). The optimum threshold
Vropt can be shown to be when the two curves cross. That is:

R S NI A SR S ( GO SLITA
27N, 4./27N,
= Vropt = 3TJ\ZO[IH(I/Zi) + (1;/\2)2] = % — gln3 ~ %
IS V(:,pt ‘h/%]voevgl/mvod%l"_/‘:om 4\/%—]\7067(%27%)2/2]\%5[%2
= i\pc(%)%%(%) = \pc(%) = U.(4.08) > 2X1075 (rrom table)
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8.

e In a binary scheme using correlation receiver, the local carrier wave-
form is A cos(w.t + ¢) instead of A cos(w.t) due to poor synchroniza-
tion. Deriver an expression for the probability of error and compute
the increase in error probability when ¢ = 15° and A%T},/n = 10.

Ty
so1(Ty) = —/ [A cos(wet + ¢)] A cos(w,t)dt = _ AT, cos(¢)
t

-0 2
Also e
cos
son(@) = 210
where w, = 2’T’—b’f
T, 9
2 _ 7 2 .2 _ nAT,
Op, = 2/0 A® cos® (wet + @)dt = 53
2 (802 —501)%  4A%T, cos?(¢)
’Ymam - U%O - n
A2Ty, cos?(¢)

2 /= 1 )

$=0, P,~0.0008
$=15°, P.~0.0014
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9.

e In a coherent binary PSK system, the peak carrier amplitude at the
receiver, A, varies slowly due to fading. Assume that A has a pdf:
2
a

a>0

a
pala) = PGXP(_m)’ z
0 0

(a) Find the mean and standard deviation of A.
(b) Find the average probability of error P,.

e (a) The mean of a is

E{a}Z/ apa(a) da—/ v e 0245 qq
0

Let z = a/Ay, then da = Aydz, hence,
E{a} = AO/ e 2y = AO/ 2(ze™%/?)dz
0 0

Noting that —A= [*7_ e % 2dy =1
Integrating by parts we get,

E{a} = Ao\/g

The mean square of a is:

2 = > a’
E{a }:/0 a pA(a)da:/O A—%exp(—m)da

Again, let z = a/Ay, therefore,
E{a®} = A%/ zz(ze*f/z)dz =243
0

Hence the variance of a is

o = B}~ *{a) = 2743

(b) Given A = a, then the probability of error using a matched filter
is given by:

a?T, _22 1 1 —a2T /2
P(e|A:a):\pc(,/_ / P s L =T /2
271- [a” 1ty a2Ty
V n

The average probability of error is given by:

S | n ,a2(E+L)
= E{[P(e|lA = = — . Jte 7 434
{IPeld=a)= | o /qe o

]. Tb ]. 1/2
T 2a? ( )

13



10.

e In a coherent binary PSK system, the symbol probabilities are P(0Osent) =

p and P(1sent) = 1—p. The receiver is operating with signal-to-noise
ratio AT, /n = 4.

(a) Find the optimum threshold setting for p = 0.4,0.5 and 0.6 and
find theprobability of error P, for p = 0.4,0.5 and 0.6.

(b) Suppose that the receiver threshold setting was set at 0 for p =
0.4,0.5 and 0.6. Find P, and compare it with P, obtained in

part (a).
+ A cos wctr;(\ fTb v (Ty)
0
2 cos wet
(a)
51(t) = Acoswet 0<t<Ty
s2(t) = —Acosw,t 0<t<Ty

s1(t) is sent if by, = 0 and s2(t) is sent if by = 1

so1(Th) = +A%T, ,  s,2(Ty) = —A2T, and N, = nA>T},
The output v, of the optimum receiver is a Gaussian variable
such that:
]' 2
= —(vo—501)%/2N,
v (Vo|S1) = e
N
and )
= —(vo—8502)?/2N,
v (Vo|S2) = e
Pu, (Vo]52) N
Hence ,
— — 2
Pugr (Vo1) = P. T e~ (vo=501)?/2No

Q

[y

—(vo—502)% /2N,

Puos (Vo2) = (1 —

S

e

Voo

The optimum threshold is when the two probability functions
are equal. Le.

1 2 1
J—— —(vo—501)"/2No _ 1—p).
b \/27rNoe ( P) 27N,

S p e—QUDAsz/2NO — (1 _p) 6200A2Tb/2No

ef(vofsoz)Q/ZNo

14



Hence

N, D n D
= —— In(——) = =1
vrer = 5o, My —,) =TTy
[o%e} Top
P, = P(0). / Doos (001)dvor + P(1). / Doy (V02 )dves
VTop Voo

=p. /oo 1 e—(vo+A2Tb)2/2NodU +(1_p) /'TOP 1 e—(UO—A2Tb)2/2NodU
VUTop \Y% 27TJVO 7 V_ oo 27TN0 ¢

Let z = % in the first integral,

o

and z = % in the second integral. Then,

UTop + A2Tb A2Tb — UTop

VN, VN,

For the given values of p, find the corresponding vr,, and hence
the corresponding P,.

When the receiver sets the threshold at O-level, the probability
of error is given by

Pe :p-\I’c( )+(1_p)'\1,c( )

AT,

P, :\I—'c(\/]T
o

)

15



11. e Consider a bandpass channel with the response shown in figure.

HL(f)

-2800 -800 800 2800

(a) Binary datais transmitted over this channel at a rate of 300bits/sec
using a noncoherent FSK signalling scheme with tone frequencies
of 1070 and 1270 Hz. Calculate P, assuming A2 /n = 8000.

(b) How fast can a PSK signalling scheme operate over this channel?
Find P, for the PSK scheme assuming coherent demodulation

e The probability of error in a non-coherent FSK system is given by

1 A?

1 o
Ty=—. 28000 = P, =—¢ AT/t
= 3007 ¢e= 3¢

e Bandwidth of channel B = 2800 — 800 = 2000H z. Thus the channel
can pass a bit with bit period Ty such that Tj ~ = ~ 3 x 10~ For
2

PSK,
A2(0.5 x 10-3)
U]

P.=0,( ) = U.(V4) ~ 0.0228

16



12. e Thebitstream 11011100101 is to be transmitted using DSPK.
Determine the encoded sequence and the transmitted phase sequence.
Show that the phase comparison scheme described in Section I1.4 can
be used for demodulating the signal.

e For encoding using DPSK,

di = by ody_1 ®byody_1

by, 1 1 0 1 1 1 0 O 1 01
dy 1 11 0 0 0 0 1 0 0 1 1
Cr, 11 -1 -1 -1 -1 1 -1 -1 11
Phase 0 0 = T T ™ 0 =« = 0 0

17



13. In some threshold devices, a no-decision zone centered at the opti-
mum threshold level is used such that if the input Y to the threshold
device falls in this region, no decision is made, that is, the output is 0
if say y < Vi and 1 if y > V5 and no decision is made if V; <y < V.
Agsuming that

1 —1)2

Pt sent) = 5z exp(U 0, 0 <y <o
1 1)2

pr 0 sent) = gz exp(D), o<y <o

P(1 sent) = P(0 sent) = 0.5, V1 = —¢, Vo = €.
Sketch P, and the probability of no decision versus e. (Use € =0.1,
0.2, 0.3, 0.4 and 0.5)

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

av——

v,

Al
AV A,

AL

Probability of Rejection

-4 4
N, =2
P, = Probability of Error
< 1 (y+1) 1 /7 1 (=12 < 1 (w+1)?
P, = 2N, +—/ e 2N :/ e 2No d
¢ / TN, T3 | V2N, . 2rN, Y

18



0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

1+4+¢€
V2

= P, =7/ )

P, = Probability of Rejection

2N,

P 1/E 1 *(szzr\zl)2d 4_1/E 1 *(y27vl)2d /E 1 _ (w+1)?
= — —e o — € o = e
=3 ) 2N, Y73 | N, Y= | N, v

e 1 (w+1)2 & 1 (w+1)2 1—c¢ 1+e¢
= P, = eiZNod—/ e 2N dy=W -
= | o y= ) )

The values of ¥, for P. and P, can be looked up from tables for
various values of ¢ and P, and P, can be plotted as shown.

lase ay |
P -
r
o |
e
Oase - o« )
1 1 1 -
0.2 0.4 0.6 0.8
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14. e Let n(t) be a stationary zero mean Gaussian white noise and let

Ty
no1 (1) = / n(t) cos(w.t + wqt)dt
0

Ty
na(T}) = / n(t) cos(wet — wat)dt
0
Show that n,1(T) and n,2(7}) are independent if w. = 27k /T, and

wqg = mm /2Ty, where k and m are (arbitrary) positive integers (k >
m)

Ty
no1 (1) = / n(t) cos(w.t + wqt)dt
0

Ty
N2 (Th) = / n(t) cos(w.t — wqt)dt
0

Since n(t) is zero mean, thus

Ty
E{no(Ty)} = E{ny(Th)} = /0 E{n(t)} cos(wct + wqt)dt =0

T, T
B {101 (Ty)nos (Th)} = /0 /0 E{n(t)n(ts)} cos(wet +wats) cos(wots—wats)dt dts

Ty Ty
= / / D, (t1,t2) cos(wety + waty) cos(wety — wats)dty dts
o Jo
Now, for white noise, ®,,,,(t1,t2) = 20(t1 — t2)

Therefore,

Ty
E{no1 (Ty)ne2(Ty)} = g/ cos(wety + waty) cos(wets — waty )dty
0

n [T n [T
= —/ cos(2w.t1)dt; +—/ cos(2wqty )dty
4 /o 4 /o

~~

=0

= sin(2wdt1)|gb =0 because 2wy T, = mm
wd

Hence n,;(Ty) and ny2(T) are uncorrelated and thus independent
because both n,1(Tp) and ne2(Ty) are Gaussian.

20



15. e Consider the channel described in Problem II.11,

(a) Compute the fastest rate at which data can be transmitted over
this channel using four-phase PSK signalling schemes.

(b) Compute P, for QPSK and differential QPSK.

e (a) Available bandwidth =2000H z Let r5 be the symbol rate of the
transmission system. For both QPSK and DQPSK, the band-
width required is:

BW ~2r; =2000Hz = r,~ 1000 symbols/sec
(b) Assume 4° = 20000,

AT,
2n

Pelopsk = 2¥( ) = 2¥,.(V10) ~0.16

Also,

AT, . 5
Pe|DQPSK =20 ( ” sin”(w/M)) M =4

0.146A2T;
[Pe|p@Psk = 2‘1’0(\ / T) ~ 0.872

Note that the above P.’s are symbol (4-level) error probabilities.

21



16.

e A microwave channel has a usable bandwidth of 10 MHz. Data had
to be transmitted over this channel at a rate of (1.5)(10°) bits/sec.
The channel noise is zero mean Gaussian with a psd of /2 = 10714
watt/Hz.

(a)

Design a wideband FSK signalling scheme operating at P. =

10~° for this problem, that is, find a suitable value of M and
A2

T-

If a binary differential PSK signalling schme is used for this prob-
lem, find its power requirement.

Let the number of signals transmitted in the FSK system be M.
For M signals, Bandwidth is (Eq. 11.6.20)

Mr 1 M
-2y
Ts) *

B~ =
( 2r 2T

Now, T is the duration of one symbol and there are M of these
symbols. Let M = 2F, then we need k bits to represent one
symbol.

The problem specifies that bit rate r, = 1.5 x 10° bits/sec.
Therefore, T}, = 1/1.5 x 105 seconds

But each symbol has k bits, thus Ts = kT

Therefore,

M 9k
M < 10MH
T,  2KT, = i

or

2k
- <13.33 k has to be an integer — k=6o0or M =64

Note that this will be a complex sytem-almost impractical. From
figure (I1.6.7), 22 ~ 4 for P, = 10~* and M = 64

nry

= S,y =12x10"%

P.=107"° = %e*‘”’b“” =10"°

Therefore )

A? ~ 3246 x 1078
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17. e If the value of M obtained in problem I1.16 is doubled, how will it
affect the bandwidth and power requirements if P, is to be maintained

at 10757
[ ]
M =2x64=128
—>  Bandwidth = B ~ L =13.71MH=z
2xT7xTy

For P, = 107° and from figure (IL.6.7), signal power requirements
are not much different.
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