A review of gate tunneling current in MOS devices
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Abstract

Gate current in metal–oxide–semiconductor (MOS) devices, caused by carriers tunneling through a classically forbidden energy barrier, is studied in this paper. The physical mechanisms of tunneling in an MOS structure are reviewed, along with the particularities of tunneling in modern MOS transistors, including effects such as direct tunneling, polysilicon depletion, hole tunneling and valence band tunneling and gate current partitioning. The modeling approach to gate current used in several compact MOS models is presented and compared. Also, some of the effects of this gate current in the performance of digital, analog and RF circuits is discussed, and it is shown how new effects and considerations will come into play when designing circuits that use MOSFETs with ultra-thin oxides.

© 2006 Published by Elsevier Ltd.

1. Introduction

The basic principles for scaling MOS devices, which were established in the early 1970s [1] indicate that, when reducing the lateral dimensions of MOS devices, the vertical dimensions must be scaled accordingly. Fig. 1 shows the 2004 International Technology Roadmap for Semiconductors (ITRS) trends for effective channel length ($L_{eff}$) and equivalent oxide thickness (EOT) scaling [2]. This reduction in the oxide thickness causes an important flow of current through the gate, which depends exponentially on the thickness of the oxide [3]; this current is caused by carriers tunneling through the insulator potential barrier, a quantum-mechanical effect that has no classical explanation.

The gate current might affect the performance of circuits that employ MOS devices, and it can be a limiting factor in device down-scaling. The feasibility of MOS devices that operate with oxides as thin as 1.5 nm was demonstrated 10 years ago [4], and it is believed now that if alternate gate dielectrics are used, the ultimate down-scaling limit will be set by other factors such as noise [5], reliability [6], drain current reduction, direct tunneling between the source and drain, on-chip interconnections, power dissipation, or even the atomic dimensions [7]. Nevertheless, given the practical feasibility of devices that have a significant gate tunneling current under normal operating conditions, knowledge of the basic mechanisms of gate tunneling current, and the modeling and circuit design issues that are involved, will probably be essential for anyone working with these devices in the next decades, either from a device-level or circuit-level point-of-view.

While the basic physical underlying mechanisms of tunneling through a thin dielectric have been known for decades [8–10], their application to the characterization, modeling and evaluation of circuit performance in a way that is useful for the purpose of circuit or system design is still an active field of research.

This review begins by presenting in Section 2 the essential physical mechanisms of tunneling in a metal–insulator–semiconductor (MIS) structure, from the classical Fowler–Nordheim regime for metal-contact MOS capacitors with thick dielectrics, to direct tunneling in modern structures with effects such as carrier quantization and tunneling from the valence band. The emphasis of this presentation is on the need for the development of simple yet accurate models of the current–voltage characteristics of the tunneling current.

In Section 3, the modeling approaches to gate tunneling current used in several industry-standard compact MOS models: BSIM4, MOS Model 11, EKV, SP and HiSIM
are presented, building on the concepts presented in the preceding section.

Finally, in Section 4, the impact of the tunneling current in the performance of the circuits or systems that employ MOS devices with ultra-thin oxides is studied, from the perspectives of power consumption, circuit design, and noise, both for digital and analog/RF applications.

This review spans several decades of research and development in a very active field, from basic physics to system-level design. For this reason, some topics are not discussed in detail. No consideration is made of the particulars of tunneling phenomena in SOI devices [11], or the different technological approaches that are being considered for reduction of the tunneling from a device-level [12,13] or circuit-level point-of-view [14]. Also, the influence of the tunneling current in device parameter extraction and characterization, is not treated extensively [15–17].

2. Tunneling in metal–insulator–semiconductor structures

2.1. Fowler–Nordheim tunneling in MOS structures

The energy band diagram for a metal–oxide–p-type semiconductor, without applied voltage, is shown in Fig. 2 (it is assumed that the metal–semiconductor work function difference is negative, as is the case for example for a MOS device with an Al gate on a Si substrate). When a large positive voltage is applied to the metal with respect to the substrate, the left-hand side of the band diagram is lowered, and tunneling of electrons from the conduction band of the semiconductor into the conduction band of the oxide, through an approximately triangular barrier can occur, as shown in Fig. 3(a).

This kind of tunneling through an approximately triangular potential barrier is known as Fowler–Nordheim\(^1\) tunneling, and a relatively simple expression for the current as a function of the applied voltage has been derived [8]:

\[
J_{FN} = \frac{q^3}{16\pi^2\hbar^2} F_{ox}^2 \exp \left[ -\frac{4}{3} \sqrt{\frac{2m^*_{ox}}{\hbar^2}} \phi_B \right] \frac{1}{F_{ox}}
\]  

where \(q\) is the electron charge, \(\hbar\) is Planck’s reduced constant, \(m^*_{ox}\) is the electron effective mass in the insulator, \(\phi_B\) is the barrier height at the semiconductor–oxide interface and \(F_{ox}\) is the electric field across the oxide. The assumptions for the derivation of (1) are [8,9]:

- The electrons on the emitting electrode can be described as a free Fermi gas.
- The dependence of carrier availability for tunneling with respect to temperature is not taken into account.
- The potential barrier has triangular shape and barrier lowering due to image forces is neglected.
- The effect of the insulator can be described by a single effective mass.
- The tunneling probability takes into account only the component of the electron momentum in the direction normal to the surface.

In the Fowler–Nordheim tunneling regime, a plot of the logarithm of \(J_{FN}/F_{ox}^2\) versus \(1/F_{ox}\) (known as Fowler–Nordheim plot) yields a straight line. For MOS structures with a relatively thick oxide and metal gate, this model provided a very good fit to experimental data for a wide range of applied voltage, as can be seen in Fig. 4.

For modern structures however, the relatively simple Fowler–Nordheim model is not enough to account for effects such as:

- Direct tunneling through an approximately trapezoidal barrier for low applied voltages.

\(^1\) Fowler and Nordheim [18] explained the field emission of electrons from a metal into vacuum by tunneling through a triangular potential barrier.
Carrier quantization in the inversion/accumulation layer.

- Tunneling mechanisms other than conduction band tunneling of electrons (valence band hole tunneling and valence band electron tunneling).
- Effect of the finite temperature on the availability of carriers for tunneling.
- Depletion effects on the polysilicon gate.

A discussion of these effects is presented in the following sections.

2.2. Direct tunneling

In the early MOS structures used for the study of tunneling currents, tunneling was observed when the applied field was high enough to cause lowering of one side of the potential barrier in the silicon–oxide interface, allowing tunneling into the conduction band of the oxide, as described in the previous section. The oxides used, in the order of 70–1000 A [8,9], were thick enough to make direct tunneling into the conduction band of the other electrode very unlikely.

However, when the oxides have thicknesses in the order of a few nanometers, direct tunneling at lower fields is no longer negligible, and in this case the barrier is not triangular, but approximately trapezoidal (if barrier lowering due to image forces is neglected), as shown in Fig. 3(b). As can be seen in Fig. 5, the Fowler–Nordheim model is not valid when the potential across the insulator is lower than the potential barrier at the Si–SiO₂ interface.

In general, the direct tunneling current through the energy gap of an insulator or semiconductor is given by [20,21]:

\[
J_T = \frac{2q}{\pi\hbar} \int_0^\infty \left( f_1 - f_2 \right) \int Pd\kappa_x d\kappa_z dE
\]

where \(P\) is the tunneling probability, \(E\) is the total electron energy, \(k_x\) and \(k_z\) are the wave vectors in the plane of the barrier (perpendicular to the tunneling direction), and \(f_1\) and \(f_2\) are the probabilities of occupation of the states on each side of the barrier, given by the Fermi–Dirac distribution.

![Fig. 3. (a) Tunneling through a triangular barrier into the insulator conduction band (Fowler–Nordheim tunneling). (b) Tunneling through a trapezoidal barrier (direct tunneling).](image)

![Fig. 4. Fowler–Nordheim plot of tunneling data from (100) silicon into thick SiO₂ oxides [9]. The two lines correspond to two sets of experimental data from different groups for two different oxide thicknesses; the slope and intersect of the Fowler–Nordheim plot are both independent of oxide thickness, as expected from (1).](image)

![Fig. 5. Experimental gate current density versus gate voltage for a MOS device with an oxide thickness of 4.1 nm (solid line) and calculated Fowler–Nordheim current (dashed line) [19]. The Fowler–Nordheim model underestimates the gate current at low voltages.](image)
distribution functions; the integration limits for $k_y$ and $k_z$ are determined from momentum and energy conservation.

Assuming that a single effective mass can be used for the electron in all three regions and integrating the Fermi–Dirac distribution function yields [22]:

$$J_T = \frac{4\pi q m^* kT}{h^2} \int_{0}^{\infty} P(E_s)S(E_s) dE_s$$  \hspace{1cm} (3)

where $h$ is Planck’s constant, $m^*$ is the electron effective mass in the direction perpendicular to the barrier, $E_s$ is the electron kinetic energy in the direction perpendicular to the barrier, $k$ is the Boltzmann constant, $T$ is the temperature, and $S(E_s)$ is the “supply” function, which is derived from the integration of the Fermi–Dirac distribution function, and is given by [3]:

$$S(E_s) = \ln \left\{ \frac{1 + \exp[(E_{fs} - E_s)/kT]}{1 + \exp[(E_{fg} - E_s)/kT]} \right\}$$  \hspace{1cm} (4)

where $E_{fs}$ and $E_{fg}$ are the electron Fermi levels in the semiconductor and the gate, respectively. Note that the applied voltage is implicitly present in this equation through the difference between the Fermi levels.

The problem of determining the tunneling current then reduces to that of finding the probability of tunneling through the barrier, and solving the integral in (3). Calculation of the tunneling probability requires solving Schrödinger’s equation for the electron wave function; typically this is done only in the direction perpendicular to the surface, and using the effective mass approximation, that is, assuming the electron is free and including the effect of the periodic lattice potential through the use of the effective mass. In that case, Schrödinger’s wave equation in one dimension is

$$\frac{\hbar^2}{2m^*} \frac{d^2}{dx^2} \psi(x) + [E - \phi(x)]\psi(x) = 0$$  \hspace{1cm} (5)

where $x$ is the position perpendicular to the Si–SiO$_2$ interface, $\psi$ is the time-independent part of the wave function and $\phi$ is the potential. Solving this equation exactly for an arbitrary potential distribution is a non-trivial problem. If the potential were constant, the position-dependent wave function in one dimension would be given by plane waves of the form:

$$\psi(x) = C_1 \exp(+ikx) + C_2 \exp(-ikx)$$  \hspace{1cm} (6)

where $i$ is the imaginary unit, $k$ is the wave number in the direction perpendicular to the barrier, and $C_1$ and $C_2$ are constants. If the potential is not constant, but it changes “slowly” with position, then an approximate solution to Schrödinger’s position-dependent equation is [23]:

$$\psi(x) = \frac{C_1}{\sqrt{k(x)}} \exp \left( +i \int k(x) dx \right) + \frac{C_2}{\sqrt{k(x)}} \times \exp \left( -i \int k(x) dx \right)$$  \hspace{1cm} (7)

This is known as the Wentzel–Kramers–Brillouin (WKB) approximation. The condition of a “slow” change of the potential means that the changes in the potential and its derivative on each electron wavelength, should be small compared to the energy of the particle.

If the total energy of the particle is lower than the potential $E < \phi$, which is the case inside the potential barrier, then the wave number $k$ in (7) is imaginary, and (7) becomes

$$\psi(x) = \frac{C_1}{\sqrt{\kappa(x)}} \exp \left( + \int \kappa(x) dx \right) + \frac{C_2}{\sqrt{\kappa(x)}} \exp \left( - \int \kappa(x) dx \right)$$  \hspace{1cm} (8)

where $\kappa = ik$ is real.

Using this approximation, the tunneling probability through a barrier of arbitrary shape is approximately given by [23]:

$$P \approx \exp \left( -2 \int_{x_1}^{x_2} \kappa(x) dx \right)$$  \hspace{1cm} (9)

where $x_1$ and $x_2$ are the classical turning points, that is, the points at which the energy of the particle is equal to the potential, as shown in Fig. 6. For direct tunneling through a trapezoidal barrier, the classical turning points are the metal–insulator and insulator–semiconductor interfaces [24].

The integral in (9) can be computed by performing a change of variables if $\kappa(E)$ and $E(x)$ are known. For a trapezoidal barrier, if image force lowering of the barrier is neglected, $E(x)$ depends linearly on $x$ (see Fig. 3). The relation between $E$ and $\kappa$ for an electron in free space, known as dispersion relation, is quadratic. This relation is often extended to electrons in solids by the use of the effective mass $m^*$:

$$\kappa(E) = \sqrt{\frac{2m^*}{\hbar^2} (E - E_c)}$$  \hspace{1cm} (10)

where $E_c$ is the conduction band energy. Since this approximation is valid only close to a band edge in the energy gap, other $E$–$\kappa$ relations have been proposed which are more consistent with the case of two bands separated by an energy gap, as in an MOS structure. One of the most common is the so-called Franz relation, given by [10,25].

Nevertheless, the simple parabolic relationship is still used by many authors. Weinberg [9] showed that, in the Fowler–Nordheim tunneling regime, the simple parabolic $E$–$\kappa$ relationship is equivalent to the Franz relation, if the effective mass value is changed accordingly.

---

\footnote{2 Nevertheless, the simple parabolic relationship is still used by many authors. Weinberg [9] showed that, in the Fowler–Nordheim tunneling regime, the simple parabolic $E$–$\kappa$ relationship is equivalent to the Franz relation, if the effective mass value is changed accordingly.}
\[ \kappa(E) = \sqrt{\frac{2m^*_e}{\hbar^2} (E - E_c) \left( 1 - \frac{(E - E_c)}{E_{gox}} \right)} \]  

(11)

where \( E_{gox} \) is the insulator energy gap. Using (11), and, for example, a linear dependence of \( E \) with respect to \( x \) for an ideal trapezoidal barrier, the tunneling probability given by (9) can be calculated.

One drawback of the WKB approximation is that it neglects reflections and interference of the electron wave functions at the oxide-electrode interface, because it assumes a smoothly-varying potential, even at the edges of the barrier. Gundlach [26] solved Schrödinger’s wave equation numerically for a trapezoidal potential by using Airy functions [27], and found that the current does not increase monotonically with the field, as is predicted by the WKB approximation, but it shows some periodic “oscillations”, which he attributed to electron wave function reflection and interference at the barrier. This effect has also been observed experimentally [10], as shown in Fig. 7.

If when using the WKB approximation the matching of the wave functions in the abrupt potential barrier is taken into account, then a modified expression for the transmission probability can be found [20,29,32]

\[
P = \frac{16}{m^*_g k_g + m^*_s k_s} \left[ \frac{m^*_g k_g}{m^*_s k_s} + \frac{m^*_s k_s}{m^*_g k_g} \right] \times \exp \left( -2 \int_{x_1}^{x_2} \kappa(x) \, dx \right) \tag{12}
\]

where \( m^*_g, m^*_s \), and \( m^*_s \) are the effective masses in the gate, insulator and semiconductor, respectively, and \( k_g \) and \( k_s \) are the wave numbers in the gate and semiconductor, respectively. Note that this is similar to (9), but with the addition of a pre-exponential factor.

The expression in (3), along with the WKB approximation for the transmission coefficient with corrections like (12), has been used to model the tunneling current in MOS structures in the direct tunneling regime with reasonable accuracy [3,29,32]. However, in the context of compact modeling, the need for integration in (3), calls for the use of approximations that yield a closed-form expression for the tunneling current as a function of the applied voltage.

In the early studies on tunneling, one common approximation was to replace the Fermi–Dirac functions with the Fermi level for very low temperatures [26]. This kind of approximation provided insight into the physics of the process, but is clearly inappropriate for device modeling, because at the typical operating temperatures of electronic devices the full Fermi–Dirac statistics are required.

Another possible approximation is to neglect the effect of the finite availability of carriers for tunneling, given in (3) by the presence of the Fermi–Dirac functions, by assuming a degenerate inversion or accumulation layer in the semiconductor surface [24]. Under this assumption, Schuegraf et al. [19] proposed the following expression for the tunneling current in the direct tunneling regime:

\[
J_T = \frac{q^3}{16\pi^2\hbar^2} \frac{1}{\phi_b} \left[ 1 - \sqrt{1 - \frac{qV_{ox}}{\phi_b}} \right]^2 F_{ox}^2 \times \exp \left\{ -\frac{4}{3} \frac{2m_{ox}\phi_b^{3/2}}{\hbar qF_{ox}} \left[ 1 - \left( 1 - \frac{qV_{ox}}{\phi_b} \right)^{3/2} \right] \right\} \tag{13}
\]

This can be used to model the tunneling current for moderate applied bias, where there is strong inversion or accumulation, but the field is not high enough to cause Fowler–Nordheim tunneling. However, for low voltages, where there is a limited availability of carriers for tunneling, this expression can overestimate the tunneling current by several orders of magnitude as shown in Fig. 8; besides,
in (13) the current does not go to zero for zero field, which is to be expected from basic physics. An alternative expression that overcomes this problem is [30]

\[
J_T = \frac{q^3}{16\pi^2\hbar\phi_b}F_{ox}^2 \times \exp \left\{ -\frac{4}{3} \sqrt{2m_{ox}\phi_b^{3/2}} \left[ 1 - \left( 1 - \frac{qV_{ox}}{\phi_b} \right)^{3/2} \right] \right\}
\]

(14)

but, as shown in Fig. 8, this model still has problems at low voltages for very thin oxides, where it cannot predict the correct trend for the current even if the effective mass in the oxide and the barrier height are used as fitting parameters. Accurate modeling of the direct tunneling current in the moderate inversion or accumulation regime requires calculating the relation between the surface potential and the applied voltage [33], so the gate current can not be expressed analytically in terms of the applied voltage.

Lee and Hu [34] derived a quasi-empirical model that takes into account the state availability. It will be presented later in this work, in the context of the different tunneling current components.

Another common approximation is to assume that the tunneling probability is constant for all energies, so the tunneling probability can be taken out of the integral in (3) [13,35]. Typically, the tunneling probability is calculated for the energy at the bottom of the conduction band.

### 2.3. Energy quantization in the inversion and accumulation layers

One of the basic assumptions in the derivation of the Fowler–Nordheim formula and in the calculations for direct tunneling shown in the previous section, is that the electrons in the semiconductor can be treated as a three-dimensional free Fermi gas. However, the electric field in the gate–channel region can create a band bending strong enough that confines the electrons to a narrow potential well close to the semiconductor surface, and their energy is then quantized in the direction normal to this surface, as shown in Fig. 9. This is often referred to as a 2-dimensional electron gas (2-DEG), because the energy of the electrons in one direction is quantized, but the energies in the other two directions can have any value [36].

One of the effects of this quantization is that the carrier concentration distribution in the channel is different from that obtained from the classical theory, which is based on the assumption of energy continuum [37]. The peak of the carrier concentration lies somewhere in the bulk of the semiconductor, instead of at the surface, so the semiconductor capacitance is overestimated whenever quantum effects are not taken into account [37]. The quantization effects in the substrate also results in an increase of the threshold voltage of MOS transistors. The effect is especially important for highly doped substrates semiconductor substrates [37,40], as shown in Fig. 10.

For the calculation of the gate tunneling current, the main consequence of quantization of electron energies in the accumulation/inversion layers is that the electrons in the semiconductor can no longer be modeled as a free electron gas, and the contribution of each of the quantized energy levels must be calculated separately. In this case, instead of a “transmission probability”, a “carrier tunneling lifetime” is used for the calculation of the tunneling current from the quantized levels [31]. These levels are often referred to as quasi-bound states, because electrons can tunnel through the barrier, and thus are not completely bound inside the potential well.

Since the carrier distribution affects the potential, and the potential in turn affects the carrier distribution, in order to find the quantized energy levels it is necessary to solve simultaneously Schrödinger’s equation for the wave function of the electrons:

\[
\frac{\hbar^2}{2m_i^*} \frac{d^2}{dx^2} \psi_i(x) + [E_i - \phi(x)]\psi_i(x) = 0
\]

and Poisson’s equation for the potential:

\[
\frac{d^2}{dx^2} \phi(x) = -\frac{\rho(x)}{\varepsilon_0}
\]

![Fig. 9. Schematic band profile for a poly Si–SiO2–Si structure in inversion, showing the formation of sub-bands due to carrier confinement in a narrow potential well [39].](image)

![Fig. 10. Variation in the threshold voltage with respect to the classical theory caused by quantum-mechanical effects in the substrate for electron and hole inversion layers [40].](image)
where $\psi_i$ is the wave function for the $i$th energy state ($i = 1, 2, 3, \ldots$), $\rho$ is the charge density in the semiconductor and $\varepsilon_0$ is the electrical permittivity of the semiconductor.

Because of the band structure of the semiconductor, there are typically several different effective masses corresponding to different energy sub-bands, and Eq. (15) is expressed as

$$\frac{\hbar^2}{2m^*_{ij}} \frac{d^2}{dx^2} \psi_{ij}(x) + [E_{ij} - \phi(x)]\psi_{ij}(x) = 0$$

(17)

where the index $j$ corresponds to the different effective masses. For the case of silicon with a surface orientation of $\langle 100 \rangle$, Eq. (15) has to be solved for $j = 1$ with $m^*_{x1} = m^*_x$ and $j = 2$ with $m^*_{x2} = m^*_x$, where $m^*_x$ and $m^*_y$ are the longitudinal and transversal electron mass, respectively [37].

Since the potential $\phi$ appears both in Schrödinger’s and Poisson’s equations, to find the exact distribution of the potential and the discrete energy states both equations must be solved in a fully consistent way. Moreover, the wave function $\psi_{ij}$ appears indirectly in Poisson’s equation through the charge density $\rho$. For example, when the electron energies are quantized, the charge density in strong inversion for an nMOS structure is given by [37]:

$$\rho(x) = -q \left[ (N_A - N_D) + \sum_j \sum_i N_{ij} |\psi_{ij}(x)|^2 - p(x) \right]$$

(18)

where $(N_A - N_D)$ is the net doping concentration in the semiconductor, $p(x)$ is the hole concentration, which can be calculated classically, and $N_{ij}$, the number of electrons occupying the $i$th energy level, is given by

$$N_{ij} = \frac{g_v m^*_{ij}}{\pi \hbar^2} \frac{3}{8} kT \ln \left[ 1 + \exp \left( \frac{E_{Fn} - E_{ij}}{kT} \right) \right]$$

(19)

where $g_v$ is the degeneracy of the $j$th valley, $m^*_{ij}$ is the density of states effective mass and $E_{Fn}$ is the electron quasi-Fermi level in the semiconductor. In $\langle 100 \rangle$ silicon, for $j = 1$, $m^*_{x1} = m^*_x$ and for $j = 2$, $m^*_{x2} = (m^*_x m^*_y)^{1/2}$.

A common approximation which allows decoupling of Eqs. (16) and (17) is to assume that the potential $\phi$ in the semiconductor is independent of the exact carrier distribution and varies linearly with distance [37,41] as

$$\phi(x) = -q F_x x$$

(20)

where $F_x$ is the electric field in the semiconductor surface. In this case, Schrödinger’s wave equation takes the form:

$$\frac{d^2}{dx^2} \psi_{ij}(x) + \frac{2m^*_{ij}}{\hbar^2} [E_{ij} - q F_x x] \psi_{ij}(x) = 0$$

(21)

This differential equation can be solved in terms of Airy functions [27], and if the barrier height at the semiconductor surface is assumed to be infinite (corresponding to a boundary condition of $\psi_{ij} = 0$ for $x = 0$), then the discrete energy levels are approximately given by

$$E_{ij} \approx \left( \frac{\hbar^2}{2m^*_{ij}} \right)^{1/3} \frac{3}{2} \pi q F_x \left( i - \frac{1}{4} \right)^{2/3}$$

(22)

As (22) is an approximate solution for “large” values of $i$, for $i = 1$, $i = 2$ and $i = 3$, the term $(i - 1/4)$ has to be replaced with 0.7587, 1.7540 and 2.7525, respectively [41].

Clearly, the assumption of an infinite potential barrier is not consistent with the presence of tunneling current, since an infinite barrier implies that there is zero probability of the wave function to penetrate into the barrier, corresponding to no tunneling current. If the actual barrier height is used as boundary condition, then the values of the discrete energies will be different, and as expected, the difference is more important for thinner oxides, as shown in Fig. 11 [42].

The linear potential approximation given by (20) is valid only in weak inversion [41]. For strong inversion or accumulation, either other approximations or the numerical solution of the wave and potential equations have to be used [41,43]. An additional complication that arises in the accumulation region is that near the surface of the semiconductor, there is a mixture of quantized energy levels corresponding to the bound electrons in the potential well, and unbound electrons whose wave functions extend into the bulk of the semiconductor, which also contribute to the surface potential [43]. This is not the case in inversion because the depletion layer separates the bound and unbound states.

Once the energy levels $E_{ij}$ are known, for each of them a “quasi-bound state lifetime” can be calculated as [44]

$$\tau_{ij} = \frac{j \pi \hbar}{E_{ij}}$$

(23)

and the tunneling current will be the summation of the contribution from each of those quasi-bound states

$$J_T = q \sum_{i,j} \frac{N_{ij} P_{ij}}{\tau_{ij}}$$

(24)
where $P_{ij}$ is the transmission probability associated with each energy level (calculated by any of the methods presented in the previous section) and $N_{ij}$ is the carrier occupation for each sub-band, given by (19). The quasi-bound state lifetime given by (23) is derived using a semi-classical approach, where each electron is considered as a point-like charged particle bouncing inside the well [45].

It is also common to include the transmission coefficient as part of the lifetime (thus referred to as “tunneling lifetime” [44] or “decay lifetime” [39]), and then Eq. (24) becomes [39]

$$J_T = q \sum_{i,j} \frac{N_{ij}}{\tau_{ij}}$$  \hspace{1cm} (25)

Unfortunately, in the literature the same symbol is used for both lifetimes.

A fully quantum-mechanical alternative to this semi-classical approach is to consider the potential well in the inversion/accumulation layer, and the barrier in the insulator, as a scattering center for electrons incident from the bulk. From the continuum of possible energies for the incident particle, at some particular energies, the wave equation will have a “resonant” peak inside the well, which corresponds to the quasi-bound states [28]. If the well is infinite, the energy is discrete and the state is bound, but since tunneling is allowed into the oxide, there is a “broadening” in the energy, which is related to the lifetime through the energy–time uncertainty principle. The complete solution of Schrödinger’s equation in this case yields complex energies whose imaginary part $\Gamma_{ij}$ [38] is known as the resonance width [23], and is a measure of the energy broadening of the quasi-bound state. This resonance width can be directly related to the tunneling lifetime by Heisenberg’s uncertainty principle [38]:

$$\tau_{ij} = \frac{\hbar}{\Gamma_{ij}}$$  \hspace{1cm} (26)

Note that this tunneling lifetime already has the information related to the tunneling probability, because the broadening of the energy levels is caused precisely by the tunneling through the barrier. The determination of $\Gamma$ has to be performed numerically, and one of the methods proposed for this calculation is the so-called transverse-resonant method [38], which makes an analogy of the electron confined in the potential well to a waveguide with a varying refractive index.

It has been reported that the calculation of tunneling current considering energy quantization effects in the substrate, yields numerical results very similar to those obtained using the classical assumption of continuous energies in the substrate [39]. This has been explained by the presence of two compensating effects: the carrier distribution peak shifts away from the semiconductor surface, thus increasing the tunneling distance (lower tunneling probability), and the quasi-bound states have energies above the conduction band minimum, thus reducing the barrier height (higher tunneling probability) [39]. This is the case for bulk devices, for SOI devices, the tunneling current might be significantly affected by carrier confinement [11].

The steps outlined above for the calculation of the tunneling current from quasi-bound states are typically implemented numerically, often together with the self-consistent solution of Schrödinger and Poisson’s equations [38,43,42]. For the purpose of compact modeling, the carrier quantization is taken into account by assuming a “barrier lowering” equal to the difference between the first energy level and the conduction band [46], or it is ignored altogether [29], on the basis of the self-compensating effects mentioned previously.

### 2.4. Tunneling current components

In addition to tunneling of electrons from the conduction band (ECB) at one side of the oxide barrier, into the conduction band at the other side, other tunneling mechanisms have been identified for modern MOS structures. These are electron tunneling from the valence band into the conduction band (often referred to as EVB), and hole tunneling into the valence band (HVB). The different mechanisms are shown schematically in a band diagram for a Si–SiO$_2$–Si structure in Fig. 12. Note that HVB tunneling is equivalent to electron tunneling from valence band to valence band, as opposed to EVB tunneling, where the electron goes from the valence band into the conduction band.

Additionally, in an MOS transistor, several different current components can be identified, as shown in Fig. 13. When the device operates in inversion, tunneling takes place between the gate and the channel ($I_{gb}$); current also flows between the gate and the bulk ($I_{gb}$); current also flows between the gate and the bulk ($I_{gb}$); current also flows between the gate and the bulk ($I_{gb}$). This last component is also known as edge direct tunneling (EDT), and it is of particular importance in short-channel devices, where the ratio

![Fig. 12. Schematic representation of the tunneling components in a Si/SiO$_2$/Si structure [34].](image_url)
of the source–drain extensions to the channel length is higher [47]. Indeed, EDT current has been reported to be more significant than other leakage mechanisms such as gate-induced drain leakage (GIDL) and band-to-band tunneling (BTBT) for ultra-thin gate oxides, in the order of 1.2 nm [48]. Fig. 14 clearly shows how the overlap currents dominate the gate current in the accumulation and depletion regimes, even when the channel area is much larger than the overlap area.

Depending on the operating region, different tunneling mechanisms dominate the different components. Consider for example an nMOS in inversion: the gate-to-channel current ($I_{gc}$) is dominated by ECB, and there is also a smaller gate–bulk current $I_{gb}$ caused by EVB at high voltages. In accumulation, there is no channel current, but only gate–bulk current, caused by EVB. Both in inversion and accumulation, EDT current is dominated by ECB. Table 1 summarizes the dominant mechanisms for each tunneling current component, both for nMOS and pMOS structures.

Note that, for each tunneling mechanism, the probability of tunneling will depend on the height of the barrier, which is different for holes and electrons. It will also depend on the “availability” of carriers in the material from where the carriers are tunneling [49], and the availability of states in the receiving material [34], and these factors have to be taken into account when developing models for the tunneling current. The case of EVB is of particular interest because, due to the band alignment, this current component is only important for relatively high voltages, because at low voltages, receiving states would be required in the energy gap of the semiconductor, as shown in Fig. 15.

Lee and Hu [34] developed a quasi-empirical model that takes into account the different “supplies” for the different tunneling mechanisms:

$$J = \frac{q^3}{16\pi^2\hbar\epsilon_{\text{ox}} \epsilon_{\text{ox}}} C(V_{ge}, V_{ox}, t_{ox}, \phi_b) \times \exp \left\{ -\frac{4\sqrt{2m_{\text{ox}}\phi_b}}{3\hbar qF_{\text{ox}}} \left[ 1 - \left( 1 - \frac{qV_{\text{ox}}}{\phi_b} \right)^{3/2} \right] \right\}$$ (27)

where $\epsilon_{\text{ox}}$ is the electric permittivity of the oxide, $t_{ox}$ is the oxide thickness, $V_{\text{ox}}$ is the voltage across the oxide and $C(V_{ge}, V_{ox}, t_{ox}, \phi_b)$ is a “correction” function, developed by empirical fitting, given by

$$C(V_{ge}, V_{ox}, t_{ox}, \phi_b) = \exp \left[ \frac{20}{\phi_b} \left( \frac{|V_{\text{ox}}|}{\phi_{bo}} + 1 \right) \left( 1 - |V_{\text{ox}}|/\phi_b \right) \right] \frac{V_{\text{ge}}}{t_{\text{ox}}} N$$ (28)

where $x$ is a fitting parameter and $N$, which represents the density of carriers in the injecting surface, is given by

$$N = \frac{t_{\text{ox}}}{t_{\text{ox}}} \left\{ n_{\text{inv}} V_{1} \ln \left[ 1 + \exp \left( \frac{V_{ge} - V_{\text{th}}}{n_{\text{inv}} V_{1}} \right) \right] \right\} + n_{\text{acc}} V_{1} \ln \left[ 1 + \exp \left( \frac{-V_{ge} - V_{\text{th}}}{n_{\text{acc}} V_{1}} \right) \right]$$ (29)

for ECB and HVB in inversion and accumulation, where $V_{\text{th}}$ is the flat-band voltage, $V_{ge}$ is the gate voltage minus the gate depletion voltage (discussed in next section), $V_{ge}$ is the gate voltage, $V_{1}$ is the thermal voltage ($kT/q$), $V_{\text{th}}$ is the threshold voltage and $n_{\text{inv}}$ and $n_{\text{acc}}$ are fitting parameters. For EVB, the density of carriers is given by

$$N = \frac{t_{\text{ox}}}{t_{\text{ox}}} n_{\text{EVB}} V_{1} \ln \left[ 1 + \exp \left( \frac{|V_{\text{ox}}| - E_{g}/q}{n_{\text{EVB}} V_{1}} \right) \right]$$ (30)

where $n_{\text{EVB}}$ is a fitting parameter and $E_{g}$ is the semiconductor energy band gap.

This semi-empirical model is the basis for one of the circuit-level models that will be discussed later.

2.5. Channel current partition

So far we have implicitly been considering mostly MOS capacitor structures, where there is no drain-source region, or the drain and source are at the same potential.
For MOS transistors with source and drain contacts, when a voltage is applied between drain and source, the tunneling current density becomes a function of the position \( y \) along the channel. The total gate current is then given by

\[
I_g = W \int_0^L J_g(y) \, dy
\]

where \( W \) and \( L \) are the effective width and length of the channel. In (31), \( I_g \) and \( J_g \) can represent either gate–channel current or gate–bulk current, and in the case of the overlap regions, the integration would be performed along the source/drain extensions.

As was described in the previous section, in accumulation there is no channel current, and all the gate current goes to the bulk. In inversion however, in addition to the gate–bulk current there is a gate–channel current \( I_{gc} \), part of which goes to the source and part to the drain. The question then arises as to what fraction of \( I_{gc} \) is transferred to the drain and what fraction to the source. It has been shown by solving the current continuity equation in the channel that the source and drain components are given by [46,50]:

\[
I_{gcs} = W \int_0^L \left( 1 - \frac{y}{L} \right) J_g(y) \, dy
\]

\[
I_{gcd} = W \int_0^L \frac{y}{L} J_g(y) \, dy
\]

These partition formulas have been verified by comparison with the numerical solution of the current continuity equation [50], and by using a channel segmentation model [46]. However, because of the difficulty of measuring the current partition ratio they have not been verified experimentally [35,46,51]. The partition ratios \( I_{gcs}/I_{gc} \) and \( I_{gcd}/I_{gc} \), calculated using (32) and (33), are shown in Fig. 16 as a function of the drain–source bias. As expected, for zero drain voltage, the current is equally split between drain and source, and as the drain–source voltage increases, a bigger fraction of the current goes to the source terminal.

2.6. Polysilicon depletion

Another effect that must be considered when calculating the gate current is the polysilicon gate depletion. Being a semiconductor material, albeit highly doped, the polysilicon gate is subject to the formation of a very thin depletion layer, as opposed to an ideal conductor where the charge is distributed on an infinitely thin sheet at the surface.

The distribution of charge on this finite thickness region implies that there is a voltage drop on the depletion layer, which must be taken into account when determining the voltage across the oxide for the purpose of tunneling current calculation [19]. This voltage drop can be determined to various levels of accuracy, the simplest being a solution to the Poisson equation, under the depletion approximation. This yields an “effective” gate voltage given by [34]:

\[
V_g = V_{fb} + \phi_s + \frac{q\varepsilon_s N_{gate} T_{ox}^2}{\varepsilon_{ox} I_{ox}^2} \left( \sqrt{1 + \frac{2\varepsilon_{ox}^2 (V_g - V_{fb} - \phi_s)}{q\varepsilon_s N_{gate} T_{ox}^2}} - 1 \right)
\]

where \( \phi_s \) is the surface potential, \( \varepsilon_s \) and \( \varepsilon_{ox} \) are the dielectric constants of the semiconductor and insulator, respectively, \( V_{fb} \) is the flat-band voltage, \( N_{gate} \) is the doping concentration in the gate and \( T_{ox} \) is the oxide thickness.

As shown in Fig. 17, polysilicon depletion has to be taken into account when using \( C-V \) measurements to extract device parameters. Fig. 17 also shows the effect of the gate current in the measured \( C-V \) characteristics of thin-oxide MOSFETs.

When the Schrödinger and Poisson equations are solved self-consistently, the polysilicon gate must be included in the solution region, which should yield automatically the potential distribution in all the regions.
Similar to the inversion/accumulation layers in the bulk, quantization effects in the polysilicon depletion layer have been reported [52], but to the best of our knowledge, its impact on the calculation and modeling of the gate tunneling current has yet to be assessed.

2.7. Barrier lowering by image forces

The lowering of the potential barrier in the MOS structures caused by image forces (see Fig. 18) is often neglected in the calculation of the tunneling current, based on an argument given by Weinberg [9] in 1982: for large barriers (the case of Si–SiO₂) the image-force lowering of the barrier is very small, and this was supported by experimental evidence at the time.

For very thin oxides, however, this might not be the case, and the barrier lowering can have an impact on the calculation of the tunneling current [53]. The use of an “effective” trapezoidal barrier, lowered with respect to the ideal one, has been proposed to account for image force effects [53]. Recent results, however, indicate that the tunneling current dependence on the field would not be modeled correctly by such method [54].

3. Gate current in compact MOS models

3.1. BSIM4

The Berkeley Short-channel IGFET Model (BSIM), one of the most widely used MOS models for circuit simulation, includes gate tunneling current starting from version 4.0.0 [55].

BSIM4 gate current model is based on the semi-empirical model of Lee and Hu [34], and it uses a common expression for all the tunneling current components and mechanisms [51]:

$$J_T = \frac{q^3}{16\pi^2\hbar^2 \phi_b} \left( \frac{T_{oxref}}{t_{ox}} \right)^{n_{ox}} \frac{V_{aux} V_{appl}}{(t_{ox} \rho)^2} \times \exp \left[ -\frac{4}{3} \sqrt{\frac{2m^* \phi_b^{3/2}}{\hbar^2}} (\alpha - \beta |V_{ox}|)(1 + \gamma |V_{ox}|) t_{ox} \rho \right]$$

(35)

where $T_{oxref}$ is a reference oxide thickness at which the parameters are extracted, $n_{ox}$ is a fitting parameter, $V_{appl}$ is the applied voltage (which has a different meaning depending on the current component), and the function $V_{aux}$ and the parameters $\alpha$, $\beta$, $\gamma$ and $\rho$ depend on the tunneling mechanism (ECB, EVB or HVB), the region of operation (inversion, accumulation or depletion) and the current component ($I_{gb}$, $I_{gc}$, $I_{gs}$ or $I_{gd}$). Table 2 shows the parameter values, as well as the definition of the auxiliary function $V_{aux}$ and the applied voltage $V_{appl}$, for each operating region and current component.

Note the similarity between Eq. (35) and the classical Fowler–Nordheim tunneling Eq. (1). Here, the auxiliary function is used as a means to correct the inaccuracies caused by approximations such as the WKB, and also to account for the different “availability” of carriers for tunneling and of receiving states for each tunneling mechanism, as was discussed in Section 2.4.

Notice that in the expression for $I_{gc}$ in Table 2 the “effective” gate voltage, which takes into account the depletion in the polysilicon region, is used instead of the applied gate voltage.

Eq. (35) provides the current densities. The currents are given by

$$I_{gb} = W \cdot L \cdot J_{gb}$$

(36)
Table 2
BSIM4 auxiliary function $V_{aux}$ and parameters $\alpha$, $\beta$ and $\gamma$ for gate tunneling current modeling

<table>
<thead>
<tr>
<th>Region of operation</th>
<th>Current component</th>
<th>$V_{aux}$</th>
<th>$V_g$</th>
<th>$\alpha, \beta, \gamma; p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc.</td>
<td>$J_{gb}$</td>
<td>$V_{aux} = \text{nigbacc} \cdot V_i \ln \left[ 1 + \exp \left( \frac{V_{gs} - V_{th0}}{\text{nigbacc} V_i} \right) \right]$</td>
<td>$V_{app} = V_{gb}^*$</td>
<td>$\alpha = \text{AIGBACC}, \beta = \text{BIGBACC}, \gamma = \text{CIGBACC}, p = 1$</td>
</tr>
<tr>
<td>Inv. and Depl.</td>
<td>$J_{gb}$</td>
<td>$V_{aux} = \text{nigbinv} \cdot V_i \ln \left[ 1 + \exp \left( \frac{V_{gs} - V_{th0}}{\text{nigbinv} V_i} \right) \right]$</td>
<td>$V_{app} = V_{gb}^*$</td>
<td>$\alpha = \text{AIGBINV}, \beta = \text{BIGBINV}, \gamma = \text{CIGBINV}4, p = 1$</td>
</tr>
<tr>
<td></td>
<td>$J_{gs}$</td>
<td>$V_{aux} = \text{nigc} \cdot V_i \ln \left[ 1 + \exp \left( \frac{V_{gs} - V_{th0}}{\text{nigc} V_i} \right) \right]$</td>
<td>$V_{app} = V_{gs}^*$</td>
<td>$\alpha = \text{AIGC}, \beta = \text{BIGC}, \gamma = \text{BIGC}, p = 1$</td>
</tr>
<tr>
<td>All</td>
<td>$J_{gb}$</td>
<td>$V_{aux} =</td>
<td>V_{gs} - V_{thbd}</td>
<td>$</td>
</tr>
<tr>
<td>All</td>
<td>$J_{gd}$</td>
<td>$V_{aux} =</td>
<td>V_{gd} - V_{thbd}</td>
<td>$</td>
</tr>
</tbody>
</table>

Here, $V_i = kT/q$ is the thermal voltage, $V_{gb}$ is the gate–substrate voltage, $V_{thbd}$ is the flat-band voltage calculated from zero-bias threshold voltage, $V_{vodep}$ is the voltage drop in the oxide in inversion and depletion, $V_{ge}$ is the effective gate voltage taking into account the polysilicon depletion, $V_{gs}$, $V_{d}$ and $V_{gd}$ are the gate–source, drain–source and gate–drain voltages, $V_{th0}$ is the threshold voltage at $V_{th0} = 0$, $V_{bd}$ is the flat-band voltage of the gate and source/drain diffusion areas, POXEDGE is a factor for the possible difference of the gate oxide thickness in the source/drain overlap regions, and $\text{nigbacc}$, $\text{nigbinv}$, $\text{nigc}$, $\text{AIGBACC}$, $\text{BIGBACC}$, $\text{CIGBACC}$, $\text{AIGBINV}$, $\text{BIGBINV}$, $\text{CIGBINV}$, $\text{AIGC}$, $\text{BIGC}$, $\text{CIGC}$, $\text{AIGSD}$, $\text{BIGSD}$ and $\text{CIGSD}$ are parameters that characterize the tunneling process in the different operating regions [55,51].

$$I_{gc} = W \cdot L \cdot J_{gc}, \quad (37)$$

$$I_{gs} = W \cdot \Delta L \cdot J_{gs}, \quad (38)$$

and

$$I_{gd} = W \cdot \Delta L \cdot J_{gd} \quad (39)$$

where $\Delta L$ is the length of the source/drain overlap.

One last consideration on the BSIM4 model is the partition of the gate–channel current $I_{g0}$ into the components $I_{gcs}$ and $I_{gcd}$. Each of these components is given by

$$I_{gcs} = I_{g0} \frac{\text{PIGCD} \cdot V_{dseff} + \exp(-\text{PIGCD} \cdot V_{dseff}) - 1}{\text{PIGCD}^2 \cdot V_{dseff}^2} \quad (40)$$

and

$$I_{gcd} = I_{g0} \frac{1 - (\text{PIGCD} \cdot V_{dseff} + 1) \cdot \exp(-\text{PIGCD} \cdot V_{dseff})}{\text{PIGCD}^2 \cdot V_{dseff}^2} \quad (41)$$

where $I_{g0}$ is the gate–channel current at zero $V_{ds}$. PIGCD is a model parameter and $V_{dseff}$ is an effective drain–source voltage, defined to ensure a smooth transition from the triode region to the saturation region. These equations are derived from the current continuity equation along the channel under the assumption that the gate current is small compared to the drain current [51].

3.2. Philips MOS Model 11

Philips MOS Model 11 is based on the explicit formulation of the surface potential, defined as the electrostatic potential at the gate oxide/substrate interface with respect to the neutral bulk [56]. This approach is different from the so-called threshold voltage based models like BSIM3 or Philips MOS 9 model [57], that use separate expressions for the drain current in the weak-inversion and strong inversion regions, and the moderate inversion region is modeled through the use of smoothing functions. In Philips MOS Model 11 model, it is assumed that the tunneling current is a small perturbation, and thus the surface potential is not affected by it.

The dominant tunneling mechanisms considered in MOS Model 11 for each region of operation are presented in Table 3. Note that MOS Model 11 does not take into account electron valence band (EVB) tunneling, and therefore, the gate-to-bulk current in inversion is not considered.

For all the tunneling components and regions of operation the tunneling probability is given by

$$P(V_{ox}, \chi_B, B) = \begin{cases} \exp \left( -B \frac{1 - (1 - \frac{V_{ox}}{\chi_B})^{3/2}}{V_{ox}} \right) & V_{ox} < \chi_B \\ \exp(-B/V_{ox}) & V_{ox} \geq \chi_B \end{cases} \quad (42)$$

where $V_{ox}$, $\chi_B$, and $B$ depend on the tunneling mechanism and region of operation. The expression for $V_{ox} > \chi_B$ corresponds to Fowler–Nordheim tunneling (1), and the expression for $V_{ox} < \chi_B$ is essentially the WKB direct tunneling probability with a triangular barrier for tunneling from a single energy level.

In inversion, the gate–channel current density, considering only the gate–channel component and neglecting the gate–bulk current caused by EVB, is proportional to the

<table>
<thead>
<tr>
<th>Current component</th>
<th>Inversion</th>
<th>Accumulation</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMOS</td>
<td>ECB</td>
<td>ECB</td>
<td>ECB</td>
</tr>
<tr>
<td>PMOS</td>
<td>HVB</td>
<td>ECB</td>
<td>HVB</td>
</tr>
</tbody>
</table>
tunneling probability, the oxide voltage $V_{ox}$ and the inversion layer charge $Q_{inv}$ and is

$$J_G \propto -V_{ox} \cdot Q_{inv} \cdot P(V_{ox}, \beta_{eff}, B_{inv}) \quad (43)$$

where the proportionality constant is a fitting parameter and the parameters $\beta_{eff}$ and $B_{inv}$ are calculated taking into account quantization in the inversion layer, by calculating a "barrier lowering" equal to the difference between the conduction band and the first discrete energy level.

The total gate channel current is found by integrating (43) along the channel and the partition of the gate–channel current is similar to that discussed in Section 2.5. The respective integrals are solved analytically by linearizing the exponent in the tunneling probability.

In accumulation, the gate current density is given by

$$J_G \propto -V_{ox} \cdot Q_{acc} \cdot P(-V_{ox}, \beta_{acc}, B_{acc}) \quad (44)$$

where $Q_{acc}$ is the accumulation layer charge, and $\beta_{acc}$ and $B_{acc}$ are the barrier height in accumulation and a fitting parameter, respectively. In accumulation, quantization effects are not considered.

The tunneling current in the source/drain overlap regions is given by

$$I_{Gov} \propto \mp V_{ov} \cdot Q_{ov} \cdot P(\pm V_{ov}, \beta_{Br}, B_{inv}) \quad (45)$$

where $V_{ov}$ and $Q_{ov}$ are the voltage and the total charge density in the source/drain overlaps and the signs depend on whether the gate–source voltage is greater or lower than an "effective flat-band voltage" that is defined for these regions.

The EKV compact model [58] uses an approach similar to MOS Model 11 for gate current modeling, with adaptations for the EKV charge based formalism [59].

3.3. SP model

SP is a surface potential-based compact MOS model [60], and its gate current model is based in (3). In order to avoid the integral, the tunneling probability and the supply function are assumed to be independent of the energy, so the tunneling current density is given by

$$J_G(y) \approx J_0 \cdot P \cdot S \quad (46)$$

where $P$ is the tunneling probability, $S$ is the supply function and

$$J_0 = \frac{q m^* k^2 T^2}{2 \pi \hbar^3} \quad (47)$$

The tunneling probability is derived using the WKB approximation (9), assuming a parabolic dispersion relation in the oxide as in (10) and a triangular potential barrier, which results in

$$P = \exp \left( -\frac{4}{3} \sqrt{\frac{2 m^* \phi_b}{q \hbar}} t_{ov} \frac{\phi_b}{V_{ox}} \left[ 1 - \left( 1 - \frac{q V_{ox}}{\phi_b} \right)^{3/2} \right] \right) \quad (48)$$

In order to simplify the evaluation of $P$, the exponent of (48) is approximated using

$$f \left( \frac{\phi_b}{V_{ox}} \right) = \frac{\phi_b}{V_{ox}} \left[ 1 - \left( 1 - \frac{V_{ox}}{\phi_b} \right)^{3/2} \right]$$

$$\approx G_1 + G_2 \frac{V_{ox}}{\phi_b} + G_3 \left( \frac{V_{ox}}{\phi_b} \right)^2 \quad (49)$$

where the coefficients $G_1$, $G_2$ and $G_3$, which have a theoretical value given by the Taylor series expansion of (49), are used as fitting parameters to account for the errors of the WKB approximation, the assumption of a single energy level and uncertainties in the values of the effective masses and barrier height.

The supply function is equivalent to (4), but is rewritten in terms of the surface potential $\phi_s$ as

$$S(\phi_s) = \ln \left\{ 1 + \exp \left[ \left( \phi_s - \phi_n - \phi_b - E_i / q \right) / V_{1} \right] \right\} \quad (50)$$

where $\phi_n$ is the quasi-Fermi level splitting, $\phi_b$ is the electron quasi-Fermi level in the bulk and $E_i$ is the single energy level (measured from the conduction band edge) from which the carriers are assumed to tunnel in (46). In order to account for possible differences in the tunneling parameters at the polysilicon–insulator and silicon–insulator interfaces, $\psi_i$ has different values for $V_{ox} > 0$, which corresponds to electron tunneling from bulk to gate, and for $V_{ox} < 0$, corresponding to electron tunneling from gate to bulk. To provide a smooth transition around $V_{ox} = 0$, the expression

$$E_i = q \frac{1}{2} \left[ \sqrt{ \left( V_{ox} + G_0 V_{1} \right)^2 + 0.01 - \left( V_{ox} + G_0 V_{1} \right) } \right] \quad (51)$$

is used, where $G_0$ is an additional parameter.

The total gate–channel current is found by integrating (46) along the channel. Instead of performing this integration numerically, an approximate closed-form expression for $I_{gc}$ is derived by linearizing the supply function (50) and the tunneling probability exponent (49) around the point $y_m$ in the channel where the surface potential is equal to

$$\phi_m = \phi_{sd} + \frac{\phi_{ss}}{2} \quad (52)$$

where $\phi_{sd}$ and $\phi_{ss}$ are the surface potentials in the drain and source sides of the channel.

The overlap currents are also modeled in SP. The position dependence is neglected, and the currents are given directly by

---

3 In what follows the symbol $\phi$ will be used for the surface potential; in all of the previous discussions, the symbol $\phi$ was used for the potential energy; the context should clearly indicate the meaning of each symbol.
\[ I_{GSOV} = WL_{ov} J_0 F_s (\phi_{sov}) \times \exp \left[ -\frac{4}{3} \frac{\sqrt{2m_{ox} \phi_b}}{q\hbar} I_{ox} F_s \left( \frac{V_{gs} - \phi_{sov}}{\phi_b} \right) \right] \]  
\[ I_{GDOV} = WL_{ov} J_0 F_s (\phi_{dov}) \times \exp \left[ -\frac{4}{3} \frac{\sqrt{2m_{ox} \phi_b}}{q\hbar} I_{ox} F_s \left( \frac{V_{gd} - \phi_{dov}}{\phi_b} \right) \right] \]

where \( V_{gs} \) and \( V_{gd} \) are the gate–source and drain–source voltages, \( L_{ov} \) is the overlap length, \( \phi_{sov} \) and \( \phi_{dov} \) are the surface potentials in the source and drain overlaps.

The gate–channel current partition is given by (32) and (33), and the integration is performed analytically by using the same linearization discussed above.

### 3.4. HiSIM

The Hiroshima University STARC IGFET Model (HiSIM) is a compact model based on the drift-diffusion approximation for the drain current, and it describes analytically all the device characteristics by the surface potential at the source and drain sides of the MOSFET’s channel, \( \phi_{so} \) and \( \phi_{sl} \), respectively [61].

The gate current model in HiSIM, which considers only ECB tunneling and is based on band-to-band tunneling theory, is given by [61]

\[ I_G = q \cdot GLEAK1 \cdot W \cdot L \cdot \frac{F^2}{\sqrt{E_g}} \exp \left( -GLEAK2 \frac{E_g^{3/2}}{F} \right) \]

where

\[ F = \frac{V_{G}' - \phi_s}{I_{ox}} \]

\[ \phi_s = \frac{\phi_{so} - \phi_{sl}}{GLEAK3} \]

\[ V_{G}' = V_{gs} - V_{th} + \Delta V_{th} \]

and \( E_g \) is energy gap of the bulk semiconductor, \( \Delta V_{th} \) is the threshold voltage shift with respect to the long-channel \( V_{th} \) due to short-channel effects and GLEAK1, GLEAK2 and GLEAK3 are model parameters.

The gate current partition in HiSIM is based in (32) and (33). The tunneling current density is assumed to vary linearly with the position along the channel, which allows for analytical expressions to be obtained for the drain and source components of the gate current in terms of \( \phi_{so} \) and \( \phi_{sl} \) [62].

### 3.5. Comparison of gate current compact models

Table 4 summarizes some key differences between BSIM4, MOS Model 11, SP and HiSIM as far as tunneling current modeling is concerned.

### 4. Impact of gate tunneling current

#### 4.1. Digital and analog circuit performance

The possibility to use MOS devices with gate oxide thickness as low as 1.5 nm was demonstrated already in 1994 [4]. Despite the high gate tunneling current density caused by such a thin oxide, for very short channel devices, an acceptable performance is obtained, since the gate current scaling is directly proportional to the channel length, while the drain current scales inversely with channel length.

It has also been argued that for very high performance applications, gate current densities of up to 1000 A/cm² (corresponding to oxide thicknesses in the range of 1–1.5 nm) can be tolerated, assuming that heat removal and reliability issues are not of concern [63]. Fig. 19 shows the ITRS 2004 prediction for the gate current and gate current limit for high-performance logic; beyond 2007, the required oxide thickness of 0.9 nm cannot meet the required power dissipation limits if gate dielectrics based on silicon dioxide and silicon nitride are used.

For applications such as memory, low-power and analog circuits, requirements of very low gate currents or the need for large-geometry devices might set the minimum gate oxide thickness at a higher level, in the range of 1.8–2.6 nm [63,64]. According to the 2004 ITRS, the power dissipation caused by gate current will reach its limit around 2006 for both low-operating power and low-standby power, with equivalent oxide thicknesses of 1.3 nm and 1.9 nm, respectively [2].

Some studies have been conducted on the influence of tunneling current in different circuit building blocks, and will be discussed next.

Probably the first circuit application that comes to mind when considering current leakage through the gate is the sample-and-hold cell, depicted in Fig. 20. For this circuit, when the clock signal goes low, corresponding to the “hold” phase, the voltage in the capacitor should remain...
constant. In the presence of gate current, this is not the case, since an important amount of current flows through the source/drain overlap extensions of the sampling transistors [65] or through the gate of the transistor connected to the output to read out the signal [66]. If this circuit were to be used, for example, in an A/D converter, the inability to hold the charge for a certain time period implies that the sampling frequency has to be considerably increased [65].

Another circuit of special interest is the basic building block of CMOS logic: the CMOS inverter. Some of the key features of complementary MOS technology, such as the extremely low standby power consumption, the very high fan in/fan out and the good noise immunity might be affected by the gate current. The static component of power dissipation, which in thick-oxide technology is very low compared to the dynamic power dissipation, increases exponentially with the decrease in the oxide thickness, by as much as one order of magnitude per 0.3 nm of oxide thickness [64].

The voltage swing can also be affected by tunneling current. The gate current flowing in one stage, which is provided by the previous stage, causes a voltage drop in the channel of the devices along this current path, as illustrated in Fig. 21. This in turn implies that the logic low and high voltages start deviating appreciably from the supply source values, thus degrading the noise margin. Because of the higher tunneling current in nMOS devices compared to pMOS, the “high” logic level is more affected than the “low” level [67]. Simulation studies indicate that this effect might not be very significant for oxide thickness down to 1.1 nm [67]. However, the DC coupling illustrated in Fig. 21 complicates the estimation of power consumption and voltage swing levels in multiple-stage circuits, because each stage cannot be treated independently.

The switching performance of logic circuits can also be affected by the gate current, especially in dynamic logic circuits, where the circuit operation depends on the ability of the parasitic capacitors to hold charge for certain time. It has been shown from simulations that for very thin oxides, gate current can cause glitches or even erroneous logic levels in dynamic CMOS circuits [47].

Some results have been published regarding the influence of tunneling current on the maximum operating frequency [46,68], power and current gain [68,69], input impedance [46] and device matching [46,69], but a comprehensive study of the impact of tunneling current in the performance of MOS RF and analog circuits is still lacking.
The effect of gate current on the noise performance of MOS devices has received some more attention [70–74], and because of the importance of this topic it will be discussed in a separate section.

4.2. Noise

The presence of noise, the fluctuations in currents or voltages in electronic circuits, is a key issue in the design of digital, analog and RF applications. In logic circuits, it can cause bit errors, and in analog and RF systems it sets the lower limit of the dynamic range.

Since the characterization and modeling of the noise characteristics of MOS devices with large gate tunneling currents is still an active subject of research, this discussion will focus on the additional noise sources caused by gate current, and the physical mechanisms that have been proposed to explain them.

In MOS devices without gate current, several noise sources have been identified. At high frequencies, the dominant noise source is thermal noise in the channel [75], which in turn causes an induced gate noise, through the capacitive coupling between the channel and the gate. At low frequencies, noise in the drain current with a frequency spectrum proportional to $1/f^2$ is observed, with $\gamma$ typically between 0.7 and 1.3 [76]. Other noise sources include the thermal noise caused by parasitic resistances and avalanche noise for high drain–source voltages [72]. While $1/f$ noise is dominant at low frequencies, it is well known that it can affect the performance of high frequency circuits such as voltage-controlled-oscillators, due to frequency up-conversion [78].

Gate tunneling current, being generated by discrete carriers randomly crossing a barrier, is expected to have a shot noise component with a frequency-independent spectral density given by [79]

$$S_n = 2 \cdot q \cdot I_G$$ (59)

This white-like noise has been observed for ultra-thin oxide transistors at high frequencies, and Eq. (14) gives a good description of the dependence of this noise on gate current [71,72].

In addition to this shot noise, low-frequency noise with an approximate $1/f$ dependence has also been reported for MOS capacitors [80] and in the gate current of MOS transistors [71,72].

Scholten et al. suggested that part of this low-frequency noise in the gate current is actually induced by the low-frequency noise in the drain current, since the tunneling current creates a DC coupling between the channel and the gate. However, this is not enough to account for all the low-frequency noise in the gate current [72].

The excess low-frequency noise in the gate current is often attributed to trap-related mechanisms, where charge traps in the oxide cause fluctuations in the gate current. However, there is no consensus on the detailed microscopic mechanism through which this trap-assisted tunneling causes the $1/f$ noise. Key in the determination of such mechanism is the dependence of low-frequency noise on the bias conditions. Aleres et al. [80] found an exponential dependence of the low-frequency noise with the applied voltage, where the noise increases with decreasing gate voltage; this led them to propose that the low-frequency noise is caused by trap-assisted tunneling, where traps in the oxide, close to the emitting electrode, make tunneling a two-step process. This model was able to explain the dependence of LF noise on voltage observed by them. Other authors, however, [71], have not found such dependence on applied voltage, but a quadratic dependence on gate current instead, which is common to other $1/f$ noise mechanisms [77].

Lee and Bosman [73,74] proposed a model where the $1/f$ noise in the gate current is caused by the local fluctuations of the tunneling probability, caused in turn by the presence of fluctuating traps. This model also yields a quadratic dependence of LF noise on gate current; however, their experimental results for nitrided SiO$_2$ MOSFETs show a deviation from this trend at low currents. This was attributed to an enhancement of the shot noise at low currents (voltages), caused by generation-recombination processes in “fast” traps.

As for the implications of the enhancement of noise caused by gate current, it has been shown that, similar to the case of MESFETs with gate leakage current, the effect of gate current on the noise parameters of MOSFETs is more important at relatively low frequencies [70,74,81–83].

Gate current noise can also affect the observed drain current noise. At high frequencies, it has been shown that the gate shot noise results in a drain shot noise component which is fully correlated to the gate noise [82]. The same effect has also been observed at low frequencies: when the gate voltage is high enough to cause a significant gate current to flow, the low-frequency drain current noise increases beyond what can be explained by the conventional low-frequency noise theories, and this enhanced drain current noise is highly correlated to the gate current noise [71].

5. Conclusions

The basic physics of gate tunneling current modeling were presented. It was shown how the relatively simple Fowler–Nordheim model for tunneling fails to take into account several effects present in state-of-the-art MOSFET technology, such as direct tunneling or valence band tunneling. Also, the challenges for compact modeling of gate tunneling current with high accuracy and physical meaning were highlighted.

The modeling approach to gate tunneling used in several the industry-standard compact MOS models was presented, as well as some of their limitations such as numerous simplifications or non-physical modeling which result in a large number of parameters or inaccurate modeling.
The potential impact of tunneling current on circuit performance was discussed, both for logic and analog/RF circuits. Even though most applications are affected in one way or another, this should not create a barrier for the continued down-scaling of MOS devices, but will certainly create new challenges for device, circuit, and system designers.

The additional noise due to the presence of tunneling current, and the physical mechanisms that have been proposed to explain it were presented at both high and low frequencies. The importance of noise in analog and RF circuits, calls for attention to the study of these issues, as well as to the development of compact models suitable for use in circuit simulators.
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