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Abstract — Wavelet packet division multiplexing (WPDM) is a multiple signal transmission technique in which the message signals are waveform coded onto wavelet packet basis functions for transmission. The overlapping nature of such waveforms in time and frequency provides a capacity improvement over the commonly used frequency division multiplexing (FDM) and time division multiplexing (TDM) schemes while their orthogonality properties ensure that the overlapping message signals can be separated by a simple correlator receiver. The interference caused by timing offset in transmission is examined. A design procedure that exploits the inherent degrees of freedom in the WPDM structure to mitigate the effects of timing error is introduced, and a waveform that minimizes the energy of the timing error interference is designed. An expression for the probability of error due to the presence of Gaussian noise and timing error for the transmission of binary data is derived. The performance advantages of the designed waveform over standard wavelet packet basis functions are demonstrated by both analytical and simulation methods.

The capacity improvement of WPDM, its simple implementation, and the possibility of having optimum waveform designs indicate that WPDM holds considerable promise as a multiple signal transmission technique.

I. INTRODUCTION

Waveform coding [1] is usually employed in a digital communication system to convert the message data into continuous waveforms in order to provide better immunity against noise, fading, or jamming during transmission. To achieve this aim, the various schemes of waveform coding endeavor to make the distance between the waveforms in the coded signal as large as possible, i.e., to make the cross-correlation coefficient between any pair of waveforms as small as possible [2]. The smallest possible value of the cross-correlation coefficient is −1 when the waveforms are antipodal, with a distance of \(2\sqrt{E}\) between its member waveforms (\(E\) being the waveform energy); however, this may only serve for a single binary signal. On the other hand, an orthogonal set of waveforms has all the cross-correlation coefficients equal to zero and has a distance equal to \(\sqrt{2E}\) between its members. Compared with the antipodal case, the orthogonal waveforms may not provide as much immunity to noise and other interference, but a large number of independent messages, each having multilevel signaling, can be represented. Thus, orthogonal waveform coding remains widely used in communication systems.

To transmit a large number of independent messages over a common channel, two forms of orthogonality are commonly used [1], [3]–[5]: 1) orthogonality in frequency results in the method of frequency division multiplexing (FDM) in which bandlimited baseband digital signals are translated in frequency by modulating different sinusoidal carriers to occupy nonoverlapping bands, thereby partitioning the frequency bandwidth of the channel and allocating a different frequency band to each message signal; (2) orthogonality in time results in the method of time division multiplexing (TDM) in which the transmission of the message signals engages the channel periodically for different nonoverlapping time slots, thereby enabling the joint utilization of the channel by a plurality of message sources on a time-shared basis. FDM and TDM have been used to transmit multiuser communication signals for decades now and are the primary methods of multiplexing at present. However, waveform orthogonality is not limited to orthogonality in frequency or orthogonality in time only. It can be easily conceived that a set of waveforms that provides self-orthogonality based on translation in time and mutual orthogonality based on occupancy of different orthogonal subspaces can be utilized to code and multiplex the digital signals of a multiuser communication system. Wavelet and wavelet packet decompositions are convenient techniques (but by no means the only techniques) by which waveforms providing such orthogonalities can be obtained. Furthermore, such techniques can be easily implemented using multirate discrete-time filters. Several researchers have realized the potential of applying wavelets in multiuser communications, and various schemes of coding and multiplexing have been proposed [6]–[16]. In this paper, we study a multiplexing scheme employing the waveform coding ideas in [15]. We examine the performance of such a system from a transmission-reception point of view and propose an optimum orthogonal waveform set designed to minimize the errors induced by timing discrepancies.

First, let us briefly summarize the concepts of wavelets and multiresolution analysis, the details of which can be found in a number of textbooks [17]–[24] and tutorial articles [25]–[30]. A multiresolution analysis (MRA) [17], [31] consists of a...
collection of embedded subspaces\(^1\)

\[ \cdots \subset V_{2^l} \subset V_{1^l} \subset V_{0^l} \subset V_{-1} \subset \cdots \] (1)

in the space of finite energy signals \(L_2(\mathbb{R})\) with some particular properties. Each subspace \(V_{2^l}\) has an orthonormal basis \(\{\phi_{2^l}(t-nT_{2^l})\}_{n \in \mathbb{Z}}\), where \(\mathbb{Z}\) represents the set of integers generated by translations of a single function. Furthermore, the basis functions for different subspaces can be obtained from each other by dyadic dilation, i.e.,

\[ \phi_{2^l}(t) = 2^{l/2} \phi_{01}(2^{-l} t) \] (2)

and \(T_{2^l} = 2^l T_0\). Since \(V_{2^l} \subset V_{2^{l-1}}\), we can write \(\phi_{2^l}(t)\) as a linear combination of the orthonormal basis functions of \(V_{2^{l-1}}\), i.e.,

\[ \phi_{2^l}(t) = \sum_n h[n] \phi_{2^{l-1}}(t-nT_{2^{l-1}}) \] (3)

where \(h[n] = \langle \phi_{2^{l-1}}(t-nT_{2^{l-1}}), \phi_{2^l}(t) \rangle\) and \(\langle \cdot, \cdot \rangle\) denotes the \(L_2\) inner product. A cursory examination of (2) and (3) reveals the close relation between \(h[n]\) and \(\phi_{2^l}(t)\), i.e.,

\[ \phi_{2^l}(t) = \sqrt{2} \sum_n h[n] \phi_{2^{l-1}}(2t-nT_{2^l}) \] (4)

Indeed, in order for the set of functions \(\{\phi_{2^l}(t-nT_{2^l})\}_{n \in \mathbb{Z}}\) to form an orthonormal basis for the space \(V_{2^l}\), \(h[n]\) must satisfy the orthonormality constraint

\[ \sum_n h[n] h[n-2m] = \delta[m] \] (5)

where \(\delta[m]\) is the Kronecker delta and some mild technical conditions \([18], [32]\), including \(\Sigma_{m} (-1)^m h[n] = 0\). Given such a sequence \(h[n]\), we can find a sequence \(g[n]\) satisfying \(\sum_m g[n] h[n-2m] = 0\) such that the function

\[ \phi_{2^l}(t) = \sum_n g[n] \phi_{2^{l-1}}(t-nT_{2^{l-1}}) \] (6)

forms an orthonormal basis for the orthogonal complement of \(V_{2^l}\) in \(V_{2^{l-1}}\), which we will denote by \(V_{\perp 2^l}\). The sequence \(g[n]\) can be chosen to be a reversed, modulated, and shifted version of \(h[n]\)

\[ g[n] = (-1)^n h[2k + 1 - n] \]

where \(k \in \mathbb{Z}\). The resulting basis functions \(\phi_{2^l}(t)\) and \(\phi_{2^l}(t)\) are called the scaling function and wavelet at scale \(2^l\), respectively. To interpret (3) and (6) in the familiar frequency domain, we note that \(\phi_{2^l}(t)\) occupies only half the bandwidth of \(\phi_{2^{l-1}}(t)\) due to their dilation relation. Thus, (3) and (6) can be conceived as a lowpass (LP) and a highpass (HP) discrete-time filtering (i.e., tapped delay line filtering \([2], [33]\)) of the signal \(\phi_{2^{l-1}}(t)\) to obtain \(\phi_{2^l}(t)\) and \(\phi_{2^l}(t)\), respectively. If the sequences \(h[n]\) and \(g[n]\) in a particular MRA are finite, they can be realized as finite impulse response (FIR) filters forming an orthonormal two-channel perfect reconstruction filter bank \([18], [31], [32]\).

\(^1\) Whilst the double subscript notation may seem redundant at this point, it simplifies the extension to wavelet packets.

In an analogous way to (3) and (6), we can recursively decompose the spaces \(V_{\ell m}\) \((\ell \geq 0, 1 \leq m \leq 2^\ell)\) by partitioning the corresponding orthonormal bases \(\{\phi_{\ell m}(t-nT_{\ell})\}_{n \in \mathbb{Z}}\) in the following tree-structured manner \([34]\):

\[ \phi_{\ell+1,2m-1}(t) = \sum_n h[n] \phi_{\ell m}(t-nT_{\ell}) \] (7)

\[ \phi_{\ell+1,2m}(t) = \sum_n g[n] \phi_{\ell m}(t-nT_{\ell}). \] (8)

Here, the first subscript denotes the “level” in the tree structure induced by the recursive decomposition of \(V_{0^l}\), and the second subscript denotes the position of a node in a given level. We can grow or prune the tree in any desired fashion, and the functions \(\phi_{\ell m}(t)\) at the “leaves” or terminals of a given tree structure provide a set of “wavelet packet basis functions” or simply a wavelet packet, as exemplified in Fig. 1(a). The corresponding subband structure in the frequency domain is shown in Fig. 1(b). Since \(V_{\ell+1,2m}\) is the orthogonal complement of \(V_{\ell+1,2m-1}\) in \(V_{\ell}\), we can write the function \(\phi_{\ell m}(t)\) as a linear combination of translated versions of \(\phi_{\ell+1,2m-1}(t)\) and \(\phi_{\ell+1,2m}(t)\). Using (7) and (8), the coefficients of the linear combination can be shown to be reversed versions of the decomposition sequences \(h[n]\) and \(g[n]\) (with appropriate upsampling) \([31]\). Continuing this process, we can reconstruct \(\phi_{\ell 0}(t)\) from the terminal functions of an arbitrary tree-structured decomposition

\[ \phi_{\ell 0}(t-nT_{0}) = \sum_{\ell \in \mathcal{L}, m \in M_\ell} \sum_k f_{\ell m}(n-2^\ell k) \phi_{\ell m}(t-kT_{\ell}) \]

where

- \(\mathcal{L}\) set of levels containing the terminals of a given tree;
- \(M_\ell\) set of indices of the terminals at the \(\ell\)th level;
- \(f_{\ell m}[n]\) equivalent sequence (filter) built from the combinations of \(h[n]\) and \(g[n]\) and dilation (downsampling), which lead from the root to the \((\ell, m)\)th terminal;

i.e.,

\[ \phi_{\ell m}(t) = \sum_k f_{\ell m}[k] \phi_{\ell 0}(t-kT_{0}). \] (9)

For a given tree structure, the functions \(\phi_{\ell m}(t)\) in (9) will be called the constituent terminal functions of \(\phi_{\ell 0}(t)\).

II. APPLICATION OF WAVELET PACKETS IN MULTIPLE SIGNAL TRANSMISSION

In our application of wavelet packets to multiple signal transmission, we consider a TDM system in which there are \(K_{\ell m}\) independent binary message signals interlaced with each other. In between two consecutive binary symbols of the same message, there are \(K_{\ell m} - 1\) other binary symbols: one from each of the other message signals. The combined sequence forms a composite sequence of binary symbols \(\sigma_{\ell m}[n]\) such that \(\sigma_{\ell m}[n] = \pm 1\). The system that we propose here seeks the representation of the binary symbols “\(1\)” and “\(-1\)” by \(\phi_{\ell m}(t)\) and \(-\phi_{\ell m}(t)\), respectively, so that the waveform coded
composite TDM sequence is given by

$$s_{tm}(t) = \sum_n \sigma_{tm}[n] \phi_{tm}(t - nT_e).$$

(10)

The optimal receiver for $s_{tm}(t)$ in the additive white Gaussian noise (AWGN) channel is the well-known correlator followed by a sampler [1], [3]–[5]. In practice, the scaling function $\phi_{01}(t)$ will usually be chosen to have finite duration so that the constituent terminal functions $\phi_{tm}(t)$ are also of finite duration (and the filters $h[n]$ and $g[n]$ are FIR filters). Note, however, that the duration of $\phi_{tm}(t)$ is often larger than the bit interval $T_e$. The orthogonality of the set $\{\phi_{tm}(t - nT_e)\}_{n \in \mathbb{Z}}$ ensures that such overlap will not cause (intersymbol) interference.

Since all the constituent terminal functions in a given tree structure are orthogonal to each other, we may employ all of these functions to carry binary data from different TDM groups of users while maintaining the simple correlator structure of the receiver. The configuration of this multiple signal transmission system is shown in the left half of Fig. 2(a), in which the tree structure has been chosen to have $M$ terminals. At the $(l, m)^{th}$ terminal (the $m$th node of the $l$th level), the group of binary messages $\{\gamma_{1}, \cdots, \gamma_{K_{tm}}\}$ is time multiplexed by a commutator, and the resulting binary sequence $\sigma_{tm}[n]$ is waveform coded as in (10). Obviously, binary sequences waveform coded by constituent terminal functions at different levels will have different bit durations, whereas sequences at the same level have equal bit durations. At the output of the transmitter, we have a composite signal given by

$$s_c(t) = \sum_{l \in L} \sum_{m \in M_l} \sigma_{tm}[n] \phi_{tm}(t - nT_e).$$

(11)

The reception of such a composite signal can be carried out using a bank of correlating receivers, as shown on the right half of Fig. 2(a). However, by substituting (9) into (11), it can be seen that

$$s_c(t) = \sum_{l \in L} \sum_{m \in M_l} \sigma_{tm}[n] \sum_k f_{tm}[k] \phi_{01}(t - (2^l n + k)T_0)$$

$$= \sum_{k} \sigma_{01}[k] \phi_{01}(t - kT_0)$$

(12)

where $\sigma_{01}[k]$ is the equivalent sequence at the root of the tree

$$\sigma_{01}[k] = \sum_{l \in L, m \in M_l} \sum_n f_{tm}[k - 2^l n] \sigma_{tm}[n]$$

(13)

from which the original message signals can be recovered using

$$\sigma_{tm}[n] = \sum_k f_{tm}[k - 2^l n] \sigma_{01}[k].$$

(14)

Equations (12) and (13) suggest an alternative realization of the WPDM system in which the bank of modulators in the transmitter is replaced by a multirate filter bank built from filters with impulse responses $f_{tm}[-n]$ (or appropriately...
Fig. 2. Two equivalent transmission and reception systems for WPDM.

shifted versions thereof), which we will call a wavelet packet reconstructor and a single modulator. The receiver can also be alternatively realized, as suggested in (12) and (14), by a single correlator followed by a bank of discrete-time multirate filters with impulse responses $f_{m}[n]$ that are called a wavelet packet decomposer. This equivalent configuration of the system is shown in Fig. 2(b).

We will call the multiple signal transmission and reception system in Fig. 2(a) and (b) wavelet packet division multiplexing (WPDM). It is noted that the transmitted signals in both realizations are identical and, hence, so is the performance of the systems in the AWGN channel. It is also noted that since the WPDM system transmits orthogonal antipodal waveforms to represent the binary data, its performance in the AWGN channel is identical to any other transmission system that uses such waveforms.

We can view the WPDM system as a combined form of TDM and FDM. If each user in a WPDM system is assigned a constituent terminal function $\phi_{lm}(t)$ to carry the message data, then the WPDM system is reduced to a wavelet carrier (WC) FDM system. On the other hand, if only $\phi_{01}(t)$ is employed to carry the time-multiplexed binary data from different users, then the WPDM system is reduced to a WC TDM system. It should be emphasized that the WC FDM and WC TDM
systems arrived at by taking the extreme cases of WPDM are different from conventional FDM and TDM systems in the sense that a conventional FDM/TDM system does not have overlapping frequency bands/time slots. However, in the special WC FDM/WC TDM systems, overlapping bands/slots are allowed. The signals from different users are separated by the orthogonality of the waveforms. The allowance of overlapping frequency bands/time slots results in an increase in the number of users being able to share the channel compared to FDM and TDM systems. This is shown as follows.

It is well known that both FDM and TDM systems as described in the Introduction require the same transmission bandwidth for a given number of users [1], [3]–[5]. Thus, it is sufficient to compare the required bandwidth of the WPDM system with that of the FDM system. We consider a multiuser communication system in which there are 2^c user messages, each having a bit duration of T_0 seconds. In an FDM system transmitting such messages, the binary data of each message can be represented by rectangular pulses modulating a sinusoidal carrier. However, such representation occupies a large bandwidth. In practice, pulse shaping is performed so that the spectrum is bandlimited with a “raised cosine roll-off” spectral characteristic [1], [3]–[5]. The bandwidth required for each message is thus (1 + \alpha)/T_0 Hz, where the roll-off factor \alpha is chosen between 0 and 1. In addition, to avoid requiring very sharp cutoff characteristics in the channel filters separating the message signals from each other, the FDM system requires a guard band of bandwidth \delta_g/T_0 between the frequency bands of each pair of adjacent message signals. Thus, the total bandwidth required by the FDM system is

$$W_F = \frac{2(1 + \alpha + \delta_g)}{T_0} \text{ Hz.}$$

Now, consider the same 2^c users employing the WPDM system in which each message modulates a finite duration constituent terminal function from the \ell-th level of the tree structure in Fig. 2. Although the total bandwidth of the constituent terminal functions is theoretically infinite (the functions are of finite duration), we can define a \gamma-effective bandwidth of \phi_0(t) to be \beta_\gamma/T_0 such that

$$\int_0^{2\pi\beta_\gamma/T_0} |\Phi_0(\omega)|^2 d\omega = \gamma \int_0^{\infty} |\Phi_0(\omega)|^2 d\omega$$

(15)

where \Phi_0(\omega) is the Fourier transform of \phi_0(t) for 0 < \gamma < 1. It is customary [35] to choose \gamma = 0.99. Of course, the \gamma-effective bandwidth in (15) is also the total \gamma-effective bandwidth of the 2^c constituent terminal functions. For practical implementation, in order to avoid requiring sharp cutoff characteristics in the channel filters of the WPDM system, we transmit the 2^c constituent terminal functions in double sideband (DSB). The total \gamma-effective bandwidth needed to transmit the 2^c messages a practical WPDM system is

$$W_W = \frac{2\beta_\gamma}{T_0} = \frac{2^{c+1}\beta_\gamma}{T_\ell} \text{ Hz.}$$

Hence, the ratio of the total bandwidths of the two systems is given by

$$\eta = \frac{W_W}{W_F} = \frac{2\beta_\gamma}{1 + \alpha + \delta_g}.$$ 

There are many orthogonal scaling functions for which \beta_\gamma < 1, among them, the well-known functions generated by Daubechies filters [18], [32] of length greater than or equal to 6. If we choose one for which the ratio \eta < 1, we obtain a bandwidth reduction over the FDM (or TDM) system. Table I shows the values of \beta_\gamma for the Daubechies filters of different lengths, as well as the values of the bandwidth ratio \eta for the representative values \alpha = 0.5 and \delta_g = 0.2. It can be observed from the table that if a Daubechies filter of length 14 is used, the WPDM system requires only 70% of the transmission bandwidth required by the corresponding FDM system. The spectral energy characteristics of the two systems in the case of four users are illustrated in Fig. 3. Fig. 3(a) shows the characteristics of the four user messages in the FDM scheme, and Fig. 3(b) shows the characteristics of the same four user messages in the WPDM scheme (using Daubechies filters of length 14) transmitted in DSB. The combined frequency characteristic is shown by the solid line and the 99% energy bandwidth is also indicated. In closing this argument, we point out that the nature of the bandwidth saving discussed above is independent of the structure of the WPDM tree.

### III. INTERFERENCE IN TRANSMISSION

The proposed multiple signal transmission and reception system [Fig. 2(a) or (b)] exploits the self- and mutual-orthogonality of the constituent terminal functions so that the message bits can be separated by a synchronous correlator. Signal transmission schemes based on synchronous correlators are vulnerable to errors caused by timing discrepancy; therefore, in this section, we analyze the effects of timing errors in the absence of channel noise. (Noise effects will be considered in Section V.) We consider the effects of symbol synchronization [36] error, which in the context of WPDM is the error that arises when the reference waveform generated at the receiver is not synchronized with the transmitted one. In the analysis in this section, we make the following assumptions.

1. Additive noise in the transmission channel is negligible.
2. The bandwidth of the communication channel is sufficiently large to not cause any significant distortion of the waveform of the transmitted signal.
3. Although the timing discrepancy \Delta is, in general, a random variable, we assume that it is changing slowly so that over the transmission of a group of symbols, it can be regarded to be a constant error.

#### Table I

<table>
<thead>
<tr>
<th>N</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>\beta_\gamma</td>
<td>1.62</td>
<td>0.77</td>
<td>0.66</td>
<td>0.63</td>
<td>0.62</td>
<td>0.60</td>
<td>0.60</td>
<td>0.59</td>
<td>0.58</td>
</tr>
<tr>
<td>\eta</td>
<td>1.91</td>
<td>0.91</td>
<td>0.78</td>
<td>0.75</td>
<td>0.72</td>
<td>0.70</td>
<td>0.70</td>
<td>0.69</td>
<td>0.68</td>
</tr>
</tbody>
</table>
Fig. 3. Spectral energy characteristics of a four user system with frequency normalized to the bit rate $1/T_0$.  

A straightforward analysis shows that under Assumption 3 above, the demodulated data at the $(\ell, m)$th terminal in each of the receiver realizations in Fig. 2 are identical. Thus, we may use either of them to analyze the performance of the WPDM system under the effects of timing discrepancy. Here, we analyze the realization shown in Fig. 2(b), for which the transmitted signal $s_0(t)$ is given by (12). Let $\Delta$ denote the timing discrepancy between the transmitter and the receiver. In an attempt to recover the transmitted signal, the output of the correlator in the receiver is given by

$$\hat{\sigma}_{0\ell}[n] = \sigma_{0\ell}[n] + \Delta \sum_k \sigma_{0\ell}[k] R'_0(kT_0 - nT_0) + O(\Delta^2).$$

(17)

where $R'_0(kT_0 - nT_0)$ denotes the derivative of $R_0(\tau)$ with respect to $\tau$ evaluated at $\tau = kT_0 - nT_0$, and the equality $R_0(kT_0 - nT_0) = \delta[k-n]$ has been used. Ignoring the terms involving second and higher orders of $\Delta$, we can regard the second term on the right-hand side of (17) as the timing-discrepancy interference. Using the fact that $R_0(\tau)$ is an even function, we can rewrite this interference term as

$$I_{0\ell}[n] = \Delta \sum_k (\sigma_{0\ell}[n+k] - \sigma_{0\ell}[n-k]) R'_0(kT_0).$$

(18)

After the correlator, the recovery of the estimates of the message signals $\hat{\sigma}_{0\ell}[n]$ requires the passing of $\hat{\sigma}_{0\ell}[n]$ through the appropriate path of the wavelet packet decomposer given in (14). The interference at the $(\ell, m)$th terminal is simply $I_{0\ell}[n]$ passed through the same path of the decomposer, i.e.,

$$I_{0m}[n] = \sum_k f_{0m}[k - 2^\ell n] I_{0\ell}[k]$$

(19)

$$= \Delta \sum_k (\sigma_{0\ell}[n+k] - \sigma_{0\ell}[n-k]) \cdot f_{0m}[k - 2^\ell n].$$

(20)

Substituting (13) into (20), we have

$$I_{0m}[n] = \Delta \sum_{\lambda \in \mathcal{L}_\ell \mu \in \mathcal{M}_\lambda} \sum_j \sigma_{0\ell}[j] R'_0(i\tau_0) \cdot \sum_k f_{0\ell}[k - 2^\lambda j] f_{0m}[k - 2^\ell n]$$

$$- f_{0\ell}[k - 2^\lambda j] f_{0m}[k - 2^\ell n].$$

(21)

and the coefficients

$$J_{0m}^{\lambda\mu}[n] = \sum_i R'_0(i\tau_0)(C_{0m}^{\lambda\mu}[n+i] - C_{0m}^{\lambda\mu}[n-i]).$$

(22)

To simplify the notation, we define the cross-correlation sequences

$$C_{0m}^{\lambda\mu}[n] = \sum_k f_{0\ell}[k+n] f_{0m}[k]$$

(23)

and the interference at the $(\ell, m)$th terminal as

$$I_{0m}[n] = \Delta \sum_{\lambda \in \mathcal{L}_\ell \mu \in \mathcal{M}_\lambda} \sum_j \sigma_{0\ell}[j] R'_0(i\tau_0) \cdot (C_{0m}^{\lambda\mu}[2^\lambda n + i] - C_{0m}^{\lambda\mu}[2^\lambda n - i - 2^\lambda j]).$$

(24)

We can interpret (23) as follows. The interference at the $(\ell, m)$th terminal is the sum of multirate filtered versions of the constituent sequences $\sigma_{0\ell}[n]$ from each of the terminals. The filtering process consists of upsampling by $2^\lambda$, filtering with impulse response $J_{0m}^{\lambda\mu}[n]$, and then downsampling by $2^\ell$.  
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We will therefore refer to a set of coefficients \( I_{m}[n] \) as an interference filter. As expected, the interference due to timing discrepancy arises not only from message signals using the same constituent terminal function (intersymbol interference) but also from message signals using other constituent terminal functions as waveforms (crosstalk). If the user message bits are independent, then using (23), the variance of the interference at the \((k,m)\)th terminal can be shown to be directly proportional to the sum of \( \sum_{\lambda=1}^{N_{2}} |I_{m}[n]|^{2} \) over all relevant \( \lambda \) and \( \mu \),

where \( I_{m}[n] \) is the interference at the \( n \)th terminal due to the message signal at the \( m \)th terminal.

An important observation is that the total energy of the interference at the terminals is independent of the tree structure. We formalize this as the following proposition [19], [23].

**Proposition 1:** The total energy of the interference at the terminals of a WPDM system due to timing discrepancy is independent of the tree structure, i.e.,

\[
\sum_{n} |I_{0}[n]|^{2} = \sum_{0 < \ell < \log_{2} M_{0}} \sum_{n} |I_{m}[n]|^{2}.
\]

This energy balance between the initial and decomposed interferences is a direct result of Parseval’s theorem. The wavelet packet decomposition is an orthonormal transformation, and hence, the norm is preserved.

Proposition 1 has a far-reaching implication: If our sole objective is to reduce the total energy of the timing-discrepancy interference, then regardless of the tree structure of the WPDM system, we can achieve this by choosing a \( \phi_{0}(t) \) so that the energy of \( I_{0}[n] \) is minimized. In the next section, we will design an optimal \( \phi_{0}(t) \) based on the minimization of the total interference energy. However, it is observed from (19) that the interference at a particular terminal depends on both \( \phi_{0}(t) \) and the position of that terminal in the tree. Thus, although the total energy of the interference remains independent of the tree structure, the distribution of the interference energy to different terminals is dependent on the structure.

**IV. OPTIMUM WAVELET DESIGN**

From the discussion in Section III, we can see that timing discrepancy in the WPDM system gives rise to interference in the forms of intersymbol interference and crosstalk. Various standard techniques, such as adaptive equalization [1], [3]–[5], may be used to reduce this interference, but in WPDM, we have an extra degree of freedom: the design of the wavelet \( \phi_{0}(t) \). Once the scaling function \( \phi_{0}(t) \) is determined, all the constituent terminal functions to be used as waveforms are also determined by (7) and (8). Hence, we need only to design \( \phi_{0}(t) \). If we design \( \phi_{0}(t) \) to minimize the energy of the timing-discrepancy interference at the root of the WPDM tree, such a function also minimizes the total interference energy, regardless of the wavelet packet tree structure (Proposition 1).

In order to formulate the optimization problem, recall that \( \phi_{0}(t) \) is intimately related to the filter coefficients \( h[n] \) via the dilation equation of (4). In practical implementations of a WPDM system, we prefer \( \phi_{0}(t) \) to be of finite duration, which implies that \( h[n] \) is an FIR filter [18], [32]. Once the filter coefficients \( h[n] \) are specified, the scaling function \( \phi_{0}(t) \) can be obtained using any one of a number of possible algorithms [18], [25], [26], [32]. Now, using (18), we see that if the message bits are independent, the variance of the interference at the root of the tree is directly proportional to \( \sum_{n} |R_{\phi}(nT_{0})|^{2} \). In addition, \( R_{\phi}(nT_{0}) \) can be calculated directly from the set of filter coefficients \( \{h[n]\} \) using the following simple formulae [38]:

\[
R_{\phi}(nT_{0}) = 2R_{\phi}(2nT_{0}) + 2 \sum_{k=1}^{N_{2}} \rho_{k}[2k-1] \\
\cdot (R_{\phi}((2n-2k+1)T_{0}) + R_{\phi}((2n+2k-1)T_{0}))
\]

and

\[
\sum_{k} kR_{\phi}(kT_{0}) = -1
\]

where \( N \) is the length of the filter \( h[n] \) and \( \rho_{k}[k] = \sum_{\ell=1}^{N-k} h[n]h[n+k] \) is the autocorrelation sequence for \( h[n] \).

Thus, the problem is reduced to the design of a sequence \( h[n] \) to minimize the objective functional

\[
F = \sum_{n} |R_{\phi}(nT_{0})|^{2}.
\]

The domain of \( h[n] \) in the minimization of \( F \) must be constrained so that \( h[n] \) satisfies the orthonormality condition of (5), which is rewritten here as

\[
\sum_{n=2k}^{N-2k} h[n]h[n-2k] - \delta[k] = 0, \quad k = 0, 1, \ldots, N/2 - 1
\]

for which a necessary condition is that \( N \) is even [39]. In addition, to ensure that the locally linear approximation of (17) holds, \( R_{\phi}(\tau) \) must be differentiable. For FIR filters, the differentiability constraint on \( R_{\phi}(\tau) \) is satisfied if we choose a filter satisfying the following “regularity condition” with \( K_{0} \geq 1 \).

**Proposition 2:** Let \( h[n] \) be a sequence of length \( N \) starting at \( n = 0 \) that satisfies the orthogonality constraint in (27) and has a \( Z \)-transform of the form

\[
H(z) = \sqrt{\frac{1+z^{-1}}{2^{K}}} P(z)
\]

where \( 1 \leq K \leq N/2 \), and \( P(z) \) is a polynomial in \( z^{-1} \) of degree \( N-K-1 \) with \( |P(1)| = 1 \). If \( P(z) \) is bounded such that

\[
|P(e^{j\omega})| < B, \quad \text{for all } \omega \in [0,\pi]
\]

then \( R_{\phi}(\tau) \) has (at least) \( K_{0} = 2K - 1 - \lfloor \log_{2} B \rfloor \) continuous derivatives, where \( \lfloor x \rfloor \) denotes the least integer \( \geq x \).

Using the fact that the Fourier transform of \( R_{\phi}(\tau) \) is equal to \( \Phi_{0}(\omega) \), where \( \Phi_{0}(\omega) \) is the Fourier transform of \( \phi_{0}(t) \), the proof of Proposition 2 follows the same line of argument as that of the (regularity) condition for \( \phi_{0}(t) \) to have continuous derivatives [32]. The details of the proof can be found in [40]. For given \( N \) and \( K \), the factorization of (28) can be ensured by having [41]

\[
\sum_{n=0}^{N-1} (-1)^{n} n^{K} h[n] = 0, \quad k = 0, 1, \ldots, K - 1
\]
and for a given $B$, since $|H(e^{j\omega_0})| = \sum_{n=-\infty}^{\infty} |h[n]e^{-j\omega_0 n}|$, the frequency response bound of (29) can be enforced by requiring that

$$\sum_{n=0}^{N-1} |h[n]e^{-j\omega_0 n}| - 2^{-K+1/2}(1 + e^{j\omega_0})K|B - \epsilon| < 0 \quad (31)$$

for a suitable set of $\omega_i \in [0, \pi]$ (referred to here as the constraint frequencies) and an appropriate small positive number $\epsilon$. In formulating the constraint in (31), we have exploited the fact that $H(z)$ is a polynomial in $z^{-1}$ (it is an FIR filter) and, hence, cannot contain singularities on the unit circle. This ensures that for an appropriate set of constraint frequencies and a suitable $\epsilon$, the frequency response bound in (31) is not broken between the constraint frequencies. The minimization of $J_0$ in (26) together with the constraints of (27), (30), and (31) can then be carried out by the Lagrange multiplier method.

From the above discussion, the procedure for the design of a scaling function $\phi_{\Omega}(t)$ for WPDM that minimizes the total energy of the timing error interference can be summarized as follows.

1) Choose $N$ (even), which is the length of the FIR filter $H(z)$, Choose $K$ $(1 \leq K \leq N/2)$, which is the number of zeros of $H(z)$ at $z = -1$, and $B>1$ such that $K_0 = 2K - 1 = \lfloor 2 \log_2 B \rfloor \geq 1$, which is the number of continuous derivatives of $R_0(\tau)$, satisfies $K_0 \geq 1$.

2) For a set of filter coefficients $h[n]$, $n = 0, \ldots, N-1$, $R_h(\tau T_0)$ can be calculated using (24) and (25), and thus, the cost functional $F$ of (26) can be evaluated.

3) A new functional $G$, which is the sum of $F$ and the $(N/2 + K)$ equality constraints of (27) and (30) and the inequality constraints of (31) multiplied by their corresponding Lagrange multipliers, can then be formed.

4) Employ an iterative numerical technique, e.g., sequential quadratic programming [42], to find a stationary point of $G$ and, hence, obtain the optimum set of filter coefficients $h[n]$.

5) The optimum scaling function $\tilde{\phi}_{\Omega}(t)$ can then be obtained by a recursive algorithm [18], [25], [26], [32].

In this paper, Step 5 is carried out using the “cascade” algorithm [32] in which the approximations are successively refined by dyadic contraction and filtering with the optimum filter coefficients $\tilde{h}[n]$ starting with a unit energy “box” function of duration $T_0$. That is,

$$\tilde{\phi}_{\Omega}^{(j)}(t) = \sqrt{2} \sum_{n} \tilde{h}[n] \phi_{\Omega}^{(j-1)}(2t - n T_0) \quad (32)$$

where $\phi_{\Omega}^{(j)}$ is the $j$th approximation of the optimum $\tilde{\phi}_{\Omega}(t)$, and

$$\tilde{\phi}_{\Omega}^{(0)}(t) = \begin{cases} 1/\sqrt{T_0} & 0 \leq t < T_0 \\ 0 & \text{otherwise} \end{cases}$$

We terminated the iteration of the approximation when $\|\phi_{\Omega}^{(j)}(t) - \phi_{\Omega}^{(j-1)}(t)\|_2 \leq \epsilon_\phi$, where $\| \cdot \|_2$ denotes the $L_2$ norm, and $\epsilon_\phi$ is a preset accuracy measure.

We employ the above procedure to design an optimum scaling function for the WPDM system in the following example.

**Example 1:** In this example, we show how a scaling function $\phi_{\Omega}(t)$ can be designed to minimize the total interference energy due to timing discrepancy in the WPDM system. For the design, we chose $N = 14$, $K = 2$, and $B = \sqrt{2}$ so that $R_h(\tau T_0)$ was guaranteed to be differentiable. A procedure based on the steps outlined above was employed to obtain the optimum filter coefficients $\{h[n] : n = 0, 1, \ldots, 13\}$ subject to the orthonormality and regularity constraints. The values of these optimal coefficients are shown in Table II. The optimum scaling function $\phi_{\Omega}(t)$ was then obtained from the set of filter coefficients by the “cascade” algorithm given by (32), which generates an approximation to the optimum $\tilde{\phi}_{\Omega}(t)$ “off-line,” as shown in Fig. 4(a). Its autocorrelation function is shown in Fig. 4(b). Once the numerical values of (the approximation to) $\tilde{\phi}_{\Omega}(t)$ have been obtained using (32), the scaling function can be generated “on-line” by standard pulse shaping techniques, the most commonly used being the employment of a tapped-delay line (transversal) filter followed by a smoothing filter [43]–[45].

Table III (last column) shows the comparison of the total interference due to timing error at the two terminals of the first level of the WPDM tree. The comparison is between the optimum scaling function (N = 14) and two other scaling functions that have been widely used in other signal processing applications—the function generated by the Daubechies filter of length $N = 14$ [18], [32] and the Lemarié–Battle scaling function based on cubic splines [46], [47] (which are approximated by finite-duration function of length $N T_0$). It can be observed from Table III that the use of the optimum scaling function yields the smallest amount of interference due to timing error. To illustrate the distribution of the interference energy, we also show in the first four columns of Table III the values of the intersymbol interference energies $J_1[\tilde{h}[n]]^2$ and $J_2[\tilde{h}[n]]^2$ at the first and second terminals of the first level of the WPDM tree, as well as the respective crosstalk terms $J_1[\tilde{h}[n]]^2$ and $J_2[\tilde{h}[n]]^2$.

It should be noted that the mapping from signal waveform to energy is many to one, and therefore, $\tilde{\phi}_{\Omega}(t)$ is not unique. A
different initial point in the optimization may lead to a different optimum \( \hat{\phi}_{01}(t) \), which also minimizes the interference energy.

V. BIT ERROR RATE

We now turn to the derivation of the probability of error in the reception of the binary messages under the influence of timing error interference. We examine the case where the channel is corrupted by stationary zero-mean additive white Gaussian noise (AWGN) \( \nu(t) \) using the equivalent realization of Fig. 2(a). Since the timing error interference at a particular terminal depends on the position of the terminal in the WPDM tree structure, as seen in (19), the probability of error at each terminal is structure dependent. The binary message signal \( \sigma_{0n}[n] \) at the \((\ell, m)\)th terminal, which takes on one of two possible values \( \pm 1 \) is carried across the channel by the constituent terminal function and is recovered by the correlator and sampler at the receiver. A consequence of the orthogonality properties of the constituent terminal functions is that the output of the \((\ell, m)\)th correlator, in the absence of noise and timing error, is simply

\[
\sigma_{0m}[n] = \int_{-\infty}^{\infty} \sigma_{0m}[n] \phi_{0m}(t-nT_\ell) \, dt
\]

\[
= \begin{cases} 
1 & \text{if a "1" is sent} \\
-1 & \text{if a "-1" is sent.}
\end{cases}
\]

Therefore, assuming equal probabilities of \( \pm 1 \), the optimal decision threshold is at zero. To incorporate the effects of timing error interference, recall from (23) that the interference at the \((\ell, m)\)th terminal is the sum of multirate filtered versions of the message signals from each terminal. For each instant \( n \), the message bit \( \sigma_{0m}[n] \) can be modeled as a random variable that takes on the values \( +1 \) and \( -1 \) with equal probabilities. In order to determine the probability distribution of the resulting interference, we must determine how many message bits contribute to the interference. To this end, we note that if the filter \( h[n] \) is of length \( N \), the length of the equivalent filter from the root of the tree to the \((\ell, m)\)th terminal \( J_{\ell m}[n] \) is \( N_\ell = (2^\ell - 1)(N - 1) + 1 \). Using (21) and (22) and the fact that \( R_0(\tau) \) is zero outside \((N - 1)T_0, (N - 1)T_0\), the interference filter \( J_{\ell m}[n] \) is zero outside an interval of length

\[
N_\ell = (2^\ell + 2^\lambda)(N - 1) - 1.
\]

This means that from the \((\lambda, \mu)\)th terminal to the \((\ell, m)\)th terminal, there is a linear combination of \( N^\lambda_\ell \) binary random variables, yielding a total of \( 2^{N^\lambda_\ell} \) discrete values. Another terminal at the level \( \lambda \) will contribute another \( 2^{N^\lambda_\ell} \) possible discrete values. Thus, the total number of possible discrete values of interference at the \((\ell, m)\)th terminal is given by

\[
L_{\ell m} = \prod_{\lambda \in \mathcal{L}} 2^{M_\lambda(N^\lambda_\ell)}
\]

where \( M_\lambda \) is the number of terminals at level \( \lambda \). The magnitudes of these discrete interference values depend on the coefficients of the interference filters (23) but because \( \sigma_{0\mu}[n] \) takes on values of \( \pm 1 \) with equal probabilities, these discrete interference values are equally likely and are symmetrically distributed about zero. If we denote the total interference due to timing discrepancy at the \((\ell, m)\)th terminal by the random variable \( u_{\ell m} \), then its probability density function (PDF) is given by

\[
p(u_{\ell m}) = \frac{1}{L_{\ell m}} \sum_{\ell m} \delta(u_{\ell m} - I_{\ell m \mu})
\]

where \( \delta(\cdot) \) denotes the Dirac delta function, and \( I_{\ell m \mu} \) denotes
the value of $I_{km}(n)$ when the $i$th combination of $\pm 1$ is substituted into $\sigma_{X_{j|i}}$ in (23). We note that many of the $I_{km;i}$ under different combinations of $\pm 1$ are of equal value.

Now, let us consider the probability of decision error due to the combined effects of timing error interference and zeromean white Gaussian channel noise having power spectral
density $S_p(\omega) = N_0/2$. The output noise of the correlator and sampler is a zero-mean Gaussian random variable with variance given by

$$
E \{ \nu_m^2[n] \} = \int \int E \{ \nu(t) \nu(\tau) \} \phi_m(t - nT_e + \Delta) \phi_m(\tau - nT_e + \Delta) \, dt \, d\tau
$$

$$
= \frac{N_0}{2} \int \int \delta(\tau - \tau') \phi_m(t - nT_e + \Delta) \phi_m(\tau - nT_e + \Delta) \, dt \, d\tau = \frac{N_0}{2}
$$

where $E \{ \cdot \}$ denotes expected value. In the presence of timing error, the expected value of the output of the $(\ell, m)$th correlator when a “1” is transmitted at the $(\ell, m)$th transmitter terminal is $1 + u_{\ell m}$. Therefore, the probability of error due to channel noise under the influence of timing error is

$$
P_{\ell m}(\epsilon|u_{\ell m}) = \frac{1}{\sqrt{\pi N_0}} \int_{-\infty}^{\infty} \exp(-(v - (1 + u_{\ell m}))^2/N_0) \, dv
$$

$$
= \frac{1}{2} \text{erfc} \left( \frac{1 + u_{\ell m}}{\sqrt{N_0}} \right)
$$

(34)

where erfc$(x) = (2/\sqrt{\pi}) \int_{x}^{\infty} \exp(-z^2) \, dz$. Hence, the probability of error for the $(\ell, m)$th terminal is given by

$$
P_{\ell m}(\epsilon) = \int P_{\ell m}(\epsilon|u_{\ell m}) p(u_{\ell m}) \, du_{\ell m}
$$

$$
= \frac{1}{L_{\ell m}} \sum_{v=1}^{L_{\ell m}} \text{erfc} \left( \frac{1 + I_{\ell m}^2}{\sqrt{N_0}} \right)
$$

(35)

where (33) has been used in the second step.

Equation (35) yields an exact expression for the probability of decision error in the $(\ell, m)$th terminal due to timing error and Gaussian noise. To use (35), the possible interference values $I_{\ell m}^2$ generated by all possible combinations of values of $\sigma_N$ filtered by $J_{\ell m}^2$ have to be evaluated. Unfortunately, $L_{\ell m}$ may be a large number (e.g., for $\ell = 2$, $M = 4$ and $N = 14$, $L_{\ell m} = 2^{32}$), which may make (35) difficult to apply. We can, however, approximate (35) using the central limit theorem [48]. Since the random variable $u_{\ell m}$ is a linear combination of a large number of random variables, we can approximate it by a random variable $\hat{u}_{\ell m}$ having a Gaussian PDF. Note that the mean of $u_{\ell m}$ is zero, and the maximum and minimum values of $u_{\ell m}$ occur when all $\sigma_N$ in (23) are $+1$ and $-1$, respectively, with coefficients $J_{\ell m}^2$. We may take these maximum and minimum values to be $\pm 3\hat{u}_{\ell m}$, where $\hat{u}_{\ell m}$ denotes the standard deviation of $u_{\ell m}$. In this way, we ensured that the probability of finding the approximated random variable $\hat{u}_{\ell m}$ within this range is over 99.7%. Substituting (34) and $p(u_{\ell m})$ into (35), interchanging the order of integration, and factorizing the exponential part, the approximated probability of error can be written as

$$
P_{\ell m}(\epsilon) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{\pi \hat{u}_{\ell m}^2}} \exp\left(-\frac{\epsilon^2}{2\hat{u}_{\ell m}^2}\right) \int_{-\infty}^{\infty} \exp\left(-(v - (1 + u_{\ell m}))^2/N_0\right) \, dv \, du_{\ell m}
$$

$$
= \frac{1}{2} \text{erfc} \left( \frac{1 + \hat{u}_{\ell m}}{\sqrt{N_0}} \right)
$$

(36)

Equation (36) indicates that a smaller variance of interference $\hat{u}_{\ell m}^2$ leads to a smaller probability of error in the $(\ell, m)$th terminal. The optimum scaling function design seeks to minimize the total energy of the interference, which may often lead to a lower expected value of $\sigma\_m$. Thus, we may expect the average probability of error over all the terminals using the optimum scaling function to be lower than that using other scaling functions. This is illustrated by the following example.

Example 2: Consider a WPDM system consisting of two branches, using $\phi_{11}(t - nT_1)$ and $\phi_{12}(t - nT_1)$ as carriers for the binary message signals $\sigma_{11}[n]$ and $\sigma_{12}[n]$. The transmission of the modulated signal through a communication channel is disrupted by spectrally white zero-mean Gaussian noise, the spectral density of which is $N_0/2$. At the receiver, the signal is demodulated by a correlator and sampler at the root of the WPDM tree, which has a timing error $\Delta$ relative to the transmitted carrier scaling function. The output of the correlator and sampler $\sigma_{01}[n]$ is then passed through a wavelet packet decomposer to obtain the sequences $\hat{\sigma}_{11}[n]$ and $\hat{\sigma}_{12}[n]$.

The performance of such a system, in terms of the bit error rate under different signal-to-noise ratios (SNR), was evaluated both theoretically and by simulation. (Since the bit energy is normalized to unity, SNR $= 10 \log_{10}(1/N_0) \text{dB}$. For a timing discrepancy of $\Delta = 0.15T_0$, the results obtained by employing the optimum scaling function designed in Example 1, the Daubechies scaling functions of the same duration, and the Haar scaling function (the well-known unit-energy full duty cycle rectangular pulse of duration $T_0$) are plotted in Fig. 5(a) and (b) for the message signals at the (1,1) and (1,2) terminals, respectively. The theoretical error rates given by (36) are also plotted for reference. It can be observed that for the message signal $\sigma_{11}[n]$, the performance of the WPDM scheme using the optimum scaling function $\hat{\sigma}_{01}[t]$ is almost identical to that obtained by the Daubechies function, both in simulation and theoretically, being slightly superior to the use of the Haar function. In addition, the theoretical analyses agree very well with the simulation results.

For the message $\sigma_{12}[n]$, the theoretical performance using $\hat{\sigma}_{01}[t]$ is almost the same as the corresponding performance for $\sigma_{11}[n]$, but the theoretical performance using Daubechies functions has greatly deteriorated. This can be easily explained by the difference in the amount of interference at the (1,2) terminal, as shown in Table III. With much higher interference, using the Daubechies function will certainly result in inferior performance. That the use of $\hat{\sigma}_{01}[t]$ results in superior performance to the Daubechies or Haar functions is also confirmed by the simulations. However, there is a discrepancy between the theoretical evaluation of performance and that from simulation in each case. The discrepancy can be attributed to the terms containing second and higher order powers of $\Delta$ being ignored in (17). The second and higher order terms in (17) contain second and higher order derivatives of $R_{\sigma}(\tau)$ and, therefore, tend to have little or no low-frequency content. (Differentiation in the time domain is equivalent to
multiplication by $\omega$ in the frequency domain.) These higher order terms are passed through a LP filter $h[n]$ and a HP filter $g[n]$ (just as the first-order terms are) to form parts of the interference at the (1,1) and (1,2) terminals, respectively. Due to the HP nature of these higher order interference terms, their contribution to the interference in the (1,2) terminal is much more significant than that to the (1,1) terminal. Thus, ignoring these terms in the linear approximation will lead to a larger discrepancy between the theoretical and simulated results at the (1,2) terminal than at the (1,1) terminal. In Fig. 5(b), the difference in performance between using the optimum scaling function $\tilde{\phi}_{(2)}(t)$ and the Daubechies function becomes significant only when the SNR is relatively high ($\geq 8$ dB). This is because at low SNR, the performance is dominated by errors due to the Gaussian channel noise.

Fig. 6(a)–(d) show a comparison of the performance of a second-level ($\ell = 2, M_2 = 4$) WPDM tree structure using the constituent terminal functions of the optimum scaling function $\tilde{\phi}_{(2)}(t)$ and the corresponding Daubechies function. [The theoretical performance is evaluated using (36).] Again, at the first two terminals, i.e., the (2,1) and (2,2) terminals, the difference between the performance of the optimal and Daubechies schemes is rather small. However, at the (2,3) and (2,4) terminals, the use of the constituent terminal functions of $\tilde{\phi}_{(2)}(t)$ results in superior performance to the use of the constituent terminal functions of the Daubechies scaling function.

VI. CONCLUSION

In this paper, a new scheme for transmitting multiple signals using wavelet packets (WPDM) has been proposed. The concepts of the scheme were outlined, and the transmission and reception systems, with their equivalent realizations, were developed. Wavelet packet basis functions are employed as coding waveforms because they provide self orthogonality based on time translation and mutual orthogonality based on occupancy of different orthogonal subspaces (although, of course, such functions are not the only class of functions providing such properties). Such orthogonalities allow the waveforms to be overlapped in both time and frequency, eliminating the need for guard bands, as in FDM, or for guard times, as in TDM, and thereby increasing the capacity of the transmission channel. In addition, the transmission system also offers communication security since knowledge of the choice of wavelet packet is required for decoding of the message signals. While WPDM offers these advantages, we note that in common with several other communication schemes (e.g., rectangular 16-QAM), the transmitted signal does not have a constant envelope. In order to control the effects of envelope variations, we may have to limit the transmission power in order to avoid operating the transmission amplifiers near their nonlinear saturation regions [5]. If an attempt is made to restore the constant envelope characteristic by passing the composite signal through a hard limiter, the orthogonality of the constituent terminal functions may be destroyed, resulting in potentially unacceptable performance.

We have examined the problem of timing error in WPDM and observed that the interference due to a timing discrepancy between the transmitter and receiver is made up of two components (intersymbol interference and crosstalk), which can be, respectively, modeled as the message bits from the given channel and the adjacent channels passed through corresponding (multirate) filters. These simple models led us to propose an optimum design of the coding waveforms (i.e., the scaling function and its constituents) in which the total timing-error interference is minimized. We also obtained expressions for the probability of error under the effects of timing error and additive white Gaussian channel noise. Simulations confirmed these expressions and showed that employing the optimum scaling function results in a lower probability of error in transmission than other commonly used scaling functions.

In this paper, we have focused our attention on orthogonal multiple signal transmission. We can easily obtain extra degrees of freedom by expanding our formulation to biorthogonal signaling using biorthogonal wavelet packets and filter banks [39], [49]. However, we note that Proposition 1 no longer holds, and the minimization of the total interference energy becomes structure dependent. We must therefore reformulate the optimization in terms of the interference energies at each level. Furthermore, care must be taken in order to avoid excessive noise gain and numerical instability [50] in the wavelet packet decomposer.

In continuing work [51], [52], we have shown that the (orthogonal) WPDM system performs better than the TDM system under impulsive noise and better than the FDM system in certain fading environments. Given the ever-increasing demand on channel capacity in communication systems, the capacity advantages of WPDM, together with the simplicity of its implementation and its emerging robustness properties, show that WPDM holds considerable promise as a multiple signal transmission technique.
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