Capacity Achieving Probability Measure of an Input-bounded Vector Gaussian Channel
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Abstract — A discrete-time memoryless additive vector Gaussian noise channel subject to average cost constraints and an input-bounded constraints is considered. The necessary and sufficient condition for an input distribution to be capacity achieving is derived, and the capacity achieving distribution is shown to be “discrete” in nature.

I. INTRODUCTION

In [1], Smith showed that the capacity achieving distribution of a discrete-time memoryless scalar Gaussian channel subject to both an average power constraint and a peak power constraint is a probability mass function. Using a similar approach as [1], Shamai et al. showed that the capacity achieving distributions of quadrature Gaussian channels are also discrete in nature [2]. In this paper, we generalize the results of Smith and Shamai by considering a class of more general channels, called vector Gaussian noise channels. Also, the input-bounded constraint is not restricted to be the peak power constraint as in previous work, and the average cost constraints we interested are the second-order constraints, of which the conventional average power constraint is a special case.

First, consider an additive vector Gaussian noise channel whose input \( X = [X_1, X_2, \cdots, X_N]^{\top} \) and output \( Y = [Y_1, Y_2, \cdots, Y_N]^{\top} \) is related by the equation \( Y = AX + Z \) where \( A \) is a fixed \( M \times N \) matrix and \( Z = [Z_1, Z_2, \cdots, Z_N]^{\top} \) is a zero-mean Gaussian noise vector. The communication systems are subject to two classes of constraints. The first class is second-order average cost constraints of the form \( G_k(\mu) = E_{\mu} \left[ X^{\top} Q_k X + L_k x - \gamma_k \right] \leq 0 \) for \( k = 1, \cdots, K \), where \( Q_k \) and \( L_k \) are \( N \times N \) and \( 1 \times N \) matrices, and the expectations are taken with respect to the input distribution \( \mu \). The second class is the input-bounded constraint, which restricts the set of admissible channel inputs to be a closed and bounded subset \( S \) in \( \mathbb{R}^N \).

Example 1 Consider a wireless optical channel in which the dominant noise source is the ambient light. Assuming that the symbol waveform is a linear combination of a basis of functions \( \{ \phi_n(t) : n = 1, \cdots, N \} \), the channel is equivalent to a discrete time vector Gaussian noise channel \( [Y_1, \cdots, Y_N]^{\top} = [X_1, \cdots, X_N]^{\top} + [Z_1, Z_2, \cdots, Z_N]^{\top} \), such that the average power constraint is given by \( E_{\mu} \left[ \sum_{n=1}^{N} x_n \int_{0}^{T} \phi_n(t) \, dt \right] - \gamma \leq 0 \). Moreover, the set of admissible channel inputs is the following closed and bounded subset \[ S = \left\{ (x_1, \cdots, x_N) \in \mathbb{R}^N : \forall 0 \leq t < T, 0 \leq \sum_{n=1}^{N} x_n \phi_n(t) \leq s \right\} . \]
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II. RESULTS

Let \( H(\mu) \) and \( I(\mu) \) be the entropy of \( Y \) and the mutual information between \( X \) and \( Y \) given that the input distribution of \( X \) is \( \mu \) respectively.

Theorem 1 (Existence) There exists a probability distribution \( \mu_o \) satisfying the average cost constraints and the input-bounded constraint, which maximizes \( I(\mu) \). Furthermore, if \( A \) has a left-inverse, then the capacity achieving distribution is unique.

\[ L_0(x; \mu_o) = - \int P_Z(y - Ax) \log P_Y(y; \mu_o) \, dy \text{ where } P_Z \text{ and } P_Y \text{ are the densities of } Z \text{ and } Y \text{ respectively. For any distribution } \mu_o \text{ its set of points of increase } E_o \text{ is defined by } E_o = \left\{ x \in \mathbb{R}^N : \mu_o(V) > 0 \text{ for any open set } V \text{ containing } x \right\} . \]

Theorem 2 (Necessary and Sufficient Condition) Let \( \mu_o \) satisfy the average cost constraints and the input-bounded constraint, and \( E_o \) be its set of points of increase. Then \( \mu_o \) is capacity achieving if and only if there exists \( \lambda_1, \cdots, \lambda_K \geq 0 \) such that

\[
\begin{align*}
\{ h(x; \mu_o) &\leq H(\mu_o) + \sum_{k=1}^{K} \lambda_k (x^{\top} Q_k x + L_k x - \gamma_k) \forall x \in S \\
&\text{or } h(x; \mu_o) = H(\mu_o) + \sum_{k=1}^{K} \lambda_k (x^{\top} Q_k x + L_k x - \gamma_k) \forall x \in E_o.
\end{align*}
\]

A complex-valued function \( f(w) \) defined on \( \mathbb{C}^N \) is called holomorphic if it is analytic in each individual variable. A subset \( F \) in \( \mathbb{R}^N \) is called sparse if there exists a nonzero holomorphic function \( f(w) \), such that \( f(w) = 0 \) for all \( w \in F \). For example, \( F \) is sparse if it is finite, whereas it is not sparse if it contains an open subset in \( \mathbb{R}^N \). In particular, if \( N = 1 \) and \( F \) is bounded, then \( F \) is sparse if and only if it is finite.

Theorem 3 (Discreteness) The capacity achieving distribution is “discrete” in the sense that its set of points of increase is sparse.
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