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Abstract—In this letter, we consider a distributed multiple-input multiple-output (D-MIMO) system, where the channel is flat fading and may be correlated, and experiences both small and large-scale fading. We assume that the full knowledge of channel state information (CSI) is available at the receiver and only the first-and second-order statistics of the channel are available at the transmitter. For such a system employing the linear zero-forcing (ZF) receiver, an efficient linear precoding technique is proposed to optimize the worst-case performance of average signal-to-noise ratio (SNR) at the receiver and a simple closed-form optimal precoder is derived. In addition, under some realistic assumptions, some significant asymptotic properties are established for the massive D-MIMO system designed in this letter. Computer simulations verify our theoretical analysis and show that our presented optimal system attains significant performance gains over the currently available equal power-loading system.

Index Terms—Distributed MIMO, large scale fading, zero-forcing, worst-case average received signal to noise ratio.

I. INTRODUCTION

The distributed MIMO system has become a promising candidate for future mobile communication systems because of its open architecture and flexible resource management. Many research activities on D-MIMO system have been intensified in the past few years owing to the fast growing demand for high data-rate services [1]–[7]. The scenario in [8]–[12], has been investigated under various assumptions on the availability of channel state information at the transmitters (CSIT), global or local CSIT. In practice, however, it is not easy to be implemented due to the high cost to acquire full CSIT at all transmitters and signal processing overhead, even the local CSIT [11], [12] especially for the massive MIMO system setting in which each terminal is equipped with a large number of antennas [13], [14]. Therefore, the works in [15], [16] assumed no CSIT and proposed distributed space-time coding for transmission. Unfortunately, they are not efficiently incorporated to make use of the available partial CSIT. All these aforementioned factors motivates us to investigate the design of transmission strategies with relatively-low implementation complexity when partial CSIT such as only the first-and second-order statistics of the channel is available at all the transmitter. Contrast to conventional point-to-point MIMO systems, since many radio-antenna ports (RPs) in D-MIMO systems are geographically distributed over a large area, each link experiences different path-loss and large-scale fading (a.k.a. shadowing) effects. It is these two composite fading (small and large scale) effects that make the development of a novel transmission technique which is efficient in exploiting the advantage of partial CSIT of the D-MIMO systems a more challenging problem. In this letter, we propose an efficient and effective linear precoding method to maximize the worst-case average received SNR for the D-MIMO systems with composite fading MIMO channels employing the ZF receiver. By fully taking advantage of information on the channel and receiver structures, and probabilistic density of individual random subchannel for each user, a nice closed-form optimal solution is obtained. One of main advantages of the proposed optimal system is that it naturally leads us to making some important and realistic assumptions for successfully revealing the significant asymptotic behaviors of the massive D-MIMO system.

Notation: Matrices are denoted by uppercase boldface characters (e.g., A), while column vectors are denoted by lowercase boldface characters (e.g., b). The i-th entry of b is denoted by b_i. The (i,j)-th entry of A is denoted by a_{i,j}, and also denoted by [A]_{i,j}. The columns of a \( P \times K \) matrix A are denoted by a_1,a_2,\ldots,a_K. The transpose of A is denoted by A^T. The Hermitian transpose of A (i.e., the conjugate and transpose of A) is denoted by A^H. An L \times L identity matrix is denoted by I_L.

II. SYSTEM MODEL

In this section, we consider the same model as that in [17], i.e., a single-cell D-MIMO communication system equipped with N receiver antennas at the base station (BS) and K RPs with each having M transmitter antennas and also require that N \( \geq KM \). For such a system, we assume that the BS has perfect CSI and only the first-and second-order statistics of the channel are available at the transmitter. We also assume that all RPs transmit their data streams to the BS simultaneously. Therefore, an input-output relationship can be written as

\[
y = Ts + n = HR_F \Xi I_F + n, \tag{1}
\]

where \( y \) is an N \times 1 received signal vector, \( s \) is a KM \times 1 transmitted symbol vector with unit average power per element and \( n \) is an N \times 1 circularly symmetric complex Gaussian noise vector with zero-mean and covariance matrix \( \mathbf{E}[nn^H] = N_0 \mathbf{I}_N \). Here, the composite channel matrix \( T \) is composed of four parts. The first part is small-scale fading captured by an N \times KM
random matrix $\mathbf{H}$, whose entries are modelled as i.i.d $CN(0,1)$ random variables. The second part is the $KM \times KM$ transmitted positive definite covariance matrix $\mathbf{R}_F$. Note that small-scale fading correlation occurs only between the transmitter antennas of the one RP, since the different users are, in general, geographically separated. Such a scenario may occur when several users, with multiple spatially correlated antennas, transmit to a common multiple-antennas BS. Hence, the transmitted correlation matrix is a $KM \times KM$ block-diagonal matrix, with each block being an $M \times M$ matrix, i.e., $\mathbf{R}_F = \text{diag}(\mathbf{R}_1, \mathbf{R}_2, \ldots, \mathbf{R}_K)$, where $\mathbf{R}_k$ is the correlation matrix between the transmitter antennas of the $k$-th RP for $k=1,2,\ldots,K$ and its entries are modeled via the common exponential correlation model [18], i.e., $[\mathbf{R}_k]_{ij} = \rho_k^{i-j}$ for $i,j=1,2,\ldots,M$, where $\rho_k \in [0,1]$ is the transmitter correlation coefficient. The third part is large-scale effects, which is captured by the common exponential correlation model [18], $\Xi = \text{diag}(\Xi_1/D_1 \mathbf{I}_M, \Xi_2/D_2 \mathbf{I}_M, \ldots, \Xi_K/D_K \mathbf{I}_M)$, where each $D_k$ for $k=1,2,\ldots,K$ denotes the distance between the $k$-th user and the BS and $\nu$ is the path-loss exponent. We consider the lognormal shadowing model, which is the commonly-used model in the characterization of shadowing effects in various radar, optical and RF wireless channels. In this case, the probability density function (PDF) of the large-scale fading coefficients $\Xi_k$ for $k=1,2,\ldots,K$ is given by

$$f(\xi_k) = \frac{\eta}{\xi_k \sqrt{2\pi} \delta_k} e^{-\frac{(\ln \xi_k - \mu_k)^2}{2\delta_k^2}} \quad \text{for } \xi_k \geq 0,$$

where $\eta = 10/\ln 10$, $\mu_k$ and $\delta_k$ are the mean and standard deviation (both in dB) of the variable’s natural logarithm, respectively. The last part is the $KM \times KM$ block-diagonal linear precoding matrix $\mathbf{F}$, as follows a complex Chi-square distribution with its PDF given

$$g(x_{km}) = \frac{1}{\Gamma(N-KM+1)} x_{km}^{N-KM-1} e^{-x_{km}} I_{km} > 0.$$  

Thus, we have $E[|\mathbf{H}^H\mathbf{F}^H\mathbf{R}_F\mathbf{F}|^2] = N - KM + 1$. Similarly, utilizing (2) yields

$$E[\Xi_k] = \frac{e^{-\frac{1}{2\Delta_k^2}}}{D_k^2} = B_k.$$  

Therefore, the average received SNR is determined by

$$E[\gamma_{km}] = \frac{C_k}{(\mathbf{F}^H\mathbf{R}_F\mathbf{F})^{-1}}_{km,km},$$

where $C_k$ is defined by

$$C_k = B_k(N-KM+1)/N_0.$$  

Now, our primary task in this letter is to solve the following optimization problem.

**Problem 1:** Find the block-diagonal precoding matrix $\mathbf{F}$ such that

$$\max \min \{ \frac{1}{2} \}$$

subject to $\text{tr}(\mathbf{F}^H\mathbf{F}) = P_F.$  

To solve this problem, we first notice that both $\mathbf{R}_F$ and $\mathbf{F}$ are block-diagonal matrices. Hence, from (6) we have $E[\gamma_{km}] = C_k / (\mathbf{F}^H\mathbf{R}_F\mathbf{F})^{-1}_{km,km}$. By taking advantage of this separable structure of the objective function, we can split Problem 1 into the following two subproblems.

**Subproblem 1:** For any fixed power $P_k$ of the $k$-th user, find a precoding matrix $\mathbf{F}_k$ such that

$$\max \min \{ E[\gamma_{km}] \}$$

subject to $\text{tr}(\mathbf{F}_k^H\mathbf{F}_k) = P_k.$  

**Subproblem 2:** For the $k$-th RP: $1 \leq k \leq K$, let the optimum in Subproblem 1 be denoted by $\bar{\gamma}_k = \max_{\mathbf{F}_k} \min_{1 \leq m \leq M} \{ E[\gamma_{km}] \}$. Then, find a power loading matrix $\mathbf{P} = \text{diag}(P_1, P_2, \ldots, P_K)$ such that

$$\max \min \{ \bar{\gamma}_k \}$$

subject to $\sum_{k=1}^{K} P_k = P_T.$  

First, let us consider how to solve Subproblem 1. Note that

$$\min_{1 \leq m \leq M} \{ E[\gamma_{km}] \} = \min_{1 \leq m \leq M} \left\{ C_k \right\}$$

$$= \max_{1 \leq m \leq M} \left\{ \frac{C_k}{(\mathbf{F}^H_k\mathbf{R}_F\mathbf{F}_k)^{-1}_{m,m}} \right\}$$

$$\leq \frac{MC_k}{\text{tr}(\mathbf{F}_k^H\mathbf{R}_F\mathbf{F}_k)^{-1}}.$$  

Therefore, we obtain

$$\max \min_{1 \leq m \leq M} \{ E[\gamma_{km}] \} \leq \frac{MC_k}{\min_{\mathbf{F}_k} \text{tr}(\mathbf{F}_k^H\mathbf{R}_F\mathbf{F}_k)^{-1}}.$$  

III. Precoder Design via Worst-Case Performance Optimization of Average Received SNR

A. Optimization Analysis

Our main purpose in this section is to optimize the worst-case of the average received SNR subject to a total transmission power constraint. To this end, we first notice that the received signals in (3) are decomposed into $KM$ parallel data streams with the instantaneous received SNR for the $m$-th subchannel of $k$-th RP given by

$$\gamma_{km} = \frac{|\mathbf{H}_{km,km}|^2}{N_0 |(\mathbf{H}^H\mathbf{F}^H\mathbf{R}_F\mathbf{F})^{-1}_{km,km}|},$$

where the equality in (4) follows from the fact that $\mathbf{H}$ is the diagonal matrix. It is known [19] that $X_{km} = |(\mathbf{H}^H\mathbf{F}^H)_{km}|^2$ follows a complex Chi-square distribution with its PDF given
Now, following the way similar to that in [20], a solution to the optimization problem \( \min_{F_1} \text{tr}((F_1^H R_{T_k} F_1)^{-1}) \) in (9) can be obtained as follows: \( F_1 = V_1 P_1^W U \), where \( U \) is an arbitrarily given \( M \times M \) unitary matrix, \( V_k \) is the eigenvector matrix of \( R_{T_k} \), i.e., \( R_{T_k} = V_k \Lambda_k V_k^H = V_k \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_M) V_k^H \) and \( P_k = \text{diag}(p_1, p_2, \ldots, p_M) \), with \( p_{km} \) determined by \( p_{km} = \frac{\lambda_{km}^{1/2}}{\sum_{m=1}^{M} \lambda_{km}^{1/2}} \), where \( \Lambda_{km} = \frac{1}{M} \sum_{m=1}^{M} \lambda_{km}^{1/2} \). In this case, we have \( (F_1^H R_{T_k} F_1)^{-1} = U^H P_k^{-1} \Lambda_k^{-1} U \). Therefore, by specifically choosing \( U \) to be the \( M \times M \) normalized DFT matrix \( W \), we can attain that \( [(F_1^H R_{T_k} F_1)^{-1}]_{1,1} = [(F_1^H R_{T_k} F_1)^{-1}]_{2,2} = \cdots = [(F_1^H R_{T_k} F_1)^{-1}]_{M,M}, \) i.e., the equality in (9) holds, thus, leading to the optimal solution to Subproblem 1.

We are now in a position to solve Subproblem 2. We first notice that with the optimal solution given in Subproblem 1, the objective function in Subproblem 2 becomes \( \gamma_k = C_k p_k / (\overline{A}_{km}^2) \) and thus, we aim at \( \max_{p_k} \min_{1 \leq k \leq K} \frac{C_k p_k}{\overline{A}_{km}^2} = \frac{C_k p_k}{\overline{A}_{km}^2} \). If for some \( 1 \leq k \leq K, \min_{1 \leq k \leq K} \frac{C_k p_k}{\overline{A}_{km}^2} = \frac{C_k p_k}{\overline{A}_{km}^2} \), then we have \( \frac{C_k p_k}{\overline{A}_{km}^2} \geq \frac{C_k p_k}{\overline{A}_{km}^2} \). For notational simplicity, let \( W = \sum_{k=1}^{K} \overline{A}_{km}^2 / C_k \). Then, we can attain

\[
\frac{C_k p_k}{\overline{A}_{km}^2} = \frac{1}{\sum_{k=1}^{K} \overline{A}_{km}^2} \left( \frac{P_k}{M} + \sum_{k=1}^{K} \frac{C_k p_k^2}{\overline{A}_{km}^2} C_k \right) \\
\leq \frac{1}{\sum_{k=1}^{K} \overline{A}_{km}^2} \left( \frac{P_k}{M} + \sum_{k=1}^{K} \frac{P_k}{M} \right) = \frac{P_k}{M W} \tag{10}
\]

where the equality in (10) holds if and only if

\[
\frac{C_1 P_1}{\overline{A}_1} = \frac{C_2 P_2}{\overline{A}_2} = \cdots = \frac{C_K P_K}{\overline{A}_K} \tag{11}
\]

Combining (11) with the total transmission power constraint yields \( P_k = \frac{P_k \overline{A}_{km}^2}{C_k} \).

After having solved Subproblems 1 and 2, we now show how to make use of these two optimal solutions to solve Problem 1. Since \( \min_{1 \leq k \leq K, 1 \leq m \leq M} E[\gamma_{km}] \leq \min_{1 \leq k \leq K, 1 \leq m \leq M} E[\gamma_{km}] \leq \max_{1 \leq k \leq K, 1 \leq m \leq M} E[\gamma_{km}] \) for any \( \ell: 1 \leq \ell \leq K \) and for any fixed \( P_{1:K} \); \( 0 \leq P_{1:K} \leq P_{1:K} \), we have \( \min_{1 \leq k \leq K, 1 \leq m \leq M} E[\gamma_{km}] \leq \min_{1 \leq k \leq K, 1 \leq m \leq M} E[\gamma_{km}] \) and thus, \( \max_{1 \leq k \leq K, 1 \leq m \leq M} E[\gamma_{km}] \leq \max_{1 \leq k \leq K, 1 \leq m \leq M} E[\gamma_{km}] \). Very fortunately, the two suboptimal solutions of Subproblems 1 and 2 together make all the equalities here hold simultaneously, hence, resulting in an optimal solution to the original Problem 1. Finally, all the above discussions can be summarized as the following theorem.

**Theorem 1:** Let the eigenvalue decomposition of \( R_{T_k} \) be given by \( R_{T_k} = V_k \Lambda_k V_k^H = V_k \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_M) V_k^H \). If we let \( \overline{A}_{km} = \frac{1}{M} \sum_{m=1}^{M} \lambda_{km}^{1/2} \) and \( W_{KM} = \frac{1}{K} \sum_{k=1}^{K} \overline{A}_{km} B_k \), with \( B_k \) defined in (5), then the optimal solution to Problem 1 is determined as follows: \( \bar{F} = \text{diag}(\bar{F}_1, \bar{F}_2, \ldots, \bar{F}_K) \), where \( \bar{F}_k = V_k P_k^W W_k^H \), with \( W_k^H \) being the normalized \( M \times M \) DFT matrix, and \( p_{km} = \frac{\lambda_{km}^{1/2}}{W_{KM}} \). In addition, the optimum of the worst case average received SNR is given by \( \gamma_{km} = \frac{(N-KM+1)P_k}{KMW_{KM}N_0} \).

We would like to make the following three comments on Theorem 1:

(a) Theorem 1 tells us that the worst average SNR is optimal when the square of each subchannel is equal each other and optimized.

(b) Since the covariance matrix \( R_F \) is block-diagonal, each RP can obtain \( p_k \) and \( p_{km} \) through its feedback channel from the receiver and then, by Theorem 1, design the optimal precoder independently and simultaneously.

(c) Because of Comment (b) and the Toeplitz structure of each \( R_{T_k} \), the complexity of the optimal precoder design for each RP using Theorem 1 is \( O(M^2) \).

**B. Massive D-MIMO**

One of main advantages of our optimal system designed by Theorem 1 is that it exposes some nice structures naturally leading us to study its asymptotic behavior when the following situations occur:

Case 1: \( M \) grows to infinity while \( K \) is kept fixed;
Case 2: \( K \) grows to infinity while \( M \) is kept fixed;
Case 3: \( K \) and \( M \) grow to infinity simultaneously.

Let us assume that the ratio of the number of receiver antennas to that of the transmitter antennas, \( \beta \) is fixed, i.e., \( \beta = \frac{N}{KM} \) is a constant independent of \( K \) and \( M \). By Theorem 1, we have \( \gamma_{km} = (\frac{1}{KMW_{KM}N_0})^{\frac{N}{KM}} \). Therefore, we can directly attain the following proposition.

**Proposition 1:** Let notations \( \overline{A}_{km}, W_{KM}, \) and \( \gamma_{km} \) are defined in Theorem 1. Then, the following three statements are true for massive D-MIMO systems:

1) If \( \lim_{M \rightarrow \infty} \overline{A}_{km} = \overline{A}_{km} \) exists for each \( k: 1 \leq k \leq K \), then \( W_{KM} = \lim_{M \rightarrow \infty} W_{KM} = \frac{1}{K} \sum_{k=1}^{K} \overline{A}_{km} / B_k \) and thus, \( \gamma_{km} = \lim_{M \rightarrow \infty} \gamma_{km} = (\beta - 1) P_k / (N_0 W_{KM}) \).

2) If \( W_{KM} = \lim_{M \rightarrow \infty} W_{KM} \) exists, then \( \gamma_{km} = \lim_{M \rightarrow \infty} \gamma_{km} = (\beta - 1) P_k / (N_0 W_{KM}) \).

3) If \( W_{KM} = \lim_{M \rightarrow \infty} W_{KM} \) exists, then \( \gamma_{km} = \lim_{M \rightarrow \infty} \gamma_{km} = (\beta - 1) P_k / (N_0 W_{KM}) \).

Fig. 1 verifies that the optimal worst case average received SNR is indeed convergent, which implies that the assumptions on Proposition 1 are reasonable.

**IV. SIMULATION RESULTS**

In this section, we carry out some computer simulations to compare our proposed optimal precoding scheme with the equal power-loading scheme considered in literature [17]. For simulation simplicity, some parameters of the small and large-scale fading are fixed throughout our experiments.

To show superiority of our proposed optimal power-loading scheme, we compare the SER performance of the proposed system with that of the system using the equal power allocation. All numerical results are shown in Figs. 2 and 3. From these results, we can see that the efficient utilization of the statistics of the channels at the transmitter leads to significant performance enhancement, particularly for the high correlation and the massive MIMO system.
V. CONCLUSION

In this letter, we have considered the D-MIMO system, in which the channel experiences both small and large-scale fading. For such a system equipped with the ZF receiver, we have developed an optimal precoder maximizing the worst-case of the received average SNR subject to a total transmission power constraint, where only the first-and second-order statistics of the channel are needed at the transmitter. A simple closed-form optimal solution has been attained. In addition, some interesting asymptotic properties of the optimum of the worst case received SNR for the massive D-MIMO systems proposed in this letter have been revealed under some realistic assumptions. Comprehensive computer simulations have verified our theoretic analysis and demonstrated that our presented optimal system attains significant performance gains over the currently available equal power-loading system.
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