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Abstract: In this paper, we consider an outdoor visible light communication system, in which on–off keying (OOK) modulation is utilized through an atmospheric turbulence-induced slow-fading channel. A new fast blind detection algorithm is proposed by following the generalized likelihood ratio test (GLRT) principle. In addition, a block coding scheme is presented to solve the unique identification issue and, thus, the error floor problem.

Index Terms: Visible light communication (VLC), blind channel estimation, log-normal fading channel, Rayleigh fading channel.

1. Introduction

Recently, as a new communication technology, visible light communication (VLC), has attracted tremendous attention [1]–[4], since it enables to provide broadband transmission with unlicensed spectrum and alleviate shortage of wireless spectrum resources [5]. It is no doubt that VLC is becoming an increasingly more attractive communication option in human life.

New generation of high-intensity light-emitting diodes (LEDs) which have permitted the replacement of incandescent-based lights, unfolds the potential of implementing a VLC system in an outdoor environment [6]. Traffic light signals and public illumination systems are two typical application examples, where VLC can show its advantages [7]. Compared with laser diode, LED has a large divergence angle, implying a lower requirement for acquisition pointing and tracking system. Therefore, outdoor VLC is more suitable for low-lost, low-rate, and short-to-medium distance applications [7], [8].

The channel in the indoor VLC is static and stable [9]. However, the channel in the outdoor VLC is different and is attenuated by inhomogeneities in the temperature and pressure of the atmosphere, which leads to variations of the refractive index along the transmission path [10]–[12]. In this scenario, perfect channel information, in practice, is not easily obtainable and hence, blind detection was proposed in [13] and [14]. Unfortunately, its complexity and accuracy are not satisfactory. To improve error performance and reduce detection complexity, a simple transmission
scheme is to send a training sequence [15]–[19]. However, it does not make full use of bandwidth and power.

Therefore, our target in this paper is first to develop a fast blind detection algorithm based on the generalized likelihood ratio test (GLRT) principle. Then, to eliminate the error floor issue, we consider a simple and spectrum-efficient block coding method. Finally, our proposed detection algorithm and transmission scheme will be tested by computer simulations for log-normal and Rayleigh fading optical channels with various sizes of transmission data blocks.

2. System Model

Let us consider an outdoor VLC system with a single LED at the transmitter linking a single photo-detector at the receiver through a flat fading channel. Hence, the resulting electrical signal model can be represented by

\[ r = hs + n \]  
(1)

where \( r \) denotes a received signal, \( s \) denotes a transmitted signal, which is randomly and equally-likely chosen from the OOK constellation, the received noise \( n \) is modelled as an additive white Gaussian with zero mean and variance \( \sigma_n^2 = N_0/2 \) [20], and \( h \) is the channel irradiance. Throughout this paper, we assume that random variable \( h \) is either log-normal or Rayleigh distributed. Log-normal fading usually arises in weak turbulence conditions. Its probability density function (pdf) is given by

\[
\begin{align*}
    f_H(h) &= \frac{1}{2\sigma^2 \sqrt{2\pi}} \exp\left(-\frac{(\ln h)^2}{8\sigma^2}\right), \quad h > 0.
\end{align*}
\]  
(2)

Rayleigh fading emerges from a scattering model that is viewed as the composite field produced by a large number of non-dominating scatterers, each contributing random optical phase upon arrival at the detector [21]. Its pdf is

\[
g_H(h) = \frac{e^{-h/2}}{2}.
\]  
(3)

In addition, we also assume that the channel \( h \) is a slow fading and that it is constant for the first \( L \) time slots, after which it changes to a new independent value that is fixed for next \( L \) time slots, and so on. At the receiver, all the \( L \) received signals can be collected in a compact vector form as

\[ r = hs + n \]  
(4)

where \( r = [r_1, r_2, \ldots, r_L]^T \), \( s = [s_1, s_2, \ldots, s_L]^T \), and \( n = [n_1, n_2, \ldots, n_L]^T \). Our principal goal in this paper is to develop a fast blind decoding algorithm for efficiently and effectively estimating both \( h \) and \( s \) from the given received signal vector \( r \).

3. Fast Blind Detection Algorithm

For the channel model (4), we first notice that the pdf of the received signal \( r \) conditioned on \( s \) and \( h \) is given by

\[
\begin{align*}
    p(r|s,h) &= \frac{1}{(\sqrt{2\pi\sigma_n^2})^L} \exp\left(-\frac{||r - hs||^2}{2\sigma_n^2}\right).
\end{align*}
\]  
(5)

Hence, the GLRT detector is to solve the following optimization problem:

\[
\{\hat{h}, \hat{s}\} = \text{argmin}||r - hs||^2.
\]  
(6)
In order to efficiently solve this problem, we also note that the objective function in (6) can be represented by

$$\|\mathbf{r} - h\mathbf{s}\|^2 = \sum_{i=1}^{L} r_i^2 - 2h \sum_{i=1}^{L} r_i s_i + h^2 \sum_{i=1}^{L} s_i^2. \quad (7)$$

Now, let $S = \sum_{i=1}^{L} s_i^2$ and rearrange the entries of $\mathbf{r}$ such that $r_1 \geq r_2 \geq \cdots \geq r_L$, where the first index $i$ is the original index of $r_i$ in $\mathbf{r}$, and the second index $k = 1, 2, \ldots, L$ is the ordering number after arrangement. For example, if $\mathbf{r} = (r_1, r_2, r_3, r_4)^T = (1.1, 1.3, 0.2, 0.3)^T$, then $r_{21} = 1.3$, $r_{12} = 1.1$, $r_{43} = 0.3$, $r_{34} = 0.2$ after arrangement. Since $s_i \in \{0, 1\}$, we have $s_i^2 = s_i$ and thus, $S = \sum_{i=1}^{L} s_i$. In fact, $S$ denotes the number of $s_i = 1$ for $i = 1, 2, \ldots, L$. Therefore, $S$ is a nonnegative integer and $0 \leq S \leq L$. Let $s_{ik}$ be the corresponding symbol of $r_{ik}$ for $k = 1, \ldots, L$, and we let

$$R_S = \sum_{k=1}^{S} r_{ik} s_{ik}. \quad (8)$$

When $S > 0$, since $s_{ik} = 1$, $k = 1, \ldots, S$, we attain $R_S = \sum_{k=1}^{S} r_{ik}$, when $S = 0$, we can have $s = 0$ for the reason that all the entries of $\mathbf{s}$ are nonnegative and then, $\sum_{j=1}^{L} r_i s_i = 0$. For the simplicity of presentation, when $S = 0$, we make a convention that $R_S = 0$ to indicate the fact that when $S = 0$, the product sum $\sum_{j=1}^{L} r_i s_i$ is equal to zero. For any fixed $S$, from (7) we can obtain the equivalent form of the GLRT function as follows:

$$C(h, S) = \min_h \|\mathbf{r} - h\mathbf{s}\|^2 = \sum_{i=1}^{L} r_i^2 - 2h R_S + h^2 S. \quad (9)$$

When $S = 0$, we have $R_S = 0$, and thus, $C(h, S) = \sum_{i=1}^{L} r_i^2$ is a constant independent of $h$. When $S > 0$, differentiating (9) with respect to $h$ and letting the derivative be equal to zero yield

$$h = \frac{R_S}{S}. \quad (10)$$

Now, if we substitute (10) into (9), we get the following:

$$C(h, S) = \sum_{i=1}^{L} r_i^2 - \frac{R_S^2}{S}. \quad (11)$$

Because the sum of $r_i^2$ is fixed, minimizing $C(h, S)$ over $S$ is equal to

$$\max_{1 \leq S \leq L} \frac{R_S^2}{S}. \quad (12)$$

After sorting, $R_S = r_1 + r_2 + \cdots + r_S$. If we start with $S = 1$, add $r_S$ to $R_S$ and add one to $S$, then compute $R_S^2/S$ for each increment in $S$. From $S = 1$ to $S = L$, we can find the maximum value of $R_S^2/S$ and let the corresponding value of $S$ be $\hat{S}$. Then the number of 1's in the sequence $\mathbf{s}$ is given by $\hat{S}$ and the number of 0's is $L - \hat{S}$. Furthermore, we will observe that $s_{ik} = s_i$ for $i = 1, 2, \ldots, L$. Therefore, from $k = 1$ to $k = \hat{S}$, we can make decision that the corresponding symbol of $r_{ik}$ is decoded as $\hat{s}_i = 1$, and from $k = \hat{S} + 1$ to $L$, $r_{ik}$ is decoded as $\hat{s}_i = 0$, where $i = 1, 2, \ldots, L$. In fact, in the high signal-to-noise ratio (SNR) region, $R_S^2/S$ is increasing when $s_i = 1$; when $s_i = 0$, $R_S^2/S$ would begin to decrease, as shown in Fig. 1, which vividly illustrates why $R_S^2/S$ is chosen to estimate the number of 1's sent.
All the above discussions can be summarized as the following algorithm:

**Algorithm 1 (Fast GLRT Decoding Algorithm)**

The optimal estimates of the channel $h$ and signal $s$ are determined as follows:

1. Estimate the number of 1’s sent:
   \[
   \hat{S} = \arg\max_{1 \leq S \leq L} \frac{R_S^2}{S} \quad (13)
   \]

2. Estimate the channel:
   \[
   \hat{h} = \frac{R_{\hat{S}}}{S} \quad (14)
   \]

3. Decode symbols: For $k = 1, 2, \ldots, \hat{S}$, $\hat{s}_i = \hat{s}_{ik} = 1$, and for $k = \hat{S} + 1, \ldots, L$, $\hat{s}_i = \hat{s}_{ik} = 0$, where $i = 1, 2, \ldots, L$ is the original index of $r_i$ in $r$, $k$ is the ordering number of $r_{ik}$ after arrangement.

It can be observed that the main complexity of Algorithm 1 comes from sorting the received signal, whose complexity is $O(L \log L)$. Hence, the overall complexity of Algorithm 1 is $O(L \log L)$.

4. **Computer Simulations**

In this section, we carry out computer simulation to illustrate the error performance of our fast GLRT algorithm presented in Section 3.

The simulation results for the log-normal fading channel are first shown in Fig. 2, where the blue line designates the bit error rate performance of the GLRT algorithm and the black line shows the bit error rate performance of the mean value algorithm reported in [22]. In addition, we also plot the curve, denoted by the red line, for the bit error rate performance when the channel is exactly known at the receiver. From Fig. 2, we can see both the red curve and the blue curve are very close when SNR is smaller than 17 dB. However, when SNR is larger than 17 dB, the gap between them increases and an error floor appears.
To examine how the length of the block affects the error performance of our algorithm for the log-normal channel, we also carry out computer simulations for various sizes of blocks, as shown in Fig. 3. We can observe from Fig. 3 that when the block length becomes longer, the performance becomes better, and the error floor comes later, since we have more received signals to estimate the channel more accurately. However, the error floor cannot disappear, since when the symbols in a block are all zeros, there is no channel information in the corresponding received signals.

This error floor issue was also observed in [13]. In practice, a simple method to solve this issue is the one bit training scheme, i.e., to insert one bit 1 at the head of each transmission block. In this paper, we consider another simple and more spectrum-efficient block coding scheme to eliminate the error floor. It is noticed that the essential reason of the error floor for the OOK modulation is that there is one transmission data block whose entries are all zeros.

Fig. 2. Comparisons with GLRT, channel known, and mean value algorithm with one LED in log-normal channel of $\sigma = 0.3$. The block length is 10.

Fig. 3. GLRT and Fast GLRT with one LED in log-normal channel of $\sigma = 0.3$. The block length is 10, 20, and 30.
Hence, the error floor can be eliminated by getting rid of such block. For the block length \( L \), there are totally \( 2^L \) transmitted data blocks. Therefore, there are in total \( 2^L - 1 \) data blocks left after such elimination, and the resulting transmission bit rate is

\[
R_b = \frac{2^L - 1}{2^L}.
\]

Here, it can be seen clearly that as \( L \) goes to infinity, \( R_b \) tends to 1 bit per channel use. Figs. 4 and 5 show the error performance comparison between this block coding scheme, denoted by the green line, and the one bit training scheme, denoted by the black line, for the log-normal fading channel, where the blue curve is also plotted to show the error performance of our Algorithm 1 with no coding.

It can be observed that the gap between the green line and the black line is about 0.30 dB in Fig. 4 and 0.25 dB in Fig. 5. In addition, we also observe that the error performance of our blind
algorithm with coding is very close to that of a theoretical optimal receiver with exact channel state information (CSI), and the gap is about 0.40 dB when $L = 10$ and 0.15 dB when $L = 20$, respectively. Similarly, the simulation result for the Rayleigh channel is also shown in Fig. 6.

5. Conclusion
In this paper, we have developed a fast GLRT detection algorithm for an optical communication system, in which OOK modulation is used through an atmospheric turbulence-induced slow fading channel. With this decoding algorithm, a simple and spectrum-efficient block coding scheme has been presented to solve the error floor problem. Its error performance and comparison with one-bit training scheme have been examined by comprehensive computer simulations for the log-normal and Rayleigh fading channels with various sizes of transmitted data blocks.
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