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#### Abstract

A distributed lossy compression network with $L$ encoders and a decoder is considered. Each encoder observes a source and sends a compressed version to the decoder. The decoder produces a joint reconstruction of target signals with the mean squared error distortion below a given threshold. It is assumed that the observed sources can be expressed as the sum of target signals and corruptive noises which are independently generated from two symmetric multivariate Gaussian distributions. The minimum compression rate of this network versus the distortion threshold is referred to as the rate-distortion function, for which an explicit lower bound is established by solving a minimization problem. Our lower bound matches the well-known Berger-Tung upper bound for some values of the distortion threshold. The asymptotic gap between the upper and lower bounds is characterized in the large $L$ limit.


Index Terms-Asymptotic analysis, distributed source coding, rate-distortion function, vector Gaussian source.

## I. Introduction

RECENTLY, there has been an increase in the deployment of sensor applications in wireless networks as parts of the future Internet of Things (IoT), thanks to the decreasing cost of sensors. One of the theoretical challenges that arises in these systems is to reduce the amount of data that is transmitted in the network by processing it locally at each sensor. A possible solution to this problem is to exploit the statistical dependency among the data at different sensors to get an improved compression efficiency. The multi-terminal source coding theory aims to develop suitable schemes for that purpose and characterize the corresponding performance limits. There have been significant amount of works over the past few decades in this area, e.g., Slepian-Wolf source coding [1] for lossless compression, more recent works on Gaussian multi-terminal source coding and its variants [2], [3],
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[4], [5], [6], [7], [8], [9], [10], [11], [12], [13]. An interesting regime that has received particular attention (see, e.g., [3]) is when the number of encoders in the network approaches infinity. This asymptotic regime reflects the typical scenarios in sensor fusion and is also relevant to some emerging machine learning applications (esp., federated learning) that leverage distributed compression to reduce the communication cost between the central server and a massive number of edge devices for training a global model.
In the present paper, we study a compression system with $L$ distributed encoders and a central decoder. Each encoder compresses its observed source sequence and forwards the compressed version to the decoder. The decoder is required to reconstruct the target signals with the mean squared error distortion below a given threshold. It is assumed that the observed sources can be expressed as the sum of target signals and corruptive noises which are generated independently according to two symmetric multivariate Gaussian distributions. We are interested in characterizing the minimum required compression rate as a function of the distortion threshold, which is known as the rate-distortion function. Our setup is different from the Gaussian CEO problem [14] in two aspects. Firstly, the target signals are assumed to form a vector process. Secondly, the noises across different encoders are allowed to be correlated with each other. Notice that these two relaxations do not exist in the original Gaussian CEO problem where the target signal is a scalar process and the noises across different encoders are independent. A generalized version of the Gaussian CEO problem that allows the noises to be symmetrically correlated across different encoders is considered in [5], which establishes, among others, a lower bound on the rate-distortion function. Unfortunately, this lower bound is given in the form of a non-trivial minimization program and consequently is not amenable to direct analytical/numerical evaluation.

As a main contribution of this work, we derive a closed form expression of this lower bound by solving the minimization program explicitly and make a systematic comparison with the well-known Berger-Tung upper bound [15, Thm 12.1]. It should be mentioned that the symmetry assumption adopted in our setup is not critical for our analysis. It only helps us to present the rate-distortion expressions in explicit forms. We also provide an asymptotic analysis of the upper and lower bounds in the large $L$ limit, extending Oohama's celebrated result [3] for the Gaussian CEO problem.

The rest of this paper is organized as follows. The system model and some preliminaries are presented in Section II. The
main results are stated in Section III while their proofs are given in Sections IV, V and VI. The paper is concluded in Section VII.

Notation: We basically follow the notation in [5]. Specifically, $\mathbb{E}[],.(.)^{T}, \operatorname{tr}($.$) and \operatorname{det}($.$) represent the expecta-$ tion, transpose, trace and determinant operators, respectively. An $L \times L$ diagonal matrix with diagonal entries $\kappa_{1}, \ldots, \kappa_{L}$ is denoted $\operatorname{diag}^{(L)}\left(\kappa_{1}, \ldots, \kappa_{L}\right)$. An $L$-dimensional all-one row vector is written as $\mathbf{1}_{L}$. We use $X^{n}$ as an abbreviation of $\left(X_{1}, \ldots, X_{n}\right)$. For a set $\mathcal{A}$ with elements $a_{1}<\ldots<a_{L}$, $\left(\omega_{a_{\ell}}\right)_{\ell \in \mathcal{A}}$ means $\left(\omega_{a_{1}}, \ldots, \omega_{a_{L}}\right)$. The cardinality of a set $\mathcal{X}$ is denoted $|\mathcal{X}|$. In this paper, the base of the logarithm function is $e$.

## II. System Model

Consider a multi-terminal source coding problem with $L$ distributed encoders and a centralized decoder. There are $L$ sources $\left(X_{1}, \ldots, X_{L}\right) \in \mathbb{R}^{L}$, which form a zero-mean Gaussian vector. The encoders observe the noisy versions of these sources, denoted by $\left(Y_{1}, \ldots, Y_{L}\right) \in \mathbb{R}^{L}$, which can be expressed as

$$
\begin{equation*}
Y_{\ell}=X_{\ell}+Z_{\ell}, \quad \ell \in\{1, \ldots, L\} \tag{1}
\end{equation*}
$$

where $\left(Z_{1}, \ldots, Z_{L}\right)$ is a zero-mean Gaussian random vector independent of $\left(X_{1}, \ldots, X_{L}\right)$. We define $\mathbf{X}:=\left(X_{1}, \ldots\right.$, $\left.X_{L}\right)^{T}, \mathbf{Y}:=\left(Y_{1}, \ldots, Y_{L}\right)^{T}$, and $\mathbf{Z}:=\left(Z_{1}, \ldots, Z_{L}\right)^{T}$. The distributions of $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$ are determined by their covariance matrices $\Sigma_{X}, \Sigma_{Y}$ and $\Sigma_{Z}$, respectively.

The source vector $\mathbf{X}$ together with the noise vector $\mathbf{Z}$ and the corrupted version $\mathbf{Y}$ generates an i.i.d. process $\left\{\left(\mathbf{X}_{i}, \mathbf{Y}_{i}, \mathbf{Z}_{i}\right)\right\}$. Each encoder $\ell \in\{1, \ldots, L\}$ assigns a message $M_{\ell} \in \mathcal{M}_{\ell}$ to its observed sequence $Y_{\ell}^{n}$ using an encoding function $\phi_{\ell}^{(n)}: \mathbb{R}^{n} \rightarrow \mathcal{M}_{\ell}$ such that $M_{\ell}:=\phi_{\ell}^{(n)}\left(Y_{\ell}^{n}\right)$. Given $\left(M_{1}, \ldots, M_{L}\right)$, the decoder produces a reconstruction $\left(\hat{X}_{1}^{n}, \ldots, \hat{X}_{L}^{n}\right):=g^{(n)}\left(M_{1}, \ldots, M_{L}\right)$ using a decoding function $g^{(n)}: \mathcal{M}_{1} \times \ldots \mathcal{M}_{L} \rightarrow \mathbb{R}^{L \times n}$.

Definition 1: A rate-distortion pair $(R, D)$ is said to be achievable if for any $\epsilon>0$, there exist encoding functions $\phi_{\ell}^{(n)}, \ell \in\{1, \cdots, L\}$, and a decoding function $g^{(n)}$ such that

$$
\begin{equation*}
\frac{1}{n} \sum_{\ell=1}^{L} \log \left|\mathcal{M}_{\ell}\right| \leq R+\epsilon \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{n L} \sum_{\ell=1}^{L} \sum_{i=1}^{n} \mathbb{E}\left[\left(X_{\ell, i}-\hat{X}_{\ell, i}\right)^{2}\right] \leq D+\epsilon \tag{3}
\end{equation*}
$$

For every $D$, let $\mathcal{R}(D)$ denote the infimum of $R$ such that $(R, D)$ is achievable. We shall refer to $\mathcal{R}(D)$ as the ratedistortion function.

## A. Preliminaries

For a given $L \times L$ matrix

$$
\Gamma:=\left(\begin{array}{cccc}
\alpha & \beta & \ldots & \beta  \tag{4}\\
\beta & \alpha & \cdots & \beta \\
\vdots & \vdots & \ldots & \vdots \\
\beta & \beta & \cdots & \alpha
\end{array}\right)
$$

it follows by the eigenvalue decomposition that we can write

$$
\begin{equation*}
\Gamma=\Theta \Lambda \Theta^{T} \tag{5}
\end{equation*}
$$

where $\Theta$ is an arbitrary unitary matrix with the first column being $\frac{1}{\sqrt{L}} \mathbf{1}_{L}^{T}$ and

$$
\begin{equation*}
\Lambda:=\operatorname{diag}^{(L)}(\alpha+(L-1) \beta, \alpha-\beta, \ldots, \alpha-\beta) \tag{6}
\end{equation*}
$$

In this work, we assume that the covariance matrix $\Sigma_{*}, * \in$ $\{X, Y, Z\}$, can be written as

$$
\Sigma_{*}:=\left(\begin{array}{cccc}
\sigma_{*}^{2} & \rho_{*} \sigma_{*}^{2} & \cdots & \rho_{*} \sigma_{*}^{2}  \tag{7}\\
\rho_{*} \sigma_{*}^{2} & \sigma_{*}^{2} & \cdots & \rho_{*} \sigma_{*}^{2} \\
\vdots & \vdots & \cdots & \vdots \\
\rho_{*} \sigma_{*}^{2} & \rho_{*} \sigma_{*}^{2} & \cdots & \sigma_{*}^{2}
\end{array}\right)
$$

for some $\sigma_{*}$ and $\rho_{*}$. Therefore, we can write

$$
\begin{equation*}
\Sigma_{*}=\Theta \Lambda_{*} \Theta^{T} \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{*}:=\operatorname{diag}^{(L)}\left(\lambda_{*}, \gamma_{*}, \ldots, \gamma_{*}\right) \tag{9}
\end{equation*}
$$

with

$$
\begin{align*}
\lambda_{*} & :=\left(1+(L-1) \rho_{*}\right) \sigma_{*}^{2}  \tag{10a}\\
\gamma_{*} & :=\left(1-\rho_{*}\right) \sigma_{*}^{2} \tag{10b}
\end{align*}
$$

Note that it suffices to specify $\Sigma_{X}$ and $\Sigma_{Y}$ since $\Sigma_{Y}=\Sigma_{X}+$ $\Sigma_{Z}$ (i.e., $\sigma_{Y}^{2}=\sigma_{X}^{2}+\sigma_{Z}^{2}$ and $\rho_{Y} \sigma_{Y}^{2}=\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}$ ). It is also clear that $\lambda_{Y}=\lambda_{X}+\lambda_{Z}$ and $\gamma_{Y}=\gamma_{X}+\gamma_{Z}$. To ensure that the covariance matrices are positive semi-definite and the source vector $\mathbf{X}$ is not deterministic, we assume $\sigma_{X}^{2}>0$, $\sigma_{Z}^{2} \geq 0, \rho_{X} \in\left[-\frac{1}{L-1}, 1\right]$ and $\rho_{Z} \in\left[-\frac{1}{L-1}, 1\right]$; we further assume $\Sigma_{Y}$ is positive definite, i.e., $\min \left(\lambda_{Y}, \gamma_{Y}\right)>0$.

## III. Main Results

First, we review some results of [5]. The following theorem gives an upper bound on the rate-distortion function $\mathcal{R}(D)$. Let

$$
\begin{equation*}
d_{\min }:=\frac{\lambda_{X} \lambda_{Z}}{L \lambda_{Y}}+\frac{(L-1) \gamma_{X} \gamma_{Z}}{L \gamma_{Y}} \tag{11}
\end{equation*}
$$

and

$$
\begin{align*}
\overline{\mathcal{R}}(D):= & \frac{1}{2} \log \left(1+\frac{\lambda_{Y}}{\lambda_{Q}}\right) \\
& +\frac{L-1}{2} \log \left(1+\frac{\gamma_{Y}}{\lambda_{Q}}\right) \tag{12}
\end{align*}
$$

where $\lambda_{Q}$ is a positive number satisfying

$$
\begin{align*}
& \lambda_{X}\left(1-\frac{\lambda_{X}}{\lambda_{Y}+\lambda_{Q}}\right) \\
& \quad+(L-1) \gamma_{X}\left(1-\frac{\gamma_{X}}{\gamma_{Y}+\lambda_{Q}}\right)=L D \tag{13}
\end{align*}
$$

Theorem 1 (Upper Bound of Thm 2 in [5]): For $D \in$ $\left(d_{\min }, \sigma_{X}^{2}\right)$, we have

$$
\begin{equation*}
\mathcal{R}(D) \leq \overline{\mathcal{R}}(D) \tag{14}
\end{equation*}
$$

Sketch of Proof of Theorem 1: See Appendix A.

Remark 1: It can be observed that $\overline{\mathcal{R}}(D)$, given in (12), is expressed as the sum of two terms. These two terms correspond to the compression rates required for the larger eigenvalue $\lambda_{Y}$ and the smaller eigenvalue $\gamma_{Y}$, respectively. The second term has the coefficient $L-1$, which is consistent with the fact that the eigenvalue $\gamma_{Y}$ appears $L-1$ times in the diagonal matrix $\Lambda_{Y}$. A similar observation can be made for the distortion expression as given in (13).

Next, we review a result of [5], which provides a lower bound on the rate-distortion function $\mathcal{R}(D)$ in the form of a minimization program. Define

$$
\begin{align*}
\Omega(\alpha, \beta, \delta):= & \frac{1}{2} \log \frac{\lambda_{Y}^{2}}{\left(\lambda_{Y}-\lambda_{W}\right) \alpha+\lambda_{Y} \lambda_{W}} \\
& +\frac{L-1}{2} \log \frac{\gamma_{Y}^{2}}{\left(\gamma_{Y}-\lambda_{W}\right) \beta+\gamma_{Y} \lambda_{W}} \\
& +\frac{L}{2} \log \frac{\lambda_{W}}{\delta} \tag{15}
\end{align*}
$$

where $\lambda_{W}=\min \left(\lambda_{Y}, \gamma_{Y}\right)$. Let $\underline{\mathcal{R}}(D)$ be the solution of the following optimization problem:

$$
\begin{align*}
\underline{\mathcal{R}}(D):=\min _{\alpha, \beta, \delta} & \Omega(\alpha, \beta, \delta),  \tag{16a}\\
& 0<\alpha \leq \lambda_{Y},  \tag{16b}\\
& 0<\beta \leq \gamma_{Y},  \tag{16c}\\
& 0<\delta,  \tag{16d}\\
& \delta \leq\left(\alpha^{-1}+\lambda_{W}^{-1}-\lambda_{Y}^{-1}\right)^{-1},  \tag{16e}\\
& \delta \leq\left(\beta^{-1}+\lambda_{W}^{-1}-\gamma_{Y}^{-1}\right)^{-1},  \tag{16f}\\
& \lambda_{X}^{2} \lambda_{Y}^{-2} \alpha+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2} \beta+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right) \leq L D \tag{16~g}
\end{align*}
$$

Theorem 2 (Lower Bound of Thm 2 in [5]): For $D \in$ $\left(d_{\min }, \sigma_{X}^{2}\right)$, we have

$$
\begin{equation*}
\mathcal{R}(D) \geq \underline{\mathcal{R}}(D) \tag{17}
\end{equation*}
$$

Sketch of Proof of Theorem 2: See Appendix B.
In the following, we derive the explicit solution of the above program. Define the following rate-distortion expressions:

$$
\begin{align*}
& \underline{\mathcal{R}}^{c}(D):=\left\{\begin{array}{lll}
\underline{\mathcal{R}}_{1}^{c}(D) & \text { if } & D \leq \mathrm{D}_{\mathrm{th}}^{c}, \\
\underline{\mathcal{R}}_{2}^{c}(D) & \text { if } & D>\mathrm{D}_{\mathrm{th}}^{c},
\end{array}\right.  \tag{18}\\
& \underline{\hat{\mathcal{R}}}^{c}(D):=\left\{\begin{array}{lll}
\hat{\mathcal{R}}_{1}^{c}(D) & \text { if } & D \leq \hat{\mathrm{D}}_{\mathrm{th}}^{c}, \\
\underline{\hat{\mathcal{R}}}_{2}^{c}(D) & \text { if } & D>\hat{\mathrm{D}}_{\mathrm{th}}^{c},
\end{array}\right. \tag{19}
\end{align*}
$$

where

$$
\begin{align*}
\underline{\mathcal{R}}_{1}^{c}(D):= & \frac{L+1}{2} \log (L+1) \gamma_{X}^{2} \gamma_{Y}^{-1}\left(L D-\lambda_{X}\right. \\
& -(L-1)\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right) \\
& \left.+\lambda_{X}^{2} \lambda_{Y}^{-2}\left(\lambda_{Y}+\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}\right)\right)^{-1} \\
& +\frac{1}{2} \log \lambda_{X}^{2} \gamma_{X}^{-2}\left(\lambda_{Y} \gamma_{Y}^{-1}-1\right)^{-1} \\
& +\frac{L}{2} \log \frac{L-1}{L},  \tag{20}\\
\underline{\mathcal{R}}_{1}^{c}(D):= & \frac{2 L-1}{2} \log (2 L-1) \lambda_{X}^{2} \lambda_{Y}^{-1}\left(L D-\lambda_{X}\right.
\end{align*}
$$

$$
\begin{align*}
& -(L-1)\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)+\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& \left.+(L-1) \gamma_{X}^{2} \gamma_{Y}^{-2}\left(\lambda_{Y}^{-1}-\gamma_{Y}^{-1}\right)^{-1}\right)^{-1} \\
& +\frac{L-1}{2} \log \gamma_{X}^{2} \lambda_{X}^{-2}\left(\gamma_{Y} \lambda_{Y}^{-1}-1\right)^{-1} \\
& +\frac{L}{2} \log \frac{1}{L},  \tag{21}\\
\underline{\mathcal{R}}_{2}^{c}(D):= & \frac{L}{2} \log \frac{(L-1) \gamma_{X}^{2} \gamma_{Y}^{-1}}{L D-\lambda_{X}-(L-1)\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)}, \\
\underline{\hat{\mathcal{R}}}_{2}^{c}(D):= & \frac{L}{2} \log \frac{\lambda_{X}^{2} \lambda_{Y}^{-1}}{L D-\lambda_{X}-(L-1) \gamma_{X}+\lambda_{X}^{2} \lambda_{Y}^{-1}}, \tag{22}
\end{align*}
$$

and

$$
\begin{align*}
\mathrm{D}_{\mathrm{th}}^{c}:= & \lambda_{X}^{2}\left(\lambda_{Y}-\gamma_{Y}\right)^{-1} \\
& +\frac{1}{L}\left((L-1) \gamma_{X}^{2}\left(\gamma_{X}^{-1}-\gamma_{Y}^{-1}\right)+\lambda_{X}\right),  \tag{24}\\
\hat{\mathrm{D}}_{\mathrm{th}}^{c}:= & \gamma_{X}^{2}\left(\gamma_{Y}-\lambda_{Y}\right)^{-1} \\
& +\frac{1}{L}\left((L-1) \gamma_{X}+\lambda_{X}^{2}\left(\lambda_{X}^{-1}-\lambda_{Y}^{-1}\right)\right) \tag{25}
\end{align*}
$$

Moreover, define the following parameters:

$$
\begin{align*}
\mu_{1} & :=\frac{1}{2}-\frac{1}{2} \sqrt{1-\frac{4 L}{L-1} \lambda_{X}^{2} \lambda_{Y}^{-2} \gamma_{X}^{-2} \gamma_{Y}^{2}}  \tag{26}\\
\mu_{2} & :=\frac{1}{2}+\frac{1}{2} \sqrt{1-\frac{4 L}{L-1} \lambda_{X}^{2} \lambda_{Y}^{-2} \gamma_{X}^{-2} \gamma_{Y}^{2}}  \tag{27}\\
\nu_{1} & :=\frac{1}{2}-\frac{1}{2} \sqrt{1-4 L \gamma_{X}^{2} \lambda_{Y}^{2} \lambda_{X}^{-2} \gamma_{Y}^{-2}}  \tag{28}\\
\nu_{2} & :=\frac{1}{2}+\frac{1}{2} \sqrt{1-4 L \gamma_{X}^{2} \lambda_{Y}^{2} \lambda_{X}^{-2} \gamma_{Y}^{-2}} \tag{29}
\end{align*}
$$

and

$$
\begin{align*}
\mathrm{D}_{\mathrm{th}, 1}:= & \frac{1}{L}\left(\lambda_{X}+(L-1) \gamma_{X}-\lambda_{X}^{2}\left(\lambda_{Y}-\gamma_{Y}\right)^{-1}\right. \\
& +(L-1) \gamma_{X}^{2}\left(\lambda_{Y}-\gamma_{Y}\right)^{-1} \\
& -\mu_{2}(L-1) \gamma_{X}^{2} \gamma_{Y}^{-1}\left(1-\gamma_{Y} \lambda_{Y}^{-1}\right)^{-1} \\
& \left.+\frac{1}{\mu_{2}} \lambda_{X}^{2} \lambda_{Y}^{-1}\left(\lambda_{Y} \gamma_{Y}^{-1}-1\right)^{-1}\right),  \tag{30}\\
\mathrm{D}_{\mathrm{th}, 2}:= & \frac{1}{L}\left(\lambda_{X}+(L-1) \gamma_{X}-\lambda_{X}^{2}\left(\lambda_{Y}-\gamma_{Y}\right)^{-1}\right. \\
& +(L-1) \gamma_{X}^{2}\left(\lambda_{Y}-\gamma_{Y}\right)^{-1} \\
& -\mu_{1}(L-1) \gamma_{X}^{2} \gamma_{Y}^{-1}\left(1-\gamma_{Y} \lambda_{Y}^{-1}\right)^{-1} \\
& \left.+\frac{1}{\mu_{1}} \lambda_{X}^{2} \lambda_{Y}^{-1}\left(\lambda_{Y} \gamma_{Y}^{-1}-1\right)^{-1}\right),  \tag{31}\\
\hat{\mathrm{D}}_{\mathrm{th}, 1}:= & \frac{1}{L}\left(\lambda_{X}+(L-1) \gamma_{X}-\lambda_{X}^{2}\left(\lambda_{Y}-\gamma_{Y}\right)^{-1}\right. \\
& +(L-1) \gamma_{X}^{2}\left(\lambda_{Y}-\gamma_{Y}\right)^{-1} \\
& -\frac{1}{\nu_{2}}(L-1) \gamma_{X}^{2} \gamma_{Y}^{-1}\left(1-\gamma_{Y} \lambda_{Y}^{-1}\right)^{-1} \\
& \left.+\nu_{2} \lambda_{X}^{2} \lambda_{Y}^{-1}\left(\lambda_{Y} \gamma_{Y}^{-1}-1\right)^{-1}\right),  \tag{32}\\
\hat{\mathrm{D}}_{\mathrm{th}, 2}:= & \frac{1}{L}\left(\lambda_{X}+(L-1) \gamma_{X}-\lambda_{X}^{2}\left(\lambda_{Y}-\gamma_{Y}\right)^{-1}\right. \\
& +(L-1) \gamma_{X}^{2}\left(\lambda_{Y}-\gamma_{Y}\right)^{-1} \\
& -\frac{1}{\nu_{1}}(L-1) \gamma_{X}^{2} \gamma_{Y}^{-1}\left(1-\gamma_{Y} \lambda_{Y}^{-1}\right)^{-1} \\
& \left.+\nu_{1} \lambda_{X}^{2} \lambda_{Y}^{-1}\left(\lambda_{Y} \gamma_{Y}^{-1}-1\right)^{-1}\right) . \tag{33}
\end{align*}
$$

Theorem 3 (Lower Bound): The lower bound $\underline{\mathcal{R}}(D)$ is completely characterized as follows.

- $\lambda_{Y} \geq \gamma_{Y}$ :

1) If $\lambda_{X}^{2} \gamma_{Y}^{2} \geq \frac{L-1}{4 L} \gamma_{X}^{2} \lambda_{Y}^{2}$ or if $\lambda_{X}^{2} \gamma_{Y}^{2}<\frac{L-1}{4 L} \gamma_{X}^{2} \lambda_{Y}^{2}$ and $\mu_{2} \leq \frac{\gamma_{Y}}{\lambda_{Y}}$, then for $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$, we have

$$
\begin{equation*}
\underline{\mathcal{R}}(D)=\overline{\mathcal{R}}(D) . \tag{34}
\end{equation*}
$$

2) If $\lambda_{X}^{2} \gamma_{Y}^{2}<\frac{L-1}{4 L} \gamma_{X}^{2} \lambda_{Y}^{2}, \mu_{1} \leq \frac{\gamma_{Y}}{\lambda_{Y}}$ and $\frac{\gamma_{Y}}{\lambda_{Y}}<\mu_{2}<$ 1 , then for $D \in\left(d_{\text {min }}, \sigma_{X}^{2}\right)$, we have

$$
\underline{\mathcal{R}}(D)= \begin{cases}\overline{\mathcal{R}}(D), & D \leq \mathrm{D}_{\mathrm{th}, 1}  \tag{35}\\ \underline{\mathcal{R}}^{c}(D), & D>\mathrm{D}_{\mathrm{th}, 1}\end{cases}
$$

3) If $\lambda_{X}^{2} \gamma_{Y}^{2}<\frac{L-1}{4 L} \gamma_{X}^{2} \lambda_{Y}^{2}, \mu_{1}>\frac{\gamma_{Y}}{\lambda_{Y}}$ and $\mu_{2}<1$, then for $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$, we have

$$
\underline{\mathcal{R}}(D)= \begin{cases}\overline{\mathcal{R}}(D), & D \leq \mathrm{D}_{\mathrm{th}, 1}  \tag{36}\\ \underline{\mathcal{R}}^{c}(D), & \mathrm{D}_{\mathrm{th}, 1}<D<\mathrm{D}_{\mathrm{th}, 2} \\ \overline{\mathcal{R}}(D), & D \geq \mathrm{D}_{\mathrm{th}, 2}\end{cases}
$$

4) If $\lambda_{X}^{2} \gamma_{Y}^{2}<\frac{L-1}{4 L} \gamma_{X}^{2} \lambda_{Y}^{2}, \mu_{1}=0$ and $\mu_{2}=1$ (or equivalently, if $\left.\lambda_{X}=0\right)$, then for $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$, we have

$$
\begin{equation*}
\underline{\mathcal{R}}(D)=\underline{\mathcal{R}}^{c}(D) \tag{37}
\end{equation*}
$$

- $\gamma_{Y} \geq \lambda_{Y}$ :

1) If $\gamma_{X}^{2} \lambda_{Y}^{2} \geq \frac{1}{4 L} \lambda_{X}^{2} \gamma_{Y}^{2}$ or if $\gamma_{X}^{2} \lambda_{Y}^{2}<\frac{1}{4 L} \lambda_{X}^{2} \gamma_{Y}^{2}$ and $\nu_{2} \leq \frac{\lambda_{Y}}{\gamma_{Y}}$, then for $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$, we have

$$
\begin{equation*}
\underline{\mathcal{R}}(D)=\overline{\mathcal{R}}(D) . \tag{38}
\end{equation*}
$$

2) If $\gamma_{X}^{2} \lambda_{Y}^{2}<\frac{1}{4 L} \lambda_{X}^{2} \gamma_{Y}^{2}, \nu_{1} \leq \frac{\lambda_{Y}}{\gamma_{Y}}$ and $\frac{\lambda_{Y}}{\gamma_{Y}}<\nu_{2}<1$, then for $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$, we have

$$
\underline{\mathcal{R}}(D)= \begin{cases}\overline{\mathcal{R}}(D), & D \leq \hat{\mathrm{D}}_{\mathrm{th}, 1}  \tag{39}\\ \underline{\hat{\mathcal{R}}}^{c}(D), & D>\hat{\mathrm{D}}_{\mathrm{th}, 1}\end{cases}
$$

3) If $\gamma_{X}^{2} \lambda_{Y}^{2}<\frac{1}{4 L} \lambda_{X}^{2} \gamma_{Y}^{2}, \nu_{1}>\frac{\lambda_{Y}}{\gamma_{Y}}$ and $\nu_{2}<1$, then for $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$, we have

$$
\underline{\mathcal{R}}(D)= \begin{cases}\overline{\mathcal{R}}(D), & D \leq \hat{\mathrm{D}}_{\mathrm{th}, 1}  \tag{40}\\ \hat{\mathcal{R}}^{c}(D), & \hat{\mathrm{D}}_{\mathrm{th}, 1}<D<\hat{\mathrm{D}}_{\mathrm{th}, 2} \\ \overline{\mathcal{R}}(D), & D \geq \hat{\mathrm{D}}_{\mathrm{th}, 2}\end{cases}
$$

4) If $\gamma_{X}^{2} \lambda_{Y}^{2}<\frac{1}{4 L} \lambda_{X}^{2} \gamma_{Y}^{2}, \nu_{1}=0$ and $\nu_{2}=1$ (or equivalently, if $\left.\gamma_{X}=0\right)$, then for $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$, we have

$$
\begin{equation*}
\underline{\mathcal{R}}(D)=\underline{\hat{\mathcal{R}}}^{c}(D) \tag{41}
\end{equation*}
$$

Proof: See Section IV.
According to Theorem 3, under some conditions, the lower bound $\underline{\mathcal{R}}(D)$ matches the upper bound $\overline{\mathcal{R}}(D)$. The gap between the lower and upper bounds will be investigated in the following example for some values of the parameters.

Example 1: In this example, we compare the upper bound $\overline{\mathcal{R}}(D)$ with the lower bound $\underline{\mathcal{R}}(D)$. We set $L=10$. In Fig. 1a and Fig. 1b, we plot $\overline{\mathcal{R}}(D)$ and $\underline{\mathcal{R}}(D)$ with $D \in\left(d_{\text {min }}, \sigma_{X}^{2}\right)$ for the following three cases.

- Case 1: $\lambda_{X}=0.8, \gamma_{X}=1, \lambda_{Y}=5$, and $\gamma_{Y}=4$. In this case, we have $d_{\min }=0.7422$ and $\sigma_{X}^{2}=0.98$. As can be seen from the figure, $\underline{\mathcal{R}}(D)$ coincides with $\overline{\mathcal{R}}(D)$ for all $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$, so $\mathcal{R}(D)$ is completely determined.
- Case 2: $\lambda_{X}=0.5, \gamma_{X}=1, \lambda_{Y}=6$, and $\gamma_{Y}=3$. In this case, we have $d_{\min } \approx 0.646, \mathrm{D}_{\text {th }, 1} \approx 0.691$, $\mathrm{D}_{\mathrm{th}}^{c} \approx 0.733$ and $\sigma_{X}^{2}=0.95$. As can be observed from both figures, $\underline{\mathcal{R}}(D)$ coincides with $\overline{\mathcal{R}}(D)$ for $D \in$ ( $\left.d_{\text {min }}, \mathrm{D}_{\mathrm{th}, 1}\right]$ and consequently $\mathcal{R}(D)$ is determined over this interval (see the diamond-line portion of Fig. 1b). For $D \in\left(\mathrm{D}_{\mathrm{th}, 1}, \mathrm{D}_{\mathrm{th}}^{c}\right], \underline{\mathcal{R}}(D)$ is characterized by $\underline{\mathcal{R}}_{1}^{c}(D)$ (see the plus-line portion of Fig. 1b). For $D \in\left(\mathrm{D}_{\mathrm{th}}^{c}, \sigma_{X}^{2}\right)$, $\underline{\mathcal{R}}(D)$ is characterized by $\underline{\mathcal{R}}_{2}^{c}(D)$ (see the cross-line portion of Fig. 1b).
- Case 3: $\lambda_{X}=1, \gamma_{X}=0.45, \lambda_{Y}=12$, and $\gamma_{Y}=2.4$. In this case, we have $d_{\text {min }}=0.4207, \mathrm{D}_{\mathrm{th}, 1} \approx 0.453$, $\mathrm{D}_{\mathrm{th}, 2} \approx 0.489$ and $\sigma_{X}^{2}=0.505$. For $D \in\left(d_{\min }, \mathrm{D}_{\mathrm{th}, 1}\right]$ and $D \in\left[\mathrm{D}_{\mathrm{th}, 2}, \sigma_{X}^{2}\right), \underline{\mathcal{R}}(D)$ coincides with $\overline{\mathcal{R}}(D)$ and consequently $\mathcal{R}(D)$ is determined over these two intervals (see the circle-line portion of Fig. 1b). For $D \in\left(\mathrm{D}_{\mathrm{th}, 1}, \mathrm{D}_{\mathrm{th}, 2}\right)$, $\underline{\mathcal{R}}(D)$ is characterized by $\underline{\mathcal{R}}_{1}^{c}(D)$ (see the pentagonal-line portion of Fig. 1b).
As can be observed from Fig. 1a and Fig. 1b, there exists a gap between $\overline{\mathcal{R}}(D)$ and $\underline{\mathcal{R}}(D)$ in Cases 2 and 3. We plot this gap, denoted by $\Delta_{R}(D)$, with $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$ for these two cases in Fig. 1c and Fig. 1d, respectively.

Now, we proceed to study the asymptotic behavior of the rate-distortion bounds $\overline{\mathcal{R}}(D)$ and $\underline{\mathcal{R}}(D)$ when $L$ tends to infinity. In the discussion below, it is necessary to assume that $\rho_{X}, \rho_{Z} \in[0,1]$. First, we perform the asymptotic analysis for $\overline{\mathcal{R}}(D)$. Define

$$
\begin{align*}
d_{\min }^{\infty} & := \begin{cases}\frac{\sigma_{X}^{2} \sigma_{Z}^{2}}{\sigma_{X}^{2}+\sigma_{Z}^{2}}, & \rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}=0 \\
\frac{\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}}{\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}}+\gamma_{X} \gamma_{Z} \gamma_{Y}^{-1} \\
\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0\end{cases}  \tag{42}\\
\mathrm{D}_{\mathrm{th}, 0}^{\infty} & :=\frac{\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}}{\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}}+\gamma_{X}  \tag{43}\\
\xi & :=\left(\frac{\rho_{X}}{1-\rho_{X}}\right) \cdot\left(\frac{1-\rho_{Y}}{\rho_{Y}}\right) \tag{44}
\end{align*}
$$

and

$$
\begin{align*}
\overline{\mathcal{R}}^{\infty}(D):= & \frac{L}{2} \log \frac{\sigma_{X}^{4}}{\left(\sigma_{X}^{2}+\sigma_{Z}^{2}\right) D-\sigma_{X}^{2} \sigma_{Z}^{2}}  \tag{45}\\
\overline{\mathcal{R}}_{1}^{\infty}(D):= & \frac{L}{2} \log \frac{\gamma_{X}^{2} \gamma_{Y}^{-1}}{D-d_{\min }^{\infty}}+\frac{1}{2} \log L \\
& +\frac{1}{2} \log \frac{\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(\mathrm{D}_{\mathrm{th}, 0}^{\infty}-D\right)}{\gamma_{X}^{2}} \\
& +\frac{\left(\mathrm{D}_{\mathrm{th}, 0}^{\infty}-\xi \gamma_{X}^{2} \gamma_{Y}^{-1}-D\right)^{2}}{2\left(\mathrm{D}_{\mathrm{th}, 0}^{\infty}-D\right)\left(D-d_{\min }^{\infty}\right)} \\
& +O\left(\frac{1}{L}\right)  \tag{46}\\
\overline{\mathcal{R}}_{2}^{\infty}(D):= & \frac{1}{2} \xi \sqrt{L}+\frac{1}{4} \log L+\frac{1}{2} \log \left(\frac{\rho_{X}}{1-\rho_{X}}\right)
\end{align*}
$$



Fig. 1. (a) Upper bound $\overline{\mathcal{R}}(D)$ with $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$ for the three cases. (b) Lower bound $\underline{\mathcal{R}}(D)$ with $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$ for the three cases. (c) $\Delta_{R}(D)$ with $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$ for Case 2. (d) $\Delta_{R}(D)$ with $D \in\left(d_{\min }, \sigma_{X}^{2}\right)$ for Case 3 .

$$
\begin{align*}
& -\frac{\xi\left(\rho_{X} \gamma_{X}-\gamma_{Z}+\left(1-\rho_{X}^{2}\right) \sigma_{Z}^{2}\right)}{4 \gamma_{X}\left(\rho_{X}^{2} \sigma_{X}^{2}+\rho_{X} \rho_{Z} \sigma_{Z}^{2}\right)} \\
& +O\left(\frac{1}{\sqrt{L}}\right)  \tag{47}\\
\overline{\mathcal{R}}_{3}^{\infty}(D):= & \frac{1}{2} \log \frac{\rho_{X}^{2} \sigma_{X}^{4}}{\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(D-\mathrm{D}_{\mathrm{th}, 0}^{\infty}\right)} \\
& +\frac{\left(1-\rho_{Y}\right)\left(\sigma_{X}^{2}-D\right)}{2 \rho_{Y}\left(D-\mathrm{D}_{\mathrm{th}, 0}^{\infty}\right)}+O\left(\frac{1}{L}\right) \tag{48}
\end{align*}
$$

Theorem 4 (Asymptotic Expression of Upper Bound):

1) If $\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}=0$, then for $D \in\left(d_{\min }^{\infty}, \sigma_{X}^{2}\right)$, we have

$$
\begin{equation*}
\overline{\mathcal{R}}(D)=\overline{\mathcal{R}}^{\infty}(D) \tag{49}
\end{equation*}
$$

2) If $\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0$, then for $D \in\left(d_{\min }^{\infty}, \sigma_{X}^{2}\right)$, we have

$$
\overline{\mathcal{R}}(D)= \begin{cases}\overline{\mathcal{R}}_{1}^{\infty}(D), & D<\mathrm{D}_{\mathrm{th}, 0}^{\infty}  \tag{50}\\ \overline{\mathcal{R}}_{2}^{\infty}(D), & D=\mathrm{D}_{\mathrm{th}, 0}^{\infty} \\ \overline{\mathcal{R}}_{3}^{\infty}(D), & D>\mathrm{D}_{\mathrm{th}, 0}^{\infty}\end{cases}
$$

Proof: See Section V.
Next, we perform the asymptotic analysis for $\underline{\mathcal{R}}(D)$. Define

$$
\begin{align*}
\mathrm{D}_{\mathrm{th}, 1}^{\infty}:= & \frac{\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}}{\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}}+\gamma_{X} \\
& -\frac{1+\sqrt{1-4 \xi^{2}}}{2} \gamma_{X}^{2} \gamma_{Y}^{-1}  \tag{51}\\
\mathrm{D}_{\mathrm{th}, 2}^{\infty}:= & \frac{\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}}{\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}}+\gamma_{X} \\
& -\frac{1-\sqrt{1-4 \xi^{2}}}{2} \gamma_{X}^{2} \gamma_{Y}^{-1} \tag{52}
\end{align*}
$$

and

$$
\begin{align*}
\underline{\mathcal{R}}_{1}^{\infty}(D):= & \frac{L+1}{2} \log \frac{\gamma_{X}^{2} \gamma_{Y}^{-1}}{D-d_{\min }^{\infty}}+\frac{1}{2} \log L \\
& +\frac{1}{2} \frac{(1-2 \xi) \gamma_{X}^{2} \gamma_{Y}^{-1}}{D-d_{\min }^{\infty}} \\
& +\frac{1}{2} \log \frac{\rho_{X}^{2}\left(1-\rho_{Y}\right)}{\left(1-\rho_{X}\right)^{2} \rho_{Y}}+O\left(\frac{1}{L}\right)  \tag{53}\\
\underline{\mathcal{R}}_{2}^{\infty}(D):= & \frac{L}{2} \log \frac{\sigma_{X}^{4}}{\gamma_{Y} D-\sigma_{X}^{2} \gamma_{Z}} \\
& -\frac{1}{2} \frac{D-\sigma_{X}^{2}}{D-\sigma_{X}^{2}+\sigma_{X}^{4} \gamma_{Y}^{-1}}+O\left(\frac{1}{L}\right) . \tag{54}
\end{align*}
$$

Theorem 5 (Asymptotic Expression of Lower Bound):

1) If $\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}=0$, then for $D \in\left(d_{\min }^{\infty}, \sigma_{X}^{2}\right)$, we have

$$
\begin{equation*}
\underline{\mathcal{R}}(D)=\overline{\mathcal{R}}^{\infty}(D) . \tag{55}
\end{equation*}
$$

2) If $\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0, \rho_{X}>0$ and $\xi \geq \frac{1}{2}$, then for $D \in\left(d_{\text {min }}^{\infty}, \sigma_{X}^{2}\right)$, we have

$$
\underline{\mathcal{R}}(D)= \begin{cases}\overline{\mathcal{R}}_{1}^{\infty}(D), & D<\mathrm{D}_{\mathrm{th}, 0}^{\infty}  \tag{56}\\ \overline{\mathcal{R}}_{2}^{\infty}(D), & D=\mathrm{D}_{\mathrm{th}, 0}^{\infty} \\ \overline{\mathcal{R}}_{3}^{\infty}(D), & D>\mathrm{D}_{\mathrm{th}, 0}^{\infty}\end{cases}
$$

3) If $\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0, \rho_{X}>0$ and $\xi<\frac{1}{2}$, then for $D \in\left(d_{\text {min }}^{\infty}, \sigma_{X}^{2}\right)$, we have

$$
\underline{\mathcal{R}}(D)= \begin{cases}\overline{\mathcal{R}}_{1}^{\infty}(D), & D \leq \mathrm{D}_{\mathrm{th}, 1}^{\infty}  \tag{57}\\ \underline{\mathcal{R}}_{1}^{\infty}(D), & \mathrm{D}_{\mathrm{th}, 1}^{\infty}<D<\mathrm{D}_{\mathrm{th}, 2}^{\infty} \\ \overline{\mathcal{R}}_{1}^{\infty}(D), & \mathrm{D}_{\mathrm{th}, 2}^{\infty} \leq D<\mathrm{D}_{\mathrm{th}, 0}^{\infty} \\ \overline{\mathcal{R}}_{2}^{\infty}(D), & D=\mathrm{D}_{\mathrm{th}, 0}^{\infty} \\ \overline{\mathcal{R}}_{3}^{\infty}(D), & D>\mathrm{D}_{\mathrm{th}, 0}^{\infty}\end{cases}
$$



Fig. 2. $\Delta_{R}^{\infty}(D)$ with $\rho_{X}=0.3, \sigma_{X}^{2}=1, \rho_{Y}=0.5, \sigma_{Y}^{2}=5$ and $D \in\left(\mathrm{D}_{\mathrm{th}, 1}^{\infty}, \mathrm{D}_{\mathrm{th}, 2}^{\infty}\right)$, where $\mathrm{D}_{\mathrm{th}, 1}^{\infty} \approx 0.816$ and $\mathrm{D}_{\mathrm{th}, 2}^{\infty} \approx 0.917$.
4) If $\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0$ and $\rho_{X}=0$, then for $D \in$ $\left(d_{\text {min }}^{\infty}, \sigma_{X}^{2}\right)$, we have

$$
\begin{equation*}
\underline{\mathcal{R}}(D)=\underline{\mathcal{R}}_{2}^{\infty}(D) \tag{58}
\end{equation*}
$$

Proof: See Section VI.
The following corollary provides the (asymptotic) gap between $\overline{\mathcal{R}}(D)$ and $\underline{\mathcal{R}}(D)$. Define

$$
\begin{align*}
\Delta_{R}^{(\infty)}(D):= & \frac{\left(\mathrm{D}_{\mathrm{th}, 1}^{\infty}-D\right)\left(\mathrm{D}_{\mathrm{th}, 2}^{\infty}-D\right)}{2\left(\mathrm{D}_{\mathrm{th}, 0}^{\infty}-D\right)\left(D-d_{\mathrm{min}}^{\infty}\right)} \\
& +\frac{1}{2} \log \frac{\gamma_{Y}^{2}}{\xi^{2} \gamma_{X}^{4}}\left(\mathrm{D}_{\mathrm{th}, 0}^{\infty}-D\right)\left(D-d_{\min }^{\infty}\right) \tag{59}
\end{align*}
$$

Corollary 1: The gap between $\overline{\mathcal{R}}(D)$ and $\underline{\mathcal{R}}(D)$ is given as follows.

1) If $\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}=0$, then for $D \in\left(d_{\min }^{\infty}, \sigma_{X}^{2}\right)$, we have

$$
\begin{equation*}
\overline{\mathcal{R}}(D)-\underline{\mathcal{R}}(D)=0 . \tag{60}
\end{equation*}
$$

2) If $\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0, \rho_{X}>0$ and $\xi \geq \frac{1}{2}$, then for $D \in\left(d_{\text {min }}^{\infty}, \sigma_{X}^{2}\right)$, we have

$$
\begin{equation*}
\overline{\mathcal{R}}(D)-\underline{\mathcal{R}}(D)=0 . \tag{61}
\end{equation*}
$$

3) If $\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0, \rho_{X}>0$ and $\xi<\frac{1}{2}$, then for $D \in\left(d_{\min }^{\infty}, \sigma_{X}^{2}\right)$, we have

$$
\begin{align*}
& \lim _{L \rightarrow \infty} \overline{\mathcal{R}}(D)-\underline{\mathcal{R}}(D) \\
& \quad= \begin{cases}0, & D \leq \mathrm{D}_{\mathrm{th}, 1}^{\infty} \quad \text { or } \quad D \geq \mathrm{D}_{\mathrm{th}, 2}^{\infty} \\
\Delta_{R}^{\infty}(D), & \mathrm{D}_{\mathrm{th}, 1}^{\infty}<D<\mathrm{D}_{\mathrm{th}, 2}^{\infty}\end{cases} \tag{62}
\end{align*}
$$

4) If $\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0$ and $\rho_{X}=0$, then for $D \in$ $\left(d_{\text {min }}^{\infty}, \sigma_{X}^{2}\right)$, we have

$$
\begin{equation*}
\overline{\mathcal{R}}(D)-\underline{\mathcal{R}}(D)=O(\log L) . \tag{63}
\end{equation*}
$$

As can be seen from the above corollary, under the third condition, the lower and upper bounds asymptotically match for all $D$ except when $\mathrm{D}_{\mathrm{th}, 1}^{\infty}<D<\mathrm{D}_{\mathrm{th}, 2}^{\infty}$. Fig. 2 plots the function $\Delta_{R}^{(\infty)}(D)$, which characterizes the asymptotic gap between $\overline{\mathcal{R}}(D)$ and $\underline{\mathcal{R}}(D)$ (as $L$ tends to infinity) in the interval $\mathrm{D}_{\mathrm{th}, 1}^{\infty}<D<\mathrm{D}_{\mathrm{th}, 2}^{\infty}$, for some values of parameters.

## IV. Proof of Theorem 3

Before starting the proof, we introduce another representation of $\overline{\mathcal{R}}(D)$ (defined in (12)-(13)) which will be repeatedly used in the sequel. Define

$$
\begin{align*}
& \lambda_{I}^{-1}:=\lambda_{Y}^{-1}+\lambda_{Q}^{-1}  \tag{64}\\
& \gamma_{I}^{-1}:=\gamma_{Y}^{-1}+\lambda_{Q}^{-1} \tag{65}
\end{align*}
$$

Corollary 2: $\overline{\mathcal{R}}(D)$ can be alternatively expressed as

$$
\begin{align*}
\overline{\mathcal{R}}(D)= & \frac{1}{2} \log \left(\lambda_{I}^{-1} \lambda_{Y}\right) \\
& +\frac{L-1}{2} \log \left(1+\gamma_{Y}\left(\lambda_{I}^{-1}-\lambda_{Y}^{-1}\right)\right), \tag{66}
\end{align*}
$$

where

$$
\begin{align*}
& \lambda_{X}^{2} \lambda_{Y}^{-2} \lambda_{I}+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& \quad+(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2}\left(\lambda_{I}^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}\right) \\
& \quad+(L-1)\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)=L D \tag{67}
\end{align*}
$$

or in the following form

$$
\begin{align*}
\overline{\mathcal{R}}(D)= & \frac{1}{2} \log \left(1+\lambda_{Y}\left(\gamma_{I}^{-1}-\gamma_{Y}^{-1}\right)\right) \\
& +\frac{L-1}{2} \log \left(\gamma_{I}^{-1} \gamma_{Y}\right), \tag{68}
\end{align*}
$$

where

$$
\begin{align*}
& \lambda_{X}^{2} \lambda_{Y}^{-2}\left(\gamma_{I}^{-1}+\lambda_{Y}^{-1}-\gamma_{Y}^{-1}\right)^{-1}+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2} \gamma_{I}+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)=L D \tag{69}
\end{align*}
$$

Now, consider the optimization problem in Theorem 2 as follows:

$$
\begin{align*}
& \min _{\alpha, \beta, \delta} \Omega(\alpha, \beta, \delta)  \tag{70}\\
& \text { s.t. constraints }(16 \mathrm{~b})-(16 \mathrm{~g}) \tag{71}
\end{align*}
$$

Based on the fact that $\lambda_{Y} \geq \gamma_{Y}$ or $\gamma_{Y} \geq \lambda_{Y}$, we get two different cases.
First, consider the case $\lambda_{Y} \geq \gamma_{Y}>0$, where we have $\lambda_{W}=\gamma_{Y}$. Thus, the objective function reduces to

$$
\begin{align*}
f(\alpha, \delta):= & \frac{1}{2} \log \frac{\lambda_{Y}^{2}}{\left(\lambda_{Y}-\gamma_{Y}\right) \alpha+\lambda_{Y} \gamma_{Y}} \\
& +\frac{L}{2} \log \frac{\gamma_{Y}}{\delta}, \tag{72}
\end{align*}
$$

and the constraints (16b)-(16g) are simplified as follows:

$$
\begin{align*}
& 0<\alpha \leq \lambda_{Y}  \tag{73a}\\
& 0<\beta \leq \gamma_{Y}  \tag{73b}\\
& 0<\delta  \tag{73c}\\
& \delta \leq\left(\alpha^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}  \tag{73d}\\
& \delta \leq \beta  \tag{73e}\\
& \lambda_{X}^{2} \lambda_{Y}^{-2} \alpha+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2} \beta+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right) \leq L D \tag{73f}
\end{align*}
$$

Since the objective function does not depend on parameter $\beta$, we can eliminate $\beta$ from the constraints (73b), (73e) and (73f).

Thus, we get the following new constraints:

$$
\begin{align*}
& 0<\alpha \leq \lambda_{Y}  \tag{74a}\\
& 0<\delta  \tag{74b}\\
& \delta \leq\left(\alpha^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}  \tag{74c}\\
& \delta \leq \gamma_{Y}  \tag{74d}\\
& \lambda_{X}^{2} \lambda_{Y}^{-2} \alpha+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2} \delta+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right) \leq L D \tag{74e}
\end{align*}
$$

Given constraint (74a), the inequality (74c) is more restricting compared to (74d), so the above constraints reduce to

$$
\begin{align*}
& 0<\alpha \leq \lambda_{Y}  \tag{75a}\\
& 0<\delta \leq\left(\alpha^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}  \tag{75b}\\
& \lambda_{X}^{2} \lambda_{Y}^{-2} \alpha+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2} \delta+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right) \leq L D \tag{75c}
\end{align*}
$$

Then, the goal is to minimize $f(\alpha, \delta)$ subject to the constraints (75), which is a convex program. According to the KKT optimality conditions, there exist nonnegative Lagrange multipliers $\left\{\omega_{1}, \omega_{2}, \omega_{3}\right\}$ and optimal solutions $\left(\alpha^{*}, \delta^{*}\right)$ such that

$$
\begin{align*}
& \frac{\gamma_{Y}-\lambda_{Y}}{2\left(\left(\lambda_{Y}-\gamma_{Y}\right) \alpha^{*}+\lambda_{Y} \gamma_{Y}\right)}+\omega_{1} \\
& \quad-\omega_{2}\left(1+\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right) \alpha^{*}\right)^{-2}+\omega_{3} \lambda_{X}^{2} \lambda_{Y}^{-2}=0 \\
& -\frac{L}{2 \delta^{*}}+\omega_{2}+(L-1) \omega_{3} \gamma_{X}^{2} \gamma_{Y}^{-2}=0  \tag{76a}\\
& \omega_{1}\left(\alpha^{*}-\lambda_{Y}\right)=0  \tag{76c}\\
& \omega_{2}\left(\delta^{*}-\left(\left(\alpha^{*}\right)^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}\right)=0  \tag{76d}\\
& \omega_{3}\left(\lambda_{X}^{2} \lambda_{Y}^{-2} \alpha^{*}+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1}\right. \\
& \left.\quad+(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2} \delta^{*}+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)-L D\right)=0 \tag{76e}
\end{align*}
$$

In the following, we consider two different cases for the Lagrange multipliers.

Case $1\left(\omega_{2}>0\right)$ : In this case, the KKT conditions in (76) reduce to

$$
\begin{align*}
& \frac{\gamma_{Y}-\lambda_{Y}}{2\left(\left(\lambda_{Y}-\gamma_{Y}\right) \alpha^{*}+\lambda_{Y} \gamma_{Y}\right)}+\omega_{1} \\
& \quad-\omega_{2}\left(1+\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right) \alpha^{*}\right)^{-2}+\omega_{3} \lambda_{X}^{2} \lambda_{Y}^{-2}=0,  \tag{77a}\\
& -\frac{L}{2 \delta^{*}}+\omega_{2}+(L-1) \omega_{3} \gamma_{X}^{2} \gamma_{Y}^{-2}=0,  \tag{77b}\\
& \omega_{1}\left(\alpha^{*}-\lambda_{Y}\right)=0  \tag{77c}\\
& \delta^{*}-\left(\left(\alpha^{*}\right)^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}=0  \tag{77~d}\\
& \omega_{3}\left(\lambda_{X}^{2} \lambda_{Y}^{-2} \alpha^{*}+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1}\right. \\
& \left.\quad+(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2} \delta^{*}+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)-L D\right)=0 \tag{77e}
\end{align*}
$$

Assume that $\alpha^{*}$ and $\delta^{*}$ satisfy

$$
\begin{align*}
& \lambda_{X}^{2} \lambda_{Y}^{-2} \alpha^{*}+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& \quad+(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2} \delta^{*}+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)=L D \tag{78}
\end{align*}
$$

Solving the set of equations in (77) yields

$$
\begin{align*}
\omega_{1}= & 0  \tag{79a}\\
\omega_{2}= & \frac{L}{2 \delta^{*}}-(L-1) \omega_{3} \gamma_{X}^{2} \gamma_{Y}^{-2}  \tag{79b}\\
\omega_{3}= & \left(\frac{L}{2 \delta^{*}}\left(1+\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right) \alpha^{*}\right)^{-2}\right. \\
& \left.+\frac{1}{2}\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)\left(1+\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right) \alpha^{*}\right)^{-1}\right) \\
& \cdot\left(\lambda_{X}^{2} \lambda_{Y}^{-2}\right. \\
& \left.+(L-1) \gamma_{X}^{2} \gamma_{Y}^{-2}\left(1+\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right) \alpha^{*}\right)^{-2}\right)^{-1}
\end{align*}
$$

(79c)
Notice that $\omega_{3} \geq 0$ since $\lambda_{Y} \geq \gamma_{Y}$. We should make sure that $\omega_{2} \geq 0$. This gives the following inequality:

$$
\begin{align*}
& \frac{1}{2 L}\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)\left(1+\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right) \alpha^{*}\right)^{-1} \\
& \quad \leq \frac{1}{2(L-1) \delta^{*}} \lambda_{X}^{2} \gamma_{X}^{-2} \lambda_{Y}^{-2} \gamma_{Y}^{2} \tag{80}
\end{align*}
$$

which can be equivalently written as

$$
\begin{equation*}
\delta^{*} \leq \frac{L}{L-1} \lambda_{X}^{2} \gamma_{X}^{-2} \lambda_{Y}^{-2} \gamma_{Y}^{2}\left(\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}+\alpha^{*}\right) \tag{81}
\end{equation*}
$$

Combining the above inequality with (78), we can write

$$
\begin{align*}
L D \leq & L \lambda_{X}^{2}\left(\lambda_{Y}-\gamma_{Y}\right)^{-1} \\
& +(L-1) \gamma_{X}^{2}\left(\gamma_{X}^{-1}-\gamma_{Y}^{-1}\right)+\lambda_{X} \\
& -(L+1) \lambda_{X}^{2} \lambda_{Y}^{-1}+(L+1) \alpha^{*} \lambda_{X}^{2} \lambda_{Y}^{-2} \tag{82}
\end{align*}
$$

Define

$$
\begin{equation*}
\lambda_{I}:=\alpha^{*} . \tag{83}
\end{equation*}
$$

Considering (81) with (77d) and re-arranging the terms yields the following constraint:

$$
\begin{align*}
& (L-1) \gamma_{X}^{2} \gamma_{Y}^{-2}\left(\lambda_{I}^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1} \\
& \quad-L \lambda_{I} \lambda_{X}^{2} \lambda_{Y}^{-2} \leq L \lambda_{X}^{2} \lambda_{Y}^{-1}\left(\lambda_{Y} \gamma_{Y}^{-1}-1\right)^{-1} \tag{84}
\end{align*}
$$

Re-arranging the terms in (82) and (78), we have

$$
\begin{align*}
L D \leq & L \lambda_{X}^{2} \lambda_{Y}^{-1}\left(\lambda_{Y} \gamma_{Y}^{-1}-1\right)^{-1} \\
& +(L-1) \gamma_{X}^{2}\left(\gamma_{X}^{-1}-\gamma_{Y}^{-1}\right)+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L+1) \lambda_{I} \lambda_{X}^{2} \lambda_{Y}^{-2} \\
L D= & \lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2}\left(\lambda_{I}^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}\right) \\
& +(L-1)\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)+\lambda_{X}^{2} \lambda_{Y}^{-2} \lambda_{I} \tag{85}
\end{align*}
$$

Thus, we define the following set as the admissible distortion set:

$$
\begin{align*}
\mathcal{D}_{1}\left(\lambda_{I}\right):= & \left\{D \in\left(d_{\min }, \sigma_{X}^{2}\right):\right. \\
L D \leq & L \lambda_{X}^{2} \lambda_{Y}^{-1}\left(\lambda_{Y} \gamma_{Y}^{-1}-1\right)^{-1} \\
& +(L-1) \gamma_{X}^{2}\left(\gamma_{X}^{-1}-\gamma_{Y}^{-1}\right)+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L+1) \lambda_{I} \lambda_{X}^{2} \lambda_{Y}^{-2} \\
L D= & \lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2}\left(\lambda_{I}^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}\right) \\
& \left.+(L-1)\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)+\lambda_{X}^{2} \lambda_{Y}^{-2} \lambda_{I}\right\} . \tag{86}
\end{align*}
$$

Plugging (77d) into (72) and considering (78) yields the rate-distortion expression $\overline{\mathcal{R}}(D)$ defined in (66) subject to constraint (67).

Case $2\left(\omega_{2}=0\right)$ : In this case, the KKT conditions in (76) reduce to

$$
\begin{align*}
& \omega_{1}=\frac{\lambda_{Y}-\gamma_{Y}}{2\left(\left(\lambda_{Y}-\gamma_{Y}\right) \alpha^{*}+\lambda_{Y} \gamma_{Y}\right)}-\omega_{3} \lambda_{X}^{2} \lambda_{Y}^{-2}  \tag{87a}\\
& \omega_{3}=\frac{L}{2 \delta^{*}(L-1)} \gamma_{Y}^{2} \gamma_{X}^{-2}  \tag{87b}\\
& \omega_{1}\left(\alpha^{*}-\lambda_{Y}\right)=0  \tag{87c}\\
& \lambda_{X}^{2} \lambda_{Y}^{-2} \alpha^{*}+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2} \delta^{*}+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)-L D=0 \tag{87d}
\end{align*}
$$

To solve the above set of equations, we consider two different subcases: $\omega_{1}>0$ and $\omega_{1}=0$.

Subcase a $\left(\omega_{1}=0\right)$ : Solving the set of equations in (87) with $\omega_{1}=0$ yields

$$
\begin{align*}
\alpha^{*}= & \frac{1}{2 \omega_{3}} \lambda_{X}^{-2} \lambda_{Y}^{2}-\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}  \tag{88a}\\
\delta^{*}= & \frac{L}{2(L-1) \omega_{3}} \gamma_{Y}^{2} \gamma_{X}^{-2}  \tag{88b}\\
\omega_{3}= & \frac{L+1}{2} \cdot\left(L D-\lambda_{X}-(L-1)\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)\right. \\
& \left.+\lambda_{X}^{2} \lambda_{Y}^{-2}\left(\lambda_{Y}+\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}\right)\right)^{-1} \tag{88c}
\end{align*}
$$

Recalling the definition of $\lambda_{I}$ in (83), considering (88a) with (88c) and re-arranging the terms, we get the following equation:

$$
\begin{align*}
L D= & L \lambda_{X}^{2} \lambda_{Y}^{-1}\left(\lambda_{Y} \gamma_{Y}^{-1}-1\right)^{-1} \\
& +(L-1) \gamma_{X}^{2}\left(\gamma_{X}^{-1}-\gamma_{Y}^{-1}\right)+\lambda_{X} \\
& -\lambda_{X}^{2} \lambda_{Y}^{-1}+(L+1) \lambda_{I} \lambda_{X}^{2} \lambda_{Y}^{-2} . \tag{89}
\end{align*}
$$

Notice that (76d) with $\omega_{2}=0$ implies that

$$
\begin{equation*}
\delta^{*}<\left(\left(\alpha^{*}\right)^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1} \tag{90}
\end{equation*}
$$

Moreover, (88a) with the fact that $\alpha^{*}<\lambda_{Y}$ gives

$$
\begin{equation*}
\omega_{3}>\frac{1}{2} \lambda_{X}^{-2}\left(\lambda_{Y}-\gamma_{Y}\right) \tag{91}
\end{equation*}
$$

which together with (88c) yields the following constraint on $D$ :

$$
\begin{align*}
L D< & L \lambda_{X}^{2}\left(\lambda_{Y}-\gamma_{Y}\right)^{-1} \\
& +(L-1) \gamma_{X}^{2}\left(\gamma_{X}^{-1}-\gamma_{Y}^{-1}\right)+\lambda_{X} \tag{92}
\end{align*}
$$

Plugging (88a) and (88b) into (90) and re-arranging the terms give the following condition:

$$
\begin{align*}
& L \lambda_{X}^{2} \lambda_{Y}^{-1}\left(\lambda_{Y} \gamma_{Y}^{-1}-1\right)^{-1} \\
& \quad<(L-1) \gamma_{X}^{2} \gamma_{Y}^{-2}\left(\lambda_{I}^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1} \\
& \quad-L \lambda_{I} \lambda_{X}^{2} \lambda_{Y}^{-2} \tag{93}
\end{align*}
$$

Combining (93) with (89) yields

$$
\begin{align*}
L D< & \lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2}\left(\lambda_{I}^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}\right. \\
& \left.+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)+\lambda_{X}^{2} \lambda_{Y}^{-2} \lambda_{I} \tag{94}
\end{align*}
$$

The conditions (89) and (94) define the following distortion set:

$$
\begin{align*}
\mathcal{D}_{1}^{c}\left(\lambda_{I}\right):= & \left\{D \in\left(d_{\min }, \sigma_{X}^{2}\right):\right. \\
L D= & L \lambda_{X}^{2} \lambda_{Y}^{-1}\left(\lambda_{Y} \gamma_{Y}^{-1}-1\right)^{-1} \\
& +(L-1) \gamma_{X}^{2}\left(\gamma_{X}^{-1}-\gamma_{Y}^{-1}\right)+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L+1) \lambda_{I} \lambda_{X}^{2} \lambda_{Y}^{-2} \\
L D< & \lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2}\left(\lambda_{I}^{-1}+\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}\right) \\
& \left.+(L-1)\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)+\lambda_{X}^{2} \lambda_{Y}^{-2} \lambda_{I}\right\} . \tag{95}
\end{align*}
$$

In summary, for this subcase, $D \in \mathcal{D}_{1}^{c}\left(\lambda_{I}\right)$ while the constraint (92) holds. Plugging (88a)-(88c) into (72) gives the ratedistortion expression $\underline{\mathcal{R}}_{1}^{c}(D)$ defined in (20).

Subcase $b\left(\omega_{1}>0\right)$ : Here, we get the following solution to (87):

$$
\begin{align*}
\alpha^{*} & =\lambda_{Y}  \tag{96a}\\
\delta^{*} & =\frac{L}{2(L-1) \omega_{3}} \gamma_{Y}^{2} \gamma_{X}^{-2}  \tag{96b}\\
\omega_{1} & =\frac{\lambda_{Y}^{-1}-\gamma_{Y} \lambda_{Y}^{-2}}{2}-\omega_{3} \lambda_{X}^{2} \lambda_{Y}^{-2}  \tag{96c}\\
\omega_{3} & =\frac{L}{2\left(L D-\lambda_{X}-(L-1)\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)\right)} \tag{96d}
\end{align*}
$$

Considering the fact that $\omega_{1} \geq 0$ yields the following constraint:

$$
\begin{equation*}
\omega_{3} \leq \frac{1}{2} \lambda_{X}^{-2}\left(\lambda_{Y}-\gamma_{Y}\right) \tag{97}
\end{equation*}
$$

Combining the above inequality with (96d), we get

$$
\begin{align*}
L D \geq & L \lambda_{X}^{2}\left(\lambda_{Y}-\gamma_{Y}\right)^{-1} \\
& +(L-1) \gamma_{X}^{2}\left(\gamma_{X}^{-1}-\gamma_{Y}^{-1}\right)+\lambda_{X} \tag{98}
\end{align*}
$$

With a similar reason to the previous subcase (by considering distortion constraints (89) and (94)), we also know that $D \in$ $\mathcal{D}_{1}^{c}\left(\lambda_{I}\right)$. In summary, for this subcase, the distortion set is restricted to $\mathcal{D}_{1}^{c}\left(\lambda_{I}\right)$ while constraint (98) holds. Plugging (96a) and (96b) into (72) while considering (96d) gives the rate-distortion expression $\underline{\mathcal{R}}_{2}^{c}(D)$ defined in (22).

To sum up all of the above cases, we have

$$
\underline{\mathcal{R}}(D)= \begin{cases}\overline{\mathcal{R}}(D), & D \in \mathcal{D}_{1}\left(\lambda_{I}\right)  \tag{99}\\ \underline{\mathcal{R}}^{c}(D), & D \in \mathcal{D}_{1}^{c}\left(\lambda_{I}\right)\end{cases}
$$

where $\underline{\mathcal{R}}^{c}(D)$ is defined in (18).
Next, consider the case $\gamma_{Y} \geq \lambda_{Y}>0$, where we have $\lambda_{W}=\lambda_{Y}$. Thus, the objective function (15) reduces to

$$
\begin{align*}
f(\beta, \delta):= & \frac{L-1}{2} \log \frac{\gamma_{Y}^{2}}{\left(\gamma_{Y}-\lambda_{Y}\right) \beta+\lambda_{Y} \gamma_{Y}} \\
& +\frac{L}{2} \log \frac{\lambda_{Y}}{\delta} \tag{100}
\end{align*}
$$

subject to the following constraints:

$$
\begin{align*}
& 0<\beta \leq \gamma_{Y}  \tag{101a}\\
& 0<\delta \leq\left(\beta^{-1}+\lambda_{Y}^{-1}-\gamma_{Y}^{-1}\right)^{-1} \tag{101b}
\end{align*}
$$

$$
\begin{align*}
& \lambda_{X}^{2} \lambda_{Y}^{-2} \delta+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2} \beta+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right) \leq L D \tag{101c}
\end{align*}
$$

Then, the goal is to minimize $f(\beta, \delta)$ subject to the constraints (101). The solution to this convex program can be obtained following similar steps to the case of $\lambda_{Y} \geq \gamma_{Y}$. Under the condition

$$
\begin{align*}
& \lambda_{X}^{2} \lambda_{Y}^{-2}\left(\gamma_{I}^{-1}+\lambda_{Y}^{-1}-\gamma_{Y}^{-1}\right)^{-1}-L \gamma_{I} \gamma_{X}^{2} \gamma_{Y}^{-2} \\
& \quad \leq L \gamma_{X}^{2} \gamma_{Y}^{-1}\left(\gamma_{Y} \lambda_{Y}^{-1}-1\right)^{-1} \tag{102}
\end{align*}
$$

the admissible distortion set is given by

$$
\begin{align*}
\mathcal{D}_{2}\left(\gamma_{I}\right):= & \left\{D \in\left(d_{\min }, \sigma_{X}^{2}\right):\right. \\
L D \leq & L \gamma_{X}^{2} \gamma_{Y}^{-1}\left(\gamma_{Y} \lambda_{Y}^{-1}-1\right)^{-1} \\
& +(L-1) \gamma_{X}^{2}\left(\gamma_{X}^{-1}-\gamma_{Y}^{-1}\right)+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(2 L-1) \gamma_{I} \gamma_{X}^{2} \gamma_{Y}^{-2} \\
L D= & \lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2} \gamma_{I}+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right) \\
& \left.+\lambda_{X}^{2} \lambda_{Y}^{-2}\left(\gamma_{I}^{-1}+\lambda_{Y}^{-1}-\gamma_{Y}^{-1}\right)^{-1}\right\} \tag{103}
\end{align*}
$$

where we have $\underline{\mathcal{R}}(D)=\overline{\mathcal{R}}(D)$. Moreover, under the condition

$$
\begin{align*}
& \lambda_{X}^{2} \lambda_{Y}^{-2}\left(\gamma_{I}^{-1}+\lambda_{Y}^{-1}-\gamma_{Y}^{-1}\right)^{-1}-L \gamma_{I} \gamma_{X}^{2} \gamma_{Y}^{-2} \\
& \quad>L \gamma_{X}^{2} \gamma_{Y}^{-1}\left(\gamma_{Y} \lambda_{Y}^{-1}-1\right)^{-1} \tag{104}
\end{align*}
$$

the admissible distortion set is given by

$$
\begin{align*}
\mathcal{D}_{2}^{c}\left(\gamma_{I}\right):= & \left\{D \in\left(d_{\min }, \sigma_{X}^{2}\right):\right. \\
L D= & L \gamma_{X}^{2} \gamma_{Y}^{-1}\left(\gamma_{Y} \lambda_{Y}^{-1}-1\right)^{-1} \\
& +(L-1) \gamma_{X}^{2}\left(\gamma_{X}^{-1}-\gamma_{Y}^{-1}\right)+\lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(2 L-1) \gamma_{I} \gamma_{X}^{2} \gamma_{Y}^{-2} \\
L D< & \lambda_{X}-\lambda_{X}^{2} \lambda_{Y}^{-1} \\
& +(L-1)\left(\gamma_{X}^{2} \gamma_{Y}^{-2} \gamma_{I}+\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right) \\
& \left.+\lambda_{X}^{2} \lambda_{Y}^{-2}\left(\gamma_{I}^{-1}+\lambda_{Y}^{-1}-\gamma_{Y}^{-1}\right)^{-1}\right\},{ }^{1} \tag{105}
\end{align*}
$$

where the lower bound takes the expression $\underline{\mathcal{R}}^{c}(D)$ defined in (19). Thus, the case of $\gamma_{Y} \geq \lambda_{Y}$ can be summarized as follows:

$$
\underline{\mathcal{R}}(D)= \begin{cases}\overline{\mathcal{R}}(D), & D \in \mathcal{D}_{2}\left(\gamma_{I}\right)  \tag{106}\\ \underline{\hat{\mathcal{R}}}^{c}(D), & D \in \mathcal{D}_{2}^{c}\left(\gamma_{I}\right)\end{cases}
$$

After characterizing the lower bound under two complement sets for each of the cases $\lambda_{Y} \geq \gamma_{Y}$ and $\gamma_{Y} \geq \lambda_{Y}$, it just remains to explicitly determine the sets $\mathcal{D}_{1}\left(\lambda_{I}\right)$ and $\mathcal{D}_{2}\left(\gamma_{I}\right)$. According to the definition of the set $\mathcal{D}_{1}\left(\lambda_{I}\right)$ in (86), the two conditions inside the set can be recast as the non-negativity condition for a certain expression. So, the proof is continued by investigating the sign of this expression over different intervals. Similar analyses can be done for $\mathcal{D}_{2}\left(\gamma_{I}\right)$ as well. Such steps have been taken in [5, Remark 3] and the result is

[^0]summarized in the following:
\[

$$
\begin{align*}
& \mathcal{D}_{1}\left(\lambda_{I}\right) \\
& \quad=\left\{\begin{array}{l}
\left\{D \in\left(d_{\min }, \sigma_{X}^{2}\right)\right\} \\
\quad \text { if } \lambda_{X}^{2} \gamma_{X}^{-2} \gamma_{Y}^{2} \lambda_{Y}^{-2} \geq \frac{L-1}{4 L}, \\
\left\{D \in\left(d_{\min }, \sigma_{X}^{2}\right)\right\} \\
\quad \text { if } \lambda_{X}^{2} \gamma_{X}^{-2} \gamma_{Y}^{2} \lambda_{Y}^{-2}<\frac{L-1}{4 L} \text { and } \mu_{2} \leq \frac{\gamma_{Y}}{\lambda_{Y}}, \\
\left\{D \in\left(d_{\min }, \mathrm{D}_{\mathrm{th}, 1}\right)\right\} \\
\quad \text { if } \lambda_{X}^{2} \gamma_{X}^{-2} \gamma_{Y}^{2} \lambda_{Y}^{-2}<\frac{L-1}{4 L}, \mu_{1} \leq \frac{\gamma_{Y}}{\lambda_{Y}} \\
\quad \text { and } \frac{\gamma_{Y}}{\lambda_{Y}}<\mu_{2}<1, \\
\left\{D \in\left(d_{\min }, \mathrm{D}_{\mathrm{th}, 1}\right) \cup\left(\mathrm{D}_{\mathrm{th}, 2}, \sigma_{X}^{2}\right)\right\} \\
\quad \text { if } \lambda_{X}^{2} \gamma_{X}^{-2} \gamma_{Y}^{2} \lambda_{Y}^{-2}<\frac{L-1}{4 L}, \mu_{1}>\frac{\gamma_{Y}}{\lambda_{Y}} \\
\quad \text { and } \mu_{2}<1, \\
\emptyset \\
\text { if } \lambda_{X}^{2} \gamma_{X}^{-2} \gamma_{Y}^{2} \lambda_{Y}^{-2}<\frac{L-1}{4 L}, \mu_{1}=0 \\
\text { and } \mu_{2}=1,
\end{array}\right.
\end{align*}
$$
\]

and

$$
\begin{align*}
& \mathcal{D}_{2}\left(\gamma_{I}\right) \\
& \quad=\left\{\begin{array}{l}
\left\{D \in\left(d_{\min }, \sigma_{X}^{2}\right)\right\} \\
\quad \text { if } \gamma_{X}^{2} \lambda_{X}^{-2} \lambda_{Y}^{2} \gamma_{Y}^{-2} \geq \frac{1}{4 L}, \\
\left\{D \in\left(d_{\min }, \sigma_{X}^{2}\right)\right\} \\
\quad \text { if } \gamma_{X}^{2} \lambda_{X}^{-2} \lambda_{Y}^{2} \gamma_{Y}^{-2}<\frac{1}{4 L} \text { and } \nu_{2} \leq \frac{\lambda_{Y}}{\gamma_{Y}}, \\
\left\{D \in\left(d_{\min }, \hat{\mathrm{D}}_{\mathrm{th}, 1}\right)\right\} \\
\quad \text { if } \gamma_{X}^{2} \lambda_{X}^{-2} \lambda_{Y}^{2} \gamma_{Y}^{-2}<\frac{1}{4 L}, \nu_{1} \leq \frac{\lambda_{Y}}{\gamma_{Y}} \\
\quad \text { and } \frac{\lambda_{Y}}{\gamma_{Y}}<\nu_{2}<1, \\
\left\{D \in\left(d_{\min }, \hat{\mathrm{D}}_{\mathrm{th}, 1}\right) \cup\left(\hat{\mathrm{D}}_{\mathrm{th}, 2}, \sigma_{X}^{2}\right)\right\} \\
\quad \text { if } \gamma_{X}^{2} \lambda_{X}^{-2} \lambda_{Y}^{2} \gamma_{Y}^{-2}<\frac{1}{4 L}, \nu_{1}>\frac{\lambda_{Y}}{\gamma_{Y}} \\
\quad \text { and } \nu_{2}<1, \\
\emptyset \quad \text { if } \gamma_{X}^{2} \lambda_{X}^{-2} \lambda_{Y}^{2} \gamma_{Y}^{-2}<\frac{1}{4 L}, \nu_{1}=0 \\
\quad \text { and } \nu_{2}=1 .
\end{array}\right.
\end{align*}
$$

This completes the proof.

## V. Proof of Theorem 4

First, notice that the distortion constraint in (13) can be written as

$$
\begin{align*}
\left(\lambda_{X}\right. & \left.+(L-1) \gamma_{X}-L D\right) \lambda_{Q}^{2} \\
& +\left(\phi_{1} \gamma_{Y}+(L-1) \phi_{2} \lambda_{Y}-\phi_{3}\left(\gamma_{Y}+\lambda_{Y}\right)\right) \lambda_{Q} \\
& -\phi_{3} \lambda_{Y} \gamma_{Y}=0 \tag{109}
\end{align*}
$$

where $\phi_{1}:=\lambda_{X}^{2} \lambda_{Y}^{-1}, \phi_{2}:=\gamma_{X}^{2} \gamma_{Y}^{-1}$ and $\phi_{3}:=L D+\phi_{1}+$ $(L-1) \phi_{2}-\left(\lambda_{X}+(L-1) \gamma_{X}\right)$. The equation in (109) can be
equivalently written as

$$
\begin{equation*}
a \lambda_{Q}^{2}+b \lambda_{Q}+c=0 \tag{110}
\end{equation*}
$$

where $a:=\left(\sigma_{X}^{2}-D\right) L, b:=g_{1} L^{2}+g_{2} L$ and $c:=h_{1} L^{2}+h_{2} L$ and

$$
\begin{align*}
g_{1}:= & \rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}+\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(\gamma_{X}-D\right),  \tag{111}\\
g_{2}:= & \sigma_{X}^{2}\left(\gamma_{Z}+\gamma_{Y}\right)-\rho_{X} \sigma_{X}^{2} \gamma_{X}-2 \gamma_{Y} D,  \tag{112}\\
h_{1}:= & \rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2} \gamma_{Y} \\
& +\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(\gamma_{X} \gamma_{Z}-\gamma_{Y} D\right) \\
== & \gamma_{Y}\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(d_{\min }^{\infty}-D\right),  \tag{113}\\
h_{2}:= & \rho_{X} \sigma_{X}^{2} \gamma_{Z}^{2}+\rho_{Z} \sigma_{Z}^{2} \gamma_{X}^{2}+\gamma_{X} \gamma_{Z} \gamma_{Y}-\gamma_{Y}^{2} D . \tag{114}
\end{align*}
$$

We consider three different cases based on the value of $g_{1}$.
Casel $\left(g_{1}>0\right)$ : In this case, we have

$$
\begin{align*}
\lambda_{Q}= & \frac{-b+\sqrt{b^{2}-4 a c}}{2 a}  \tag{115}\\
= & \frac{-b+b \sqrt{1-\frac{4 a c}{b^{2}}}}{2 a}  \tag{116}\\
= & \frac{-b+b\left(1-\frac{2 a c}{b^{2}}-\frac{2 a^{2} c^{2}}{b^{4}}+O\left(\frac{1}{L^{3}}\right)\right)}{2 a}  \tag{117}\\
= & -\frac{c}{b}-\frac{a c^{2}}{b^{3}}+O\left(\frac{1}{L^{2}}\right)  \tag{118}\\
= & -\frac{h_{1} L+h_{2}}{g_{1} L+g_{2}}-\frac{\left(\sigma_{X}^{2}-D\right)\left(h_{1} L+h_{2}\right)^{2}}{\left(g_{1} L+g_{2}\right)^{3}} \\
& +O\left(\frac{1}{L^{2}}\right)  \tag{119}\\
= & -\frac{h_{1} L+h_{2}}{g_{1} L}\left(1-\frac{g_{2}}{g_{1} L}+O\left(\frac{1}{L^{2}}\right)\right) \\
& -\frac{\left(\sigma_{X}^{2}-D\right) h_{1}^{2}}{g_{1}^{3} L}+O\left(\frac{1}{L^{2}}\right)  \tag{120}\\
= & -\frac{h_{1}}{g_{1}}-\left(\frac{h_{2}}{g_{1}}-\frac{g_{2} h_{1}}{g_{1}^{2}}+\frac{\left(\sigma_{X}^{2}-D\right) h_{1}^{2}}{g_{1}^{3}}\right) \frac{1}{L} \\
& +O\left(\frac{1}{L^{2}}\right)  \tag{121}\\
:= & \eta_{1}+\frac{\eta_{2}}{L}+O\left(\frac{1}{L^{2}}\right), \tag{122}
\end{align*}
$$

where (117) follows because $\sqrt{1+x}=1+\frac{1}{2} x-\frac{1}{8} x^{2}+O\left(x^{3}\right)$ and (120) follows because $\frac{1}{1+x}=1-x+O\left(x^{2}\right)$. Now, plugging the above into (12) yields

$$
\begin{align*}
\frac{1}{2} \log & \frac{\lambda_{Y}+\lambda_{Q}}{\lambda_{Q}}+\frac{L-1}{2} \log \frac{\gamma_{Y}+\lambda_{Q}}{\lambda_{Q}}  \tag{123}\\
= & \frac{1}{2} \log \frac{\lambda_{Y}+\eta_{1}+\frac{\eta_{2}}{L}+O\left(\frac{1}{L^{2}}\right)}{\eta_{1}+\frac{\eta_{2}}{L}+O\left(\frac{1}{L^{2}}\right)} \\
& +\frac{L-1}{2} \log \frac{\gamma_{Y}+\eta_{1}+\frac{\eta_{2}}{L}+O\left(\frac{1}{L^{2}}\right)}{\eta_{1}+\frac{\eta_{2}}{L}+O\left(\frac{1}{L^{2}}\right)}  \tag{124}\\
= & \frac{1}{2} \log \left(\left(1+(L-1) \rho_{Y}\right) \sigma_{Y}^{2}+\eta_{1}\right. \\
& \left.+\frac{\eta_{2}}{L}+O\left(\frac{1}{L^{2}}\right)\right)\left(\eta_{1}+\frac{\eta_{2}}{L}+O\left(\frac{1}{L^{2}}\right)\right)^{-1} \\
& +\frac{L-1}{2} \log \frac{\gamma_{Y}+\eta_{1}+\frac{\eta_{2}}{L}+O\left(\frac{1}{L^{2}}\right)}{\eta_{1}+\frac{\eta_{2}}{L}+O\left(\frac{1}{L^{2}}\right)} \tag{125}
\end{align*}
$$

$$
\begin{align*}
= & \frac{1}{2} \log \left(\frac{L \rho_{Y} \sigma_{Y}^{2}}{\eta_{1}}+O(1)\right) \\
& +\frac{L-1}{2} \log \left(\frac{\gamma_{Y}+\eta_{1}}{\eta_{1}}+\frac{\eta_{2}}{L \eta_{1}}+O\left(\frac{1}{L^{2}}\right)\right) \\
& \cdot\left(1-\frac{\eta_{2}}{L \eta_{1}}+O\left(\frac{1}{L^{2}}\right)\right)  \tag{126}\\
= & \frac{1}{2} \log \left(\frac{L \rho_{Y} \sigma_{Y}^{2}}{\eta_{1}}+O(1)\right) \\
& +\frac{L-1}{2} \log \left(\frac{\gamma_{Y}+\eta_{1}}{\eta_{1}}-\frac{\eta_{2} \gamma_{Y}}{L \eta_{1}^{2}}\right. \\
& \left.+O\left(\frac{1}{L^{2}}\right)\right)  \tag{127}\\
= & \frac{1}{2} \log L+\frac{1}{2} \log \frac{\rho_{Y} \sigma_{Y}^{2}}{\eta_{1}+\gamma_{Y}} \\
& +\frac{L}{2} \log \frac{\eta_{1}+\gamma_{Y}}{\eta_{1}}-\frac{\eta_{2} \gamma_{Y}}{2 \eta_{1}\left(\eta_{1}+\gamma_{Y}\right)} \\
& +O\left(\frac{1}{L}\right)  \tag{128}\\
= & \frac{1}{2} \log L+\frac{1}{2} \log \frac{\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}}{\eta_{1}+\gamma_{Y}} \\
& +\frac{L}{2} \log \frac{\eta_{1}+\gamma_{Y}}{\eta_{1}}-\frac{\eta_{2} \gamma_{Y}}{2 \eta_{1}\left(\eta_{1}+\gamma_{Y}\right)} \\
& +O\left(\frac{1}{L}\right) \tag{129}
\end{align*}
$$

where (126) follows because $\frac{1}{1+x}=1-x+O\left(x^{2}\right)$ and (128) follows because $\log (1+x)=x+O\left(x^{2}\right)$. With some straightforward calculations, we can show that each term of the above expression can be written as follows:

$$
\begin{align*}
\frac{1}{2} \log & \frac{\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}}{\eta_{1}+\gamma_{Y}} \\
= & \frac{1}{2} \log \gamma_{X}^{-2}\left(\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}\right. \\
& \left.+\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(\gamma_{X}-D\right)\right)  \tag{130a}\\
\frac{L}{2} \log & \frac{\eta_{1}+\gamma_{Y}}{\eta_{1}} \\
= & \frac{L}{2} \log \gamma_{X}^{2}\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right) \\
& \cdot\left(\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(\gamma_{Y} D-\gamma_{X} \gamma_{Z}\right)\right. \\
& \left.-\rho_{X} \rho_{Z} \gamma_{Y} \sigma_{X}^{2} \sigma_{Z}^{2}\right)^{-1}  \tag{130b}\\
& -\frac{\gamma_{Y} \eta_{2}}{2 \eta_{1}\left(\eta_{1}+\gamma_{Y}\right)} \\
= & \gamma_{Y}\left(\sigma_{X}^{2} \rho_{Z} \sigma_{Z}^{2}-\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right) D\right)^{2} \\
& \cdot\left(2\left(\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}+\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(\gamma_{X}-D\right)\right)\right. \\
& \left.\cdot\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right) \gamma_{Y}\left(D-d_{\min }^{\infty}\right)\right) \\
= & \gamma_{Y}\left(\sigma_{X}^{2} \rho_{Z} \sigma_{Z}^{2}-\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right) D\right)^{2} \\
& \cdot\left(2\left(\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}+\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(\gamma_{X}-D\right)\right)\right. \\
& \cdot\left(\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(\gamma_{Y} D-\gamma_{X} \gamma_{Z}\right)\right. \\
& \left.\left.-\rho_{X} \rho_{Z} \gamma_{Y} \sigma_{X}^{2} \sigma_{Z}^{2}\right)\right)^{-1}
\end{align*}
$$

(130c)

Moreover, notice that $g_{1}>0$ and $D>d_{\text {min }}^{\infty}$ implies $\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0$ and $\eta_{1}>0$ from (111) and (113). Considering these conditions, (129)-(130) and simplifying the terms, we get the first clause of (50).

Case $2\left(g_{1}=0\right)$ : We consider two different subcases.
Subcase $1\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}=0\right)$ : The distortion constraint in (13) simplifies to

$$
\begin{equation*}
L \sigma_{X}^{2}-\frac{L \sigma_{X}^{4}}{\sigma_{X}^{2}+\sigma_{Z}^{2}+\lambda_{Q}}=L D \tag{131}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\lambda_{Q}=\frac{\sigma_{X}^{4}}{\sigma_{X}^{2}-D}-\sigma_{X}^{2}-\sigma_{Z}^{2} \tag{132}
\end{equation*}
$$

Plugging the above solution in (12), we get the rate-distortion expression in (49).

Subcase $2\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0\right)$ : In this case, we have

$$
\begin{align*}
\lambda_{Q}= & \frac{-g_{2} L+g_{2} L \sqrt{1-4 \frac{\left(\sigma_{X}^{2}-D\right)\left(h_{1} L+h_{2}\right)}{g_{2}^{2}}}}{2 L\left(\sigma_{X}^{2}-D\right)}  \tag{133}\\
= & \frac{1}{2 L\left(\sigma_{X}^{2}-D\right)}\left(-g_{2} L+L^{\frac{3}{2}} \sqrt{-4\left(\sigma_{X}^{2}-D\right) h_{1}}\right. \\
& \cdot \sqrt{\left.\left(1+\frac{g_{2}^{2}-4\left(\sigma_{X}^{2}-D\right) h_{2}}{-4\left(\sigma_{X}^{2}-D\right) h_{1} L}\right)\right)}  \tag{134}\\
= & \frac{1}{2 L\left(\sigma_{X}^{2}-D\right)}\left(-g_{2} L+L^{\frac{3}{2}} \sqrt{-4\left(\sigma_{X}^{2}-D\right) h_{1}}\right. \\
& \left.\cdot\left(1-\frac{g_{2}^{2}-4\left(\sigma_{X}^{2}-D\right) h_{2}}{8\left(\sigma_{X}^{2}-D\right) h_{1} L}+O\left(\frac{1}{L^{2}}\right)\right)\right) \tag{135}
\end{align*}
$$

$$
=\sqrt{-\frac{h_{1} L}{\sigma_{X}^{2}-D}}-\frac{g_{2}}{2\left(\sigma_{X}^{2}-D\right)}
$$

$$
\begin{equation*}
+\frac{g_{2}^{2}-4\left(\sigma_{X}^{2}-D\right) h_{2}}{8 \sqrt{-\left(\sigma_{X}^{2}-D\right)^{3} h_{1} L}}+O\left(\frac{1}{L^{\frac{3}{2}}}\right) \tag{136}
\end{equation*}
$$

$$
\begin{equation*}
:=\alpha_{1} \sqrt{L}+\alpha_{2}+O\left(\frac{1}{\sqrt{L}}\right) \tag{137}
\end{equation*}
$$

Moreover, the condition $\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0$ together with $\sigma_{X}^{2}>D>d_{\min }^{\infty}$ and $g_{1}=0$ implies $\rho_{X}>0, \gamma_{X}>0$ and $\alpha_{1}>0$. Then, we get the following:

$$
\begin{aligned}
D= & \frac{\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}}{\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}}+\gamma_{Y} \\
\sigma_{X}^{2}-D= & \frac{\rho_{X}^{2} \sigma_{X}^{4}}{\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}} \\
h_{1}= & -\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right) \gamma_{X}^{2}, \\
g_{2}= & \left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)^{-1}\left(-\rho_{Z} \gamma_{X} \sigma_{X}^{2} \sigma_{Z}^{2}\right. \\
& -\rho_{X} \gamma_{X} \gamma_{Y} \sigma_{X}^{2}+\rho_{X}^{2} \sigma_{X}^{4} \gamma_{Z}+\rho_{X} \gamma_{Z} \sigma_{X}^{4} \\
& \left.-\rho_{X} \rho_{Z} \gamma_{X} \sigma_{X}^{2} \sigma_{Z}^{2}\right), \\
\alpha_{1}= & \frac{\left(\rho_{X} \sigma_{X}^{2}+\rho_{X} \sigma_{Z}^{2}\right) \gamma_{X}}{\rho_{X} \sigma_{X}^{2}}, \\
\alpha_{2}= & \frac{1}{2 \rho_{X}^{2} \sigma_{X}^{4}}\left(\rho_{Z} \gamma_{X} \sigma_{X}^{2} \sigma_{Z}^{2}+\rho_{X} \gamma_{X} \gamma_{Y} \sigma_{X}^{2}\right.
\end{aligned}
$$

$$
\begin{align*}
& -\rho_{X}^{2} \sigma_{X}^{4} \gamma_{Z}-\rho_{X} \gamma_{Z} \sigma_{X}^{4} \\
& \left.+\rho_{X} \rho_{Z} \gamma_{X} \sigma_{X}^{2} \sigma_{Z}^{2}\right) \tag{143}
\end{align*}
$$

Now, we simplify each term of the rate in (12). Consider the first term of (12) as follows:

$$
\begin{align*}
\frac{1}{2} \log & \frac{\lambda_{Y}+\lambda_{Q}}{\lambda_{Q}} \\
= & \frac{1}{2} \log \frac{\lambda_{Y}}{\lambda_{Q}}+\frac{1}{2} \log \frac{\lambda_{Y}+\lambda_{Q}}{\lambda_{Y}}  \tag{144}\\
= & \frac{1}{2} \log \frac{L\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)+\gamma_{Y}}{\alpha_{1} \sqrt{L}+O(1)} \\
& +\frac{1}{2} \log \frac{\lambda_{Y}+\lambda_{Q}}{\lambda_{Y}}  \tag{145}\\
= & \frac{1}{2} \log \frac{L\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)+\gamma_{Y}}{\alpha_{1} \sqrt{L}+O(1)} \\
& +O\left(\frac{1}{\sqrt{L}}\right)  \tag{146}\\
= & \frac{1}{4} \log L+\frac{1}{2} \log \frac{\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}}{\alpha_{1}} \\
& +O\left(\frac{1}{\sqrt{L}}\right)  \tag{147}\\
= & \frac{1}{4} \log L+\frac{1}{2} \log \rho_{X} \gamma_{X}^{-1} \sigma_{X}^{2} \\
& +O\left(\frac{1}{\sqrt{L}}\right) \tag{148}
\end{align*}
$$

where (145) follows from the definition of $\lambda_{Y}$ in (10a) and the definition of $\lambda_{Q}$ in (137), (146) follows because $\frac{\lambda_{Q}}{\lambda_{Y}}=O\left(\frac{1}{\sqrt{L}}\right)$ and $\log (1+x)=O(x)$, (148) follows from the definition of $\alpha_{1}$ in (142).

The second term of (12) can be simplified as follows:

$$
\begin{align*}
& \frac{L-1}{2} \log \frac{\gamma_{Y}+\lambda_{Q}}{\lambda_{Q}} \\
&= \frac{L-1}{2} \log \left(1+\frac{\gamma_{Y}}{\lambda_{Q}}\right)  \tag{149}\\
&= \frac{L-1}{2}\left(\frac{\gamma_{Y}}{\lambda_{Q}}-\frac{\gamma_{Y}^{2}}{2 \lambda_{Q}^{2}}+O\left(\frac{1}{L^{\frac{3}{2}}}\right)\right)  \tag{150}\\
&= \frac{L-1}{2}\left(\frac{\gamma_{Y}}{\alpha_{1} \sqrt{L}+\alpha_{2}+O\left(\frac{1}{\sqrt{L}}\right)}\right. \\
&\left.-\frac{\gamma_{Y}^{2}}{2\left(\alpha_{1} \sqrt{L}+O(1)\right)^{2}}+O\left(\frac{1}{L^{\frac{3}{2}}}\right)\right) \\
&= \frac{L-1}{2}\left(\frac{\gamma_{Y}}{\alpha_{1} \sqrt{L}}\left(1-\frac{\alpha_{2}}{\alpha_{1} \sqrt{L}}+O\left(\frac{1}{L}\right)\right)\right. \\
&\left.-\frac{\gamma_{Y}^{2}}{2 \alpha_{1}^{2} L}\left(1+O\left(\frac{1}{\sqrt{L}}\right)\right)+O\left(\frac{1}{L^{\frac{3}{2}}}\right)\right)  \tag{151}\\
&= \frac{\gamma_{Y} \sqrt{L}}{2 \alpha_{1}}-\frac{\gamma_{Y}\left(\gamma_{Y}+2 \alpha_{2}\right)}{4 \alpha_{1}^{2}}+O\left(\frac{1}{\sqrt{L}}\right)  \tag{152}\\
&= \frac{\rho_{X} \gamma_{Y} \sigma_{X}^{2} \sqrt{L}}{2 \gamma_{X}\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)} \\
&-\frac{1}{4\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)^{2} \gamma_{X}^{2}} \\
& \cdot\left(\gamma _ { Y } \left(\rho_{X} \sigma_{X}^{4}\left(\gamma_{X}-\rho_{X} \gamma_{Z}\right)\right.\right.
\end{align*}
$$

$$
\begin{align*}
& \left.\left.+\left(1+\rho_{X}\right) \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2} \gamma_{X}\right)\right) \\
& +O\left(\frac{1}{\sqrt{L}}\right) \tag{153}
\end{align*}
$$

where (150) follows because $\frac{\gamma_{Y}}{\lambda_{Q}}=O\left(\frac{1}{\sqrt{L}}\right)$ and $\log (1+x)=$ $x-\frac{1}{2} x^{2}+O\left(x^{3}\right),(151)$ follows because $\frac{1}{1+x}=1-x+O\left(x^{2}\right)$. Considering the fact that $g_{1}=0$, using approximations (148) and (153) and simplifying the terms, we get the second clause of (50).

Case $3\left(g_{1}<0\right)$ : Here, we have

$$
\begin{align*}
\lambda_{Q}= & \frac{1}{2 L\left(\sigma_{X}^{2}-D\right)}\left(-g_{1} L^{2}-g_{2} L\right. \\
& +\left(\left(g_{1} L^{2}+g_{2} L\right)^{2}\right. \\
& \left.\left.-4 L\left(\sigma_{X}^{2}-D\right)\left(h_{1} L^{2}+h_{2} L\right)\right)^{-1 / 2}\right)  \tag{154}\\
= & \frac{1}{2 L\left(\sigma_{X}^{2}-D\right)}\left(-g_{1} L^{2}-g_{2} L\right. \\
& +\left(g_{1}^{2} L^{4}+\left(2 g_{1} g_{2}-4\left(\sigma_{X}^{2}-D\right) h_{1}\right) L^{3}\right. \\
& \left.\left.+\left(g_{2}^{2}-4\left(\sigma_{X}^{2}-D\right) h_{2}\right) L^{2}\right)^{-1 / 2}\right)  \tag{155}\\
= & \frac{1}{2 L\left(\sigma_{X}^{2}-D\right)}\left(-g_{1} L^{2}-g_{2} L\right. \\
& -g_{1} L^{2}\left(1+\left(g_{1} g_{2}-2\left(\sigma_{X}^{2}-D\right) h_{1}\right) \frac{1}{g_{1}^{2} L}\right. \\
& \left.\left.+O\left(\frac{1}{L^{2}}\right)\right)\right)  \tag{156}\\
= & -\frac{g_{1}}{\sigma_{X}^{2}-D} L-\frac{g_{2}-\left(\sigma_{X}^{2}-D\right) h_{1}}{\sigma_{X}^{2}-D} \\
& +O\left(\frac{1}{L}\right)  \tag{157}\\
= & \frac{\left(\gamma_{X}-D\right)\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)-\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}}{\sigma_{X}^{2}-D}  \tag{158}\\
& +O(1)  \tag{159}\\
= & \beta_{1} L+O(1),
\end{align*}
$$

where (156) follows because $\sqrt{1+x}=1+\frac{1}{2} x+O\left(x^{2}\right)$. We then use the above approximation to calculate each term of the rate in (12) as follows:

$$
\begin{align*}
\frac{1}{2} \log & \frac{\lambda_{Y}+\lambda_{Q}}{\lambda_{Q}} \\
= & \frac{1}{2} \log \frac{\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}+\beta_{1}}{\beta_{1}}+O\left(\frac{1}{L}\right)  \tag{160}\\
= & \frac{1}{2} \log \rho_{X}^{2} \sigma_{X}^{4}\left(\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(D-\gamma_{X}\right)\right. \\
& \left.-\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}\right)^{-1}+O\left(\frac{1}{L}\right) \tag{161}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{L-1}{2} \log \frac{\gamma_{Y}+\lambda_{Q}}{\lambda_{Q}} \\
& \quad=\frac{L-1}{2}\left(\frac{\gamma_{Y}}{\lambda_{Q}}+O\left(\frac{1}{L^{2}}\right)\right)  \tag{162}\\
& \quad=\frac{\gamma_{Y}}{2 \beta_{1}}+O\left(\frac{1}{L}\right) \tag{163}
\end{align*}
$$

$$
\begin{align*}
= & \frac{\gamma_{Y}\left(\sigma_{X}^{2}-D\right)}{2\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(D-\gamma_{X}\right)-2 \rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}} \\
& +O\left(\frac{1}{L}\right) \tag{164}
\end{align*}
$$

Considering the fact that $g_{1}<0$, using approximations (161) and (164) and simplifying the terms, we get the third clause of (50). This concludes the proof.

## VI. Proof of Theorem 5

First, notice that $\rho_{X}, \rho_{Z} \in[0,1]$ implies $\lambda_{Y} \geq \gamma_{Y}$. We consider four different cases.

Case $1\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}=0\right)$ : In this case, the condition $\lambda_{X}^{2} \gamma_{Y}^{2} \geq \frac{L-1}{4 L} \gamma_{X}^{2} \lambda_{Y}^{2}$ is satisfied trivially for all $L$. So, we are under the first condition of Theorem 3, and consequently

$$
\begin{equation*}
\underline{\mathcal{R}}(D)=\overline{\mathcal{R}}(D)=\overline{\mathcal{R}}^{\infty}(D) \tag{165}
\end{equation*}
$$

This yields the first condition of Theorem (5), where the ratedistortion expression is given by (55).

Case $2\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0, \rho_{X}>0, \xi \geq \frac{1}{2}\right)$ : In this case, we are under the first condition of Theorem 3. This can be readily verified when $\gamma_{X}=0$. When $\gamma_{X}>0$, we have

$$
\begin{align*}
\lambda_{X}^{2} \lambda_{Y}^{-2} \gamma_{X}^{-2} \gamma_{Y}^{2} & =\frac{\left(1+(L-1) \rho_{X}\right)^{2}\left(1-\rho_{Y}\right)^{2}}{\left(1+(L-1) \rho_{Y}\right)^{2}\left(1-\rho_{X}\right)^{2}}  \tag{166}\\
& =\xi^{2}+\frac{2 \xi^{2}\left(\rho_{Y}-\rho_{X}\right)}{\rho_{X} \rho_{Y} L}+O\left(\frac{1}{L^{2}}\right)  \tag{167}\\
& \geq \frac{1}{4} \text { for all sufficiently large } L  \tag{168}\\
& \geq \frac{L-1}{4 L} \tag{169}
\end{align*}
$$

where (168) can be verified by considering $\xi=\frac{1}{2}$ (which implies $\rho_{Y}>\rho_{X}$ ) and $\xi>\frac{1}{2}$ separately. In summary, the analysis of this case yields (56).

Case $3\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0, \rho_{X}>0, \xi<\frac{1}{2}\right)$ : In this case, we are under the third condition of Theorem 3. This is because of the fact that $\mu_{2}<1$,

$$
\begin{align*}
\lambda_{X}^{2} \lambda_{Y}^{-2} \gamma_{X}^{-2} \gamma_{Y}^{2} & =\xi^{2}+O\left(\frac{1}{L}\right)  \tag{170}\\
& <\frac{L-1}{4 L} \text { for all sufficiently large } L \tag{171}
\end{align*}
$$

and

$$
\begin{align*}
\mu_{1} & =\frac{1}{2}-\frac{1}{2} \sqrt{1-\frac{4 L}{L-1} \lambda_{X}^{2} \lambda_{Y}^{-2} \gamma_{X}^{-2} \gamma_{Y}^{2}}  \tag{172}\\
& =\frac{1}{2}-\frac{1}{2} \sqrt{1-4 \xi^{2}}+O\left(\frac{1}{L}\right)  \tag{173}\\
& >\frac{\gamma_{Y}}{\lambda_{Y}} \text { for all sufficiently large } L \tag{174}
\end{align*}
$$

where the last inequality follows because $\frac{\gamma_{Y}}{\lambda_{Y}}=O\left(\frac{1}{L}\right)$. Thus, we continue with approximating $\mathrm{D}_{\mathrm{th}, 1}, \mathrm{D}_{\mathrm{th}, 2}$ and the ratedistortion expressions. We approximate $D_{t h, 1}$ and $D_{t h, 2}$ for large $L$ as follows:

$$
\mathrm{D}_{\mathrm{th}, 1}=\frac{\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}}{\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}}+\gamma_{X}
$$

$$
\begin{align*}
& -\frac{1+\sqrt{1-4 \xi^{2}}}{2} \gamma_{X}^{2} \gamma_{Y}^{-1}+O\left(\frac{1}{L}\right)  \tag{175}\\
= & \mathrm{D}_{\mathrm{th}, 1}^{\infty}+O\left(\frac{1}{L}\right) \tag{176}
\end{align*}
$$

and

$$
\begin{align*}
\mathrm{D}_{\mathrm{th}, 2}= & \frac{\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}}{\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}}+\gamma_{X} \\
& -\frac{1-\sqrt{1-4 \xi^{2}}}{2} \gamma_{X}^{2} \gamma_{Y}^{-1}+O\left(\frac{1}{L}\right)  \tag{177}\\
= & \mathrm{D}_{\mathrm{th}, 2}^{\infty}+O\left(\frac{1}{L}\right) \tag{178}
\end{align*}
$$

Now, it remains to approximate the rate-distortion expressions. In the intervals $D<\mathrm{D}_{\mathrm{th}, 1}^{\infty}$ and $D>\mathrm{D}_{\mathrm{th}, 2}^{\infty}, \overline{\mathcal{R}}(D)$ can be approximated as in Theorem 4, which leads to the expression in (50). In the interval $\mathrm{D}_{\mathrm{th}, 1}^{\infty}<D<\mathrm{D}_{\mathrm{th}, 2}^{\infty}$, we need to approximate $\underline{\mathcal{R}}^{c}(D)$. For the rate-distortion expression $\underline{\mathcal{R}}^{c}(D)$, notice that the second clause of (18) is not active for large $L$ since

$$
\begin{align*}
L \lambda_{X}^{2} & \left(\lambda_{Y}-\gamma_{Y}\right)^{-1}+(L-1) \gamma_{X}^{2}\left(\gamma_{X}^{-1}-\gamma_{Y}^{-1}\right)+\lambda_{X} \\
& =L^{2} \rho_{X}^{2} \rho_{Y}^{-1} \sigma_{X}^{4} \sigma_{Y}^{-2}+O(L) \\
& >L D \tag{179}
\end{align*}
$$

Thus, we need to approximate $\underline{\mathcal{R}}_{1}^{c}(D)$ defined in (20) for large $L$. Consider the following term in the first logarithm. We have

$$
\begin{align*}
L D- & \lambda_{X}-(L-1)\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right) \\
& +\lambda_{X}^{2} \lambda_{Y}^{-2}\left(\lambda_{Y}+\left(\gamma_{Y}^{-1}-\lambda_{Y}^{-1}\right)^{-1}\right) \\
= & L\left(D-\rho_{X} \sigma_{X}^{2}-\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)\right) \\
& +L \rho_{X}^{2} \rho_{Y}^{-1} \sigma_{X}^{4} \sigma_{Y}^{-2} \\
& +\left(2 \rho_{X} \rho_{Y}^{-1}\left(1-\rho_{X}\right) \sigma_{X}^{4} \sigma_{Y}^{-2}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right) \\
& +O\left(\frac{1}{L}\right) \\
:= & L A+B+O\left(\frac{1}{L}\right) . \tag{180}
\end{align*}
$$

Thus, plugging the above into $\underline{\mathcal{R}}_{1}^{c}(D)$ in (20), we can approximate the first logarithm as follows:

$$
\begin{align*}
\frac{L+1}{2} & \log \frac{(L+1) \gamma_{Y}^{-1} \gamma_{X}^{2}}{L A+B+O\left(\frac{1}{L}\right)} \\
= & \frac{L+1}{2} \log \frac{\gamma_{Y}^{-1} \gamma_{X}^{2}}{A+\frac{1}{L+1}(-A+B)}  \tag{181}\\
= & \frac{L+1}{2} \log \frac{\gamma_{Y}^{-1} \gamma_{X}^{2}}{A}+\frac{A-B}{2 A}+O\left(\frac{1}{L}\right)  \tag{182}\\
= & \frac{L+1}{2} \log \gamma_{Y}^{-1} \gamma_{X}^{2}\left(D-\rho_{X} \sigma_{X}^{2}\right. \\
& \left.-\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)+\rho_{X}^{2} \rho_{Y}^{-1} \sigma_{X}^{4} \sigma_{Y}^{-2}\right)^{-1} \\
& +\frac{1}{2}\left(D+2 \gamma_{X}^{2} \gamma_{Y}^{-1}-\sigma_{X}^{2}\right. \\
& \left.+\rho_{X}\left(3 \rho_{X}-2\right) \rho_{Y}^{-1} \sigma_{X}^{4} \sigma_{Y}^{-2}\right)\left(D-\rho_{X} \sigma_{X}^{2}\right. \\
& \left.-\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)+\rho_{X}^{2} \rho_{Y}^{-1} \sigma_{X}^{4} \sigma_{Y}^{-2}\right)^{-1} \\
& +O\left(\frac{1}{L}\right) \\
= & \frac{L+1}{2} \log \left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2} \gamma_{Y}^{-1} \gamma_{X}^{2}\right)
\end{align*}
$$

(183)

$$
\begin{align*}
& \cdot\left(\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(D-\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)\right)\right. \\
& \left.-\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}\right)^{-1} \\
& +\frac{1}{2}\left(\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)(D\right. \\
& \left.+2(1-\xi) \gamma_{X}^{2} \gamma_{Y}^{-1}-\gamma_{X}\right) \\
& \left.-\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}\right) \\
& \cdot\left(\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\left(D-\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)\right)\right. \\
& \left.-\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}\right)^{-1} \\
& +O\left(\frac{1}{L}\right) \tag{184}
\end{align*}
$$

The second logarithm of (20) can be approximated as follows:

$$
\begin{align*}
& \frac{1}{2} \log \lambda_{X}^{2} \gamma_{X}^{-2}\left(\lambda_{Y} \gamma_{Y}^{-1}-1\right)^{-1} \\
& =\frac{1}{2} \log L+\frac{1}{2} \log \left(\left(\frac{\rho_{X}}{1-\rho_{X}}\right)^{2}\left(\frac{1-\rho_{Y}}{\rho_{Y}}\right)\right) \\
& \quad+O\left(\frac{1}{L}\right) \tag{185}
\end{align*}
$$

The third logarithm of (20) can also be approximated as follows:

$$
\begin{equation*}
\frac{L}{2} \log \left(1-\frac{1}{L}\right)=-\frac{1}{2}+O\left(\frac{1}{L^{2}}\right) \tag{186}
\end{equation*}
$$

Plugging (184) and (185) into (20) yields

$$
\begin{align*}
& \underline{\mathcal{R}}_{1}^{c}(D) \\
&= \frac{L+1}{2} \log \gamma_{Y}^{-1} \gamma_{X}^{2}\left(\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\right. \\
&\left.\cdot\left(D-\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)\right)-\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}\right)^{-1} \\
&+\frac{1}{2} \log L \\
&+\frac{1}{2}(1-2 \xi) \gamma_{X}^{2} \gamma_{Y}^{-1}\left(\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}\right)\right. \\
&\left.\cdot\left(D-\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)\right)-\rho_{X} \rho_{Z} \sigma_{X}^{2} \sigma_{Z}^{2}\right)^{-1} \\
&+\frac{1}{2} \log \left(\frac{\rho_{X}}{1-\rho_{X}}\right)^{2}\left(\frac{1-\rho_{Y}}{\rho_{Y}}\right) \\
&+O\left(\frac{1}{L}\right) \\
&= \underline{\mathcal{R}}_{1}^{\infty}(D) . \tag{187}
\end{align*}
$$

The above expression can be further simplified to (53). Moreover, the two boundary points $D=\mathrm{D}_{\mathrm{th}, 1}^{\infty}$ and $D=\mathrm{D}_{\mathrm{th}, 2}^{\infty}$ can be easily handled by considering the fact that $\overline{\mathcal{R}}_{1}^{\infty}\left(\mathrm{D}_{\mathrm{th}, 1}^{\infty}\right)=\underline{\mathcal{R}}_{1}^{\infty}\left(\mathrm{D}_{\mathrm{th}, 1}^{\infty}\right)$ and $\overline{\mathcal{R}}_{1}^{\infty}\left(\mathrm{D}_{\mathrm{th}, 2}^{\infty}\right)=\underline{\mathcal{R}}_{1}^{\infty}\left(\mathrm{D}_{\mathrm{th}, 2}^{\infty}\right)$. In summary, the analysis of this case yields (57).

Case $4\left(\rho_{X} \sigma_{X}^{2}+\rho_{Z} \sigma_{Z}^{2}>0\right.$ and $\left.\rho_{X}=0\right)$ : In this case, we are under the second condition of Theorem 3 since

$$
\begin{align*}
\mu_{1} & =\frac{1}{2}-\frac{1}{2} \sqrt{1-\frac{4 L}{L-1} \lambda_{Y}^{-2} \gamma_{Y}^{2}}  \tag{188}\\
& =\frac{1}{2}-\frac{1}{2} \sqrt{1-\frac{4 L}{L-1}\left(\frac{\left(1-\rho_{Y}\right)^{2}}{L^{2} \rho_{Y}^{2}}+O\left(\frac{1}{L^{3}}\right)\right)} \tag{189}
\end{align*}
$$

$$
\begin{align*}
& =\frac{\left(1-\rho_{Y}\right)^{2}}{L^{2} \rho_{Y}^{2}}+O\left(\frac{1}{L^{3}}\right)  \tag{190}\\
& \leq \frac{\gamma_{Y}}{\lambda_{Y}} \text { for all sufficiently large } L, \tag{191}
\end{align*}
$$

and

$$
\begin{align*}
1 & >\mu_{2}  \tag{192}\\
& =1-\frac{\left(1-\rho_{Y}\right)^{2}}{L^{2} \rho_{Y}^{2}}+O\left(\frac{1}{L^{3}}\right)  \tag{193}\\
& >\frac{\gamma_{Y}}{\lambda_{Y}} \text { for all sufficiently large } L, \tag{194}
\end{align*}
$$

and

$$
\begin{align*}
& \lambda_{X}^{2} \lambda_{Y}^{-2} \gamma_{X}^{-2} \gamma_{Y}^{2} \\
& \quad=O\left(\frac{1}{L^{2}}\right)  \tag{195}\\
& \quad<\frac{L-1}{4 L} \text { for all sufficiently large } L \tag{196}
\end{align*}
$$

where (191) and (194) are due to $\frac{\gamma_{Y}}{\lambda_{Y}}=\frac{1-\rho_{Y}}{L \rho_{Y}}+O\left(\frac{1}{L^{2}}\right)$. Here, $\mathrm{D}_{\mathrm{th}, 1}$ simplifies as follows:

$$
\begin{align*}
\mathrm{D}_{\mathrm{th}, 1} & =\sigma_{X}^{2}-\sigma_{X}^{4} \gamma_{Y}^{-1}+O\left(\frac{1}{L}\right)  \tag{197}\\
& =d_{\min }^{\infty}+O\left(\frac{1}{L}\right) \tag{198}
\end{align*}
$$

So, for all $D \in\left(d_{\min }^{\infty}, \sigma_{X}^{2}\right)$, the lower bound is given by $\underline{\mathcal{R}}^{c}(D)$ when $L$ is large enough. It just remains to approximate $\underline{\mathcal{R}}^{c}(D)$. Notice that the second clause of (18) is active since

$$
\begin{align*}
L \lambda_{X}^{2} & \left(\lambda_{Y}-\gamma_{Y}\right)^{-1}+(L-1) \gamma_{X}^{2}\left(\gamma_{X}^{-1}-\gamma_{Y}^{-1}\right) \\
& +\lambda_{X} \\
= & L\left(\sigma_{X}^{2}-\sigma_{X}^{4} \gamma_{Y}^{-1}\right)+O(1)  \tag{199}\\
= & L d_{\min }^{\infty}+O(1)<L D . \tag{200}
\end{align*}
$$

The rate-distortion expression $\underline{\mathcal{R}}_{2}^{c}(D)$ can be approximated as follows:

$$
\begin{align*}
\underline{\mathcal{R}}_{2}^{c}(D)= & \frac{L}{2} \log \frac{(L-1) \gamma_{X}^{2} \gamma_{Y}^{-1}}{L D-\lambda_{X}-(L-1)\left(\gamma_{X}-\gamma_{X}^{2} \gamma_{Y}^{-1}\right)} \\
= & \frac{L}{2} \log \frac{\sigma_{X}^{4}}{\gamma_{Y} D-\sigma_{X}^{2} \gamma_{Z}}-\frac{1}{2} \frac{D-\sigma_{X}^{2}}{D-\sigma_{X}^{2}+\sigma_{X}^{4} \gamma_{Y}^{-1}}  \tag{201}\\
& +O\left(\frac{1}{L}\right)  \tag{202}\\
= & \underline{\mathcal{R}}_{2}^{\infty}(D) \tag{203}
\end{align*}
$$

In summary, the analysis of this case yields (58). This concludes the proof.

## VII. CONCLUSION

We have studied the problem of distributed compression of symmetrically correlated Gaussian sources. An explicit lower bound on the rate-distortion function is established and is shown to partially coincide with the Berger-Tung upper bound. The asymptotic expressions for the upper and lower bounds are derived in the large $L$ limit. It is of considerable theoretical interest to develop new bounding techniques to close the gap between the two bounds.

## Appendix A <br> Sketch of Proof of Theorem 1

The proof is built upon the so-called Berger-Tung bound [15, Thm 12.1] as summarized in the following lemma.

Lemma 1: Let $\mathbf{V}:=\left(V_{1}, \ldots, V_{L}\right)^{T}$ be an auxiliary random vector jointly distributed with $(\mathbf{X}, \mathbf{Y}, \mathbf{Z})$ such that $\left(\mathbf{X}, \mathbf{Z},\left\{Y_{\ell^{\prime}}\right\}_{\ell^{\prime} \in\{1, \ldots, L\} \backslash \ell,}\left\{V_{\ell^{\prime}}\right\}_{\ell^{\prime} \in\{1, \ldots, L\} \backslash \ell}\right) \rightarrow Y_{\ell} \rightarrow V_{\ell}$ form a Markov chain for $\ell=1, \ldots, L$. We have $R \geq \mathcal{R}(D)$ for any $(R, D)$ such that

$$
\begin{equation*}
R \geq I(\mathbf{Y} ; \mathbf{V}) \tag{204}
\end{equation*}
$$

and

$$
\begin{equation*}
D \geq \frac{1}{L} \mathbb{E}\left[(\mathbf{X}-\mathbb{E}[\mathbf{X} \mid \mathbf{V}])^{T}(\mathbf{X}-\mathbb{E}[\mathbf{X} \mid \mathbf{V}])\right] \tag{205}
\end{equation*}
$$

Let $\mathbf{Q}:=\left(Q_{1}, \ldots, Q_{L}\right)^{T}$ be an $L$-dimensional zero-mean Gaussian random vector with covariance matrix

$$
\begin{equation*}
\Sigma_{Q}:=\operatorname{diag}^{(L)}\left(\lambda_{Q}, \ldots, \lambda_{Q}\right), \tag{206}
\end{equation*}
$$

where $\lambda_{Q}>0$. We assume $\mathbf{Q}$ is independent of $(\mathbf{X}, \mathbf{Y}, \mathbf{Z})$. Define the following auxiliary random variables:

$$
\begin{equation*}
V_{\ell}:=X_{\ell}+Q_{\ell}, \quad \ell \in\{1, \ldots, L\} . \tag{207}
\end{equation*}
$$

Note that the resulting $\mathbf{V}$ satisfies the Markov chain constraints specified in Lemma 1. One can readily complete the proof by verifying

$$
\begin{align*}
I(\mathbf{Y} ; \mathbf{V})= & \frac{1}{2} \log \left(1+\frac{\lambda_{Y}}{\lambda_{Q}}\right) \\
& +\frac{L-1}{2} \log \left(1+\frac{\gamma_{Y}}{\lambda_{Q}}\right), \tag{208}
\end{align*}
$$

and

$$
\begin{align*}
\mathbb{E}[(\mathbf{X} & \left.-\mathbb{E}[\mathbf{X} \mid \mathbf{V}])^{T}(\mathbf{X}-\mathbb{E}[\mathbf{X} \mid \mathbf{V}])\right] \\
= & \lambda_{X}\left(1-\frac{\lambda_{X}}{\lambda_{Y}+\lambda_{Q}}\right) \\
& +(L-1) \gamma_{X}\left(1-\frac{\gamma_{X}}{\gamma_{Y}+\lambda_{Q}}\right) . \tag{209}
\end{align*}
$$

## Appendix B <br> Sketch of Proof of Theorem 2

Let

$$
\begin{equation*}
\left(Y_{1}, \ldots, Y_{L}\right)^{T}:=\left(U_{1}, \ldots, U_{L}\right)^{T}+\left(W_{1}, \ldots, W_{L}\right)^{T} \tag{210}
\end{equation*}
$$

where $\left(U_{1}, \ldots, U_{L}\right)^{T}$ and $\left(W_{1}, \ldots, W_{L}\right)^{T}$ are two mutually independent $L$-dimensional zero-mean Gaussian vectors with covariance matrices $\Sigma_{U} \succ 0$ and

$$
\begin{equation*}
\Lambda_{W}:=\operatorname{diag}^{(L)}\left(\lambda_{W}, \ldots, \lambda_{W}\right) \succ 0 . \tag{211}
\end{equation*}
$$

Then, two auxiliary random processes $\left\{\left(U_{1, i}, \ldots, U_{L, i}\right)^{T}\right\}_{i=1}^{\infty}$ and $\left\{\left(W_{1, i}, \ldots, W_{L, i}\right)^{T}\right\}_{i=1}^{\infty}$ are constructed in an i.i.d. manner.

According to Definition 1, for any $R \geq \mathcal{R}(D)$ and $\epsilon>0$, there exist encoding and decoding functions such that

$$
\begin{equation*}
\frac{1}{n} \sum_{\ell=1}^{L} \log \left|\mathcal{M}_{\ell}\right| \leq R+\epsilon, \tag{212}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{n L} \sum_{\ell=1}^{L} \sum_{i=1}^{n} \mathbb{E}\left[\left(X_{\ell, i}-\hat{X}_{\ell, i}\right)^{2}\right] \leq D+\epsilon \tag{213}
\end{equation*}
$$

The proof is divided to several steps as follows.

## A. Simplifying the Rate Constraint

Lower bounding $\frac{1}{n} \sum_{\ell=1}^{L} \log \left|\mathcal{M}_{\ell}\right|$ by the standard information-theoretic arguments as in [5, pp. 2349] yields

$$
\begin{equation*}
\frac{1}{2} \log \frac{\operatorname{det}\left(\Sigma_{U}\right) \operatorname{det}\left(\Lambda_{W}\right)}{\operatorname{det}\left(\Delta_{U \mid M}\right) \operatorname{det}\left(\Delta_{Y \mid U, M}\right)} \leq R+\epsilon, \tag{214}
\end{equation*}
$$

where

$$
\begin{align*}
\Delta_{U \mid M}:= & \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\left(U_{j, i}-\hat{U}_{j, i}\right)_{j \in\{1, \ldots, L\}}^{T}\right. \\
& \left.\cdot\left(U_{j, i}-\hat{U}_{j, i}\right)_{j \in\{1, \ldots, L\}}\right],  \tag{215}\\
\Delta_{Y \mid U, M}:= & \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\left(Y_{j, i}-\hat{Y}_{j, i}\right)_{j \in\{1, \ldots, L\}}^{T}\right. \\
& \left.\cdot\left(Y_{j, i}-\hat{Y}_{j, i}\right)_{j \in\{1, \ldots, L\}}\right], \tag{216}
\end{align*}
$$

with

$$
\begin{align*}
\hat{U}_{j, i} & :=\mathbb{E}\left[U_{j, i} \mid\left(M_{\ell}\right)_{\ell \in\{1, \ldots, L\}}\right]  \tag{217}\\
\hat{\hat{Y}}_{j, i} & :=\mathbb{E}\left[Y_{j, i} \mid\left(U_{\ell}^{n}\right)_{\ell \in\{1, \ldots, L\}},\left(M_{\ell}\right)_{\ell \in\{1, \ldots, L\}}\right] \tag{218}
\end{align*}
$$

We also define

$$
\begin{equation*}
\delta_{j}:=\sum_{i=1}^{n} \mathbb{E}\left[\left(Y_{j, i}-\bar{Y}_{j, i}\right)^{2}\right], \quad j \in\{1, \ldots, L\} \tag{219}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{Y}_{j, i}:=\mathbb{E}\left[Y_{j, i} \mid U_{j}^{n}, M_{j}\right] \tag{220}
\end{equation*}
$$

It is clear that

$$
\begin{equation*}
\delta_{j}>0, \quad j \in[1, L] \tag{221}
\end{equation*}
$$

Furthermore, since $Y_{j}^{n}=U_{j}^{n}+W_{j}^{n}, j \in[1, L]$, and $\left(U_{1}^{n}, \ldots, U_{L}^{n}\right)$ and $\left(W_{1}^{n}, \ldots, W_{L}^{n}\right)$ are mutually independent, we have

$$
\begin{equation*}
\Delta_{Y \mid U, M}=\operatorname{diag}^{(L)}\left(\delta_{1}, \ldots, \delta_{L}\right) \tag{222}
\end{equation*}
$$

## B. Simplifying the Distortion Constraint

We define

$$
\begin{align*}
& \Delta_{Y \mid M}:= \frac{1}{n} \sum_{\left.\left.i \bar{Y}_{j, i}^{1}-\hat{Y}_{j, i}\right)_{j \in\{1, \ldots, L\}}\right]} \mathbb{E}\left[\left(Y_{j, i}-\hat{Y}_{j, i}\right)_{j \in\{1, \ldots, L\}}^{T}\right. \\
& \times\left(\begin{array}{l}
\text {. }
\end{array}\right.  \tag{223}\\
&
\end{align*}
$$

where

$$
\begin{equation*}
\hat{Y}_{j, i}:=\mathbb{E}\left[Y_{j, i} \mid\left(M_{\ell}\right)_{\ell \in[1, L]}\right] . \tag{224}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
0 \prec \Delta_{Y \mid M} \preceq \Sigma_{Y} . \tag{225}
\end{equation*}
$$

With some matrix calculations as in [5, Appendix B], one can show that

$$
\begin{align*}
\Delta_{U \mid M} & =\Sigma_{U} \Sigma_{Y}^{-1} \Delta_{Y \mid M} \Sigma_{Y}^{-1} \Sigma_{U}+\Sigma_{U}-\Sigma_{U} \Sigma_{Y}^{-1} \Sigma_{U} \\
\Delta_{Y \mid U, M} & \preceq\left(\Delta_{Y \mid M}^{-1}+\Lambda_{W}^{-1}-\Sigma_{Y}^{-1}\right)^{-1} . \tag{226}
\end{align*}
$$

Similar to $\Delta_{U \mid M}$ as in (226), one can show that

$$
\begin{align*}
& \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{L} \mathbb{E}\left[\left(X_{j, i}-\hat{X}_{j, i}\right)^{2}\right] \\
& \quad=\operatorname{tr}\left(\Sigma_{X} \Sigma_{Y}^{-1} \Delta_{Y \mid M} \Sigma_{Y}^{-1} \Sigma_{X}+\Sigma_{X}-\Sigma_{X} \Sigma_{Y}^{-1} \Sigma_{X}\right) \tag{228}
\end{align*}
$$

Combining (228) and (213), we get

$$
\begin{align*}
& \operatorname{tr}\left(\Sigma_{X} \Sigma_{Y}^{-1} \Delta_{Y \mid M} \Sigma_{Y}^{-1} \Sigma_{X}+\Sigma_{X}-\Sigma_{X} \Sigma_{Y}^{-1} \Sigma_{X}\right) \\
& \quad \leq L(D+\epsilon) \tag{229}
\end{align*}
$$

## C. Formulating the Optimization Problem

Considering (214), (221), (222), (225), (227), (229) and letting $\epsilon \rightarrow 0$, one can show using symmetrization and convexity arguments that there exist $\Delta$ with identical diagonal entries as well as identical off-diagonal entries and $\delta$ such that

$$
\begin{align*}
& \frac{1}{2} \log \frac{\operatorname{det}\left(\Sigma_{U}\right)}{\operatorname{det}\left(\Delta_{U \mid M}\right)}+\frac{L}{2} \log \frac{\lambda_{W}}{\delta} \leq R  \tag{230a}\\
& 0 \prec \Delta \preceq \Sigma_{Y},  \tag{230b}\\
& 0<\delta  \tag{230c}\\
& \operatorname{diag}^{(L)}(\delta, \ldots, \delta) \preceq\left(\Delta^{-1}+\Lambda_{W}^{-1}-\Sigma_{Y}^{-1}\right)^{-1},  \tag{230d}\\
& \operatorname{tr}\left(\Sigma_{X} \Sigma_{Y}^{-1} \Delta \Sigma_{Y}^{-1} \Sigma_{X}+\Sigma_{X}-\Sigma_{X} \Sigma_{Y}^{-1} \Sigma_{X}\right) \\
& \quad \leq L D,  \tag{230e}\\
& \Delta_{U \mid M}=\Sigma_{U} \Sigma_{Y}^{-1} \Delta \Sigma_{Y}^{-1} \Sigma_{U}+\Sigma_{U}-\Sigma_{U} \Sigma_{Y}^{-1} \Sigma_{U} \tag{230f}
\end{align*}
$$

Using the eigenvalue decomposition, we have $\Delta=$ $\Theta \operatorname{diag}(\alpha, \beta, \ldots, \beta) \Theta^{T}$ for some positive $\alpha$ and $\beta$. So, inequality (230a) can be equivalently written as

$$
\begin{align*}
& \frac{1}{2} \log \frac{\lambda_{Y}^{2}}{\left(\lambda_{Y}-\lambda_{W}\right) \alpha+\lambda_{Y} \lambda_{W}} \\
& \quad+\frac{L-1}{2} \log \frac{\gamma_{Y}^{2}}{\left(\gamma_{Y}-\lambda_{W}\right) \beta+\gamma_{Y} \lambda_{W}} \\
& \quad+\frac{L}{2} \log \frac{\lambda_{W}}{\delta} \leq R, \tag{231}
\end{align*}
$$

and (230b)-(230f) reduce to the constraints (16b)-(16g). Thus, minimizing the left-hand side of (231) over $(\alpha, \beta, \delta)$ subject to the constraints $(16 \mathrm{~b})-(16 \mathrm{~g})$ and sending $\lambda_{W}$ to $\min \left(\lambda_{Y}, \gamma_{Y}\right)$ yields the desired lower bound.
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[^0]:    ${ }^{1}$ The inequality constraint inside the set $\mathcal{D}_{2}^{c}\left(\gamma_{I}\right)$ is implied by the equality condition on $D$ and constraint (104). A similar statement holds for the sets $\mathcal{D}_{1}\left(\lambda_{I}\right), \mathcal{D}_{2}\left(\gamma_{I}\right)$ and $\mathcal{D}_{1}^{c}\left(\lambda_{I}\right)$. Both conditions on $D$ are included in the definition of these sets to show that $\mathcal{D}_{1}^{c}\left(\lambda_{I}\right)$ (resp. $\left.\mathcal{D}_{2}^{c}\left(\gamma_{I}\right)\right)$ is a complement of $\mathcal{D}_{1}\left(\lambda_{I}\right)\left(\right.$ resp. $\left.\mathcal{D}_{2}\left(\gamma_{I}\right)\right)$.

