Chapter III Problems Solutions

1. e Find the entropy of a source that emits one of three symbols A4, B
and C in a statistically independent sequence with probabilities %,
1, and 1 respectively.

e Entropy of a sequence is:
& 1
H(s) = E pilogy —
i=1 pi

1 1 1
=5 log,(2) + 1 log,(4) + 1 log,(4) = 1.5 bits/symbol



2.

e A discrete source emits one of five symbols once every millisecond.

The symbol probabilities are 1, 1 1 L and L respectively. Find

’ 27 42 87 16 16>
the source entropy and information rate.

5
1
H(s) = pilog, —
i=1 pi

1 1
21 2
3 0g>(8) + 16

=0.54 0.5+ 0.375 + 0.25 + 0.25 = 1.875 bits/symbol

1 1 1
=3 log,(2) + 1 log, (4) + log,(16) + 16 log, (16)

Information rate, R

R =rsH(s) bits/sec = 1000 x 1.875 bits/sec



3.

e For a zero-memory binary source, the source alphabet S is just {0, 1}.

Plot the entopy of such a source as a function of P(0). What is the
entropy of this source when P(0) = 0.37
Prove the inequality

N 1 N 1
Pi log(—) < Pz log(—
; 8(5) < ; 8(5;)

with the constraint

N N
Y Pi=) Q=1
i=1 i=1

Let the probability of having a 0 be ¢, thus the probability of having
a lis § =1— q. Hence, the entropy of the source is

1 1
H(s) = qlog(a) + (jlog(a_) bits/symbol
We usually refer to the last function as H(g) which is to be distin-
guished from H(S), the latter being the entopy of a source S, while
the former is a function of the variable ¢ defined over [0, 1]. Now,

1 log(+ L og(L
lim qlog(—) = lim g(lq) = lim dqdiioyl(q) = lim —il =0
q—0 q q—0 q~ ¢—0 4L a—0 =5
dq q
A plot of the entropy function is given below.
At ¢=0.3, H(q) = —0.310g(0.3) — 0.710g(0.7)
To find log, r, let
p In(r)
logor=2 = 2°=r = zln2)=Ih(r) = z= ()



Therefore H(q)|q=0.3 = 0.8813

To prove that
P;log(—=) < P; log(
Z 85 Z 85 Ql

we first note that this equivalent to proving that

ZPln <ZPln

(because log,(x) = In(x)/In(2))
From the text we know that In(z) < (z — 1)

N
ZPlogQ’ <3r P - =Y @i-P)=0

== ZPlogg)<0 == ZPlog <ZPlog

i=1 =



4.

e A second order Markov source with the binary alphabet S = {0, 1}
has the conditional symbol probabilities

P(0]00) = P(1]11) = 0.8
P(1]00) = P(0[11) = 0.2
P(0[01) = P(0[10) = P(1]10) = P(1]01) = 0.5

Draw the state diagram of this source.

e Let N be the number of symbols the source can emit, i.e. N = 2,
m be the order of the Markov process, i.e. m = 2. Thus the total
number of states = N =4
The state diagram is shown below: Note that E?Zl pij =1

0.8 0.2




5.

e A second-order Markov source with the binary alphabet S = {0, 1}
has the conditional symbol probabilities

P(0j00) = P(1]11) = 1
P(0[01) = P(0[10) = P(1]10) = P(1]01) = 0.5

Draw the state diagram of this source. Is this source ergodic?

e The state diagram is shown below:
Note that if we arrive at either state 00 or 11, we stay in that state

1

forever. Thus this is not an ergodic source.



The transition matrix of a first-order Markov source having M states
i sdenoted by ®. Let

d" =
qM1 . qMM
Show that Z]]Vil gij = L.
Let ® and © be two matrices of the Mt order. That is

11 bim O - bhim
® = : and O = :
dm1 c Pumm Orvr - Oum
such that
S i =Yg 0 =1
Let
Y - im
U=00= : :
Ymr o Yum
Then

M M M M M M
Z¢ij = Z fo?ikekj = Zd)ik[zekj] = Z¢ik =1
=t =1 =1 k=1

j=1 k=1

Hence conclusion follows



e Consider an information source modeled bya first-order Markov pro-
cess. The source has two states o1 and o5 and can emit three symbols
A, B and C. The probability of emitting any of the thress symbols
from each state is indicated in the figure below. The probability of

the states, P(01) = P(02) = 3. Find the source entropy H. Con-
sider a sequence m consisting of n symbols emitted from the source.
We define the average information content per symbol in messages
containing n symbols

1 1
Gn=— ;P(mi) log, Plmy)

where the sum is over all sequences m; consisting of n symbols. Find
Gl, G2 and G3.
e Let H; be the entropy of the source at state o;, i = 1, 2.
2
1 1 3 4
H; = ijlog— — H; = —log(4) + —log - = 0.8113

;paogpij 1= 7log(4) + S log o
Similarly, H, = % 1og(4) + 2log 4 = 0.8113
Thus the source entropy

2
H(s) =Y P,.H; = 0.8113 bits/symbol
i=1
— Let us consider the messages containing one (n = 1) symbol.

There are 3 messages and the probability of each can be calcu-
lated as follows.

13 3

13 3

11 11 1

P :P P :P P = —.— —_— = =
(C) o1 (C|Ul) D (C|02) 51 + 51 1

Thus the average information content per symbol in messages
containing one symbol is

3
1
= P(m;)1 ——— =1.5612 bi 1
G1 ;:1 (m;) log, PomD) 5612 bits/symbo



— Consider the messages containing two (n = 2) symbols. There
are 9 message (= N?). The probability of the messages is ob-
tained as follows:

133_9

P(AA) = Py, -P(A0n).P(Alon) = 555 = 533
P(AB) = P,, .P(A|o1).P(B|oy) = 0

|

P(AC) = P, .P(Al0y).P(Cloy) = —-

32
P(BA) =0

P(BB) = P,,.P(B|02).P(Bos) = ;_2

P(BC) = P,,.P(B|0y).P(Clos) = ;’_2

P(CA) = P,,.P(Cloy).P(Alo1) = 33_2

P(CB) = P, P(Clo).P(Bloy) = =

P(CC) = Py, P(Cloy).P(Clow) + Py P(Clow). P(Clon) = o5

9
1 1 .
= Gy = 3 ;:1 P(m;)log, m = 1.2799 bits/symbol

— In a similar way, the probabilities of the 27 messages of 3 symbols
each are calculated and are found to be

P(AAA) = 12_278 P(AAB) =0 P(AAC) = %8
P(ABA)=0 P(ABB)=0 P(ABC)=0
P(ACA) =0 P(ACB) = - P(ACC) = 1_‘;’8
P(BAA)=0 P(BAB)=0 P(BAC)=0
P(BBA) =0 P(BBB)=2L P(BBC)= %8

P(BOA) = o P(BOB)=0 P(BCC) = =

P(CAA) = %8 P(CAB)=0 P(CAC) = 1_‘;’8
P(CBA)=0 P(CBB)=- P(CBC)= %8

3 2

P(CCA) = 5 P(CCB) = P(CCO) = —

1
——— = 1.0970 bits/symbol

Note that G; > Gy > G5



e Use the Shannon-Fano coding procedure to design a source encoder
for the information source given in Problem 7. For n = 1,2 and 3,
calculate the average number of bits per symbol (i.e., L/n), Gy, and

the rate efficiency n = Li/n

e From Problem 7, H = 0.8113. For n = 1, the Shannon-Fano code-
words and corresponding wordlengths are given below:

n=1
Message | Prob’s P; | log P%, li | F; Code
A 3 1415 [2] 0 00
B s 1415 | 2 [ 32 01
C 7 2 2] ¢ 11
n=2
AA = 183 [2] 0 00
BB = 183 [2]| 2 01
AC = 3415 | 4 | ¢ | 1001
BC 5 3415 | 4 | 2 | 1010
CA = 3415 | 4 | 25 | 1100
CB = 3415 | 4 | 2 | 1101
CC = 400 [ 4] 52 [ 1111
n=23
AAA pis 2245 [3] 0 000
BBB T 2245 |3 [ 2= | o001
AAC To 3.83 [ 4] 5 | 0110
ACB % 383 | 4| 5 | o111
BBC = 383 | 4| &&= | 1001
BCA To 383 [ 4] 5 | 1010
CAA o= 383 | 4| & | 1011
CBB = 383 | 4| 5 | 1100
ACC o 514 [ 6| o2 | 110110
BCC o 514 [ 6 | ooz | 110111
CAC o8 514 | 6 | 455 | 111001
CBC o 514 | 6 | ¢ | 111010
CCA o 514 [ 6| 9 | 111100
CCB o3 514 [ 6 | 52 | 111101
CcCC o 6 |6][ 5 |111111

For n =1 Average wordlength, L = 2.
Average wordlength per symbol, L/n = 2 bits/symbol
Average information content per symbol ,G; = 1.5612 bits/symbol
Efficiency, n = Li/n% = 40.56%

For n =2 Average wordlength, L = 2.88.
Average wordlength per symbol, L/n = 1.44 bits/symbol
Average information content per symbol ,G5 = 1.2799 bits/symbol

10



Efficiency, n = 2813 = 56.34%

For n =3 Average wordlength, L = 3.89.
Average wordlength per symbol, L/n = 1.30 bits/symbol
Average information content per symbol ,G3 = 1.097 bits/symbol

Efficiency, n = %313 = 62.40%

11



9. e Let S be a zero-memory information source with source alphabet
{s1,82,...,5Nn} and the probability of s; equal to P;. Let the n®
extension of S be S™. Show that the entropy of S™ is given by

H(S™) = nH(S)

e Let z; be the symbol of the nt* extension, S™, of the zero-memory
source S.
x; = {Siy, Sig, .-+, S, }- Now the entropy of S™ is given by:

1

Si1,8i2,...,8in)

HSY = S P(sil,si2,...,sin)logp(

11522400500

But, from independence, we have

Z P(Silasiza"'asin) = Z P(Sll)P(Slz)P(sln)

i1,02,..,in 11,82,---,8n

Therefore,

lo 1 =lo ( 1 >n—nlo 1
gP(Sil,Siz,...,Sin) & P(S“) gP(S“)

= H(5") = Y Plsi}{n10g 5} 30 Plsi) 30 Ploi) -+ Y Pls)

i1

= n;P(sil)logﬁ =nH(S)

12



10. e Consider the source S = {si,ss,83} with P(s1) = 3,,P(s2) =
P(s3) = ;. Calculate the entropy of the second extension of S.

e Second extension contains 3% = 9 symbols and their probabilities are:

Symbols of S x S | Probability P(x;)
Ty = 8181 %
T2 = 5152 <
T3 = 5153 it
T4 = S951 %
T5 = 5282 16
Tg = 5253 o
T7 = $351 s
Ty = $382 o
Ty = 5353 o
i 1
H(S?) = ; P(z;)log Pl - 3 bits/symbol = 2H (S)

13



11.

e Construct two sets of compact codes for a source S consisting of six
symbols, s1, S2, 83, 54, S5, S¢ with corresponding probabilities 0.4,0.3,0.1,0.1,0.06, 0.04

e First Set of Codes

Original Source

Reduced Sources

Symbols Prob’s Code S Sy S3 Sy
s1 0.4 1 04 1 04 1 04 1 —06 0
S 0.3 00 0.3 00 0.3 00 0.3 00— 04 1
S3 0.1 011 0.1 011 —0.2 010—» —0.3 01—
S4 0.1 0100 0.1 0100— 0.1 011—
S5 0.06 01010 —0.1 0101—
S 0.04 01011—
Second Set of Codes

Original Source Reduced Sources
Symbols Prob’s Code Sy Sy S3 Sy
s1 0.4 1 04 1 04 1 04 1 —06 0
S 0.3 00 0.3 00 0.3 00 0.3 00— 04 1
S3 0.1 0100 —0.1 011 —0.2 010—» —0.3 01—
S4 0.1 0101 0.1 0100— 0.1 011—
S5 0.06 0110— 0.1 0101—
S 0.04 0111—

14




12.

e A source S consisting of six symbols, si, S2, S3, S4, S5, S¢ With corre-

sponding probabilities 0.30,0.25,0.15,0.12,0.10,0.08 respectively, is
coded into 4-ary digits. Find a set of compact codes for the source
and calculate the code efficiency.

We find a compact r-ary code in a way similar to that for a binary
code. For an r-ary code, we shall have exactly r messages left in the
last reduced set if and only if the total number of original messages
is equal to 7 + k(r — 1), where k is an integer. This is obvious since
each reduction decreases the number of messages by (r — 1). Thus
if r =4, in order to have 4 messages remaining in the last reduced
source, we must start with 4 + k.3 messages.

Now, original number of messages is 6. Thus we have to add a dummy
message of probability 0 to make 7 messages. Hence we have the fol-
lowing compact code:

Original Source Reduced Sources
Messages Probabilities Code
my 0.30 0 0.30 0
Mo 0.25 2 —0.30 1
ms 0.15 3 0.25 2
My 0.12 10— 0.15 3
ms 0.10 11—
me 0.08 12—
my 0.00 13—

15



13. e Calculate the capacity of the discrete channel shown below. Assume
rs = 1 symbol/sec.

Plzx=0)=P
Plz=1)=0@Q
Plz=2)=0Q
Plzx=3)=P
0 1 0
1 1
2 2
3 3

1

e Let « = —(plogp + plogp), then from the definition of channel ca-
pacity,
C = max[H (z) — H(zly)]rs = max[I(z;y)rs]

subject to the constraint
1
2P+2QQ =1 or Q:§—P

H(z) = —(2Plog P +2Qlog Q)

and

H(zly) = —2Q(plogp + plogp) = 2aQ
Hence

I(z;y) = —2Plog P — 2Q log @ — 2aQ
We want to maximize I(z;y) with respect to P and @ subject to
Q =1 — P. Thus,

1 1 1
I(z;y) = —2Plog P — 2(5 —P) log(§ - P) - 2a(§ —P)

dI (z; )
= ((;};y) =2[—logy e —logzp—klog2e+log2(5 —P)+a]=0

16



1 1
- —logP+10g(§—P):a:0 = log%(i—P)zo
where = 2% Therefore,
8 9o 1

P = = a. d e

2045 20tz 9T 5aram
The channel capacity is

28+ 1)

—2(Plog P + QlogQ + aQ)rs = log bits/sec

B

17



14. e A binary channel matrix is given by

L]

The probabilities of the two symbols being transmitted are % and %,
respectively.

(a) Determine the probabilities of the two symbols received at the
destination.

(b) Determine H(z), H(z|y) and I(z;y).
e The channel can be represented as shown.

(a)

P(y1) = P(y1]z1)P(z1) + P(yi|22) P(22) = %
P(y2) = P(y2|x1)P(x1) + P(y2|m2)P(x2) — %

gle

(b)

1 1 _
H(z) = P(z1)log Py + P(x2)log Plea) = 0.918 bits/symbol

To compute H (z|y), we find
P(yi|z)P(z1) _ 10

S (T R E
Plalyy) = D2EIE) 5
Plaaly) = TR _ 2
P(aalyn) = % o

1 1
H(zly1) = P(z1|y1)log Pl +P(z2)y1) log Pl = 0.776

1 1
H(zly2) = P(z1]y2)log W+P($2|y2)logm =0.624

18



Hence
H(zly) = H(x|y1)P(y1) + [H (z]y2) = P(y2) = 0.668

I(z;y) = H(z) — H(z|y) = 0.25 bits/symbol

19



15.

e Consider a channel defined by the channel matrix

Pll P12 Pln
P21 P22 P2n
Pml Pm2 Pmn

where P;; = P(y;|x;). The channel is said to be uniform if the terms
in every row and every column of the channel matrix consist of an
arbitrary permutation of the terms in the first row.

Show that the capacity of a uniform channel is given by:

n
C =logn — P(yjlz;) log =———
2 Pluled e 5 125
To find the capacity of a uniform channel, we first find the mutual
information I(z;y)

m n

I(z;y) = I(y;z) = H(y)—H(y|z) = H(y)—z P(z;) Z P(y;|z;)log O]

th row of the

Now P(y;|x;) for a given i are all the terms in the ¢
channel matrix, i.e. P(y;|z;) = P;;.
For a uniform channle, all rows contain the same elements in various

permutations, thus the sum (E?Zl P;jlog 5-) is independent of i.
ij

m n 1 n 1
j=1

i=1 j=1

and .

1
I(z;y) = H(y) = Y_ Pijlog 5-)
j=1 K

(Note that the last term in the above equation is independent of
P(z;); a characteristic of uniform channels.)
But,
- 1
C = max I(z;y) max H(y) — P;;ilog —
max I(z; y) max H(y) ; i log Pi]_)

Since the last term in the above equation is independent of P(x;),
then maximizing I(x;y) comes down to maximizing H(y). But,

H(y) <logn (since there are n received symbols)

- 1
= C=logn— Z P(y;j|z;)log Blolad bits/symbol

(yjlws)

j=1

20



16. e An r-ary symmetric channel (rSC) is a particular case of a uniform
channel with r input and r output symbols such that the channel
matrix is given by

o p p p
b r—1 r—1 r—1
P D p e P
r—1 p r—1 r—1
p p p .. 7l
r—1 r—1 r—1 b

Calculate the capacity of the rSC,

e Using the result from problem 15, we have for a r-ary symmetric
channel.

c:logr—[mog}jw—l)( P_log )

r—1 p/(r—1)

1 1
=logr —plog(r—1) — [plog; +plog 5] =logr —plog(r — 1) — Q(p)

21



17.

e Consider a random variable x with uniform probability distribution

over the interval (-1,1). THis random variable is amplified to form
another random variable y such taht y = 2z. Using Eq.(III-80),
calculate the entropies of z and y, and explain why the two entropies
so calculated differ in value.

-1<z2<1
Otherwise

O o=

px(o) = {
The entropy H(z) is given by
"1
H(z) = / §log2dm =1 bit
—1

—2<x<2
Otherwise

O |

y=2r — pY(y){

and

> 1

H(y) = / 1 log 4dx = 2 bits

-2
Superficially, the entropy of y is twice that of z. But amplification
can neither add nor subtract information. Therefore the results must
be wrong!!!
We have to remember that H(z) and H (y) are relative entropies and
they will be equal only if their reference entropies are equal. The
reference entropy R; for z is given by

R; = lim —logAxz

Az—0

while that for y is R» and is given by

Ry = A1?11111>0 —log Ay

S Ay  dy R
Ry — Ry = Am}grylﬁolog Ar log T log2 =1 bit

Thus Ry, the reference entropy for x is hier that the reference entropy
R, for y. Thus the absolute entropies for both z and y will be equal.

22



18. e For a continuous random variable z constrained to a peak magnitude
M, ie. (—-M < x < M), show that the entropy is a maximum
when z is uniformly distributed in the range (—M, M) and has zero
probability density function outside this range. Find the maximum
entropy for this random variable.

> 1 M 1
H(x) :[mp(x)logmdx:[Mp(m) logmdm

/M p(x)dr =1

-M

Also,

Thus, comparing this with Eqs (III-84,85), we have

OF
F(z,p) = —plogp = Fr —(1+logp)

0P,
P = - — =1
1(z,p) =p o
Substituting these quantities in equation (III-86), we have
oF 0%,
— — =0 = =9~l
ap + a1 ap P
and ,
M M
/ p(z)dz = / 201 gy = 2M (27 1) =1
-M -M
Hence,
1
gon—l — _— =
oM P@) = 337

Thus, maximum entropy occurs when z is evenly distributed. Maxi-
mum entropy is given by

M 1 Mo
H(z) = log ——dz = — log2Mdz = log 2M
(z) /_ Mp(w) % oy /_ L, 20T o8 r = log

23



19. e Show that for a continuous channel
I(z;y) = 1(y; 2)

e From Eqs.(111-94,95)

I(z;y) = /_o:o /_o:opxy(x,y)i(w;y)dﬂfdy

= /_ o:o /_ pry(w,y) log p—gg) dxdy

Using conditional probability rule, p(z|y) = ”‘;(78”’) Thus

Y Al b . p(z,y) .
I(z;y) = /_ ) /_ (o) log W dady

which is symmetric with respect to  and y. Thus

I(z;y) = I(y; )

24



