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Abstract

In the last two decades there has been an increasing interest in the field of haptics science. Real-time simulation of haptic interaction with non-rigid deformable object/tissue is computationally demanding. The computational bottleneck in finite-element (FE) modeling of deformable objects is in solving a large but sparse linear system of equations at each time step of the simulation. Depending on the mechanical properties of the object, high-fidelity stable haptic simulations require an update rate in the order of 100 – 1000 Hz. Direct software-based implementations that use conventional computers are fairly limited in the size of the model that they can process at such high rates.

In this thesis, a new hardware-based parallel implementation of the iterative Conjugate Gradient (CG) algorithm for solving linear systems of equations is proposed. Sparse matrix-vector multiplication (SpMxV) is the main computational kernel in iterative solution methods such as the CG algorithm. Modern microprocessors exhibit poor performance in executing memory-bound tasks such as SpMxV. In the proposed hardware architecture, a novel organization of on-chip memory resources enables concurrent utilization of a large number of fixed-point computing units on a FPGA device for performing the calculations. The result is a powerful parallel computing platform that can iteratively solve the system of
equations arising from the FE models of object deformation within the timing constraint of real-time haptics applications.

Numerical accuracy of the fixed-point implementation, the hardware architecture design, and issues pertaining to the degree of parallelism and scalability of the solution are discussed in details. The proposed computing platform in this thesis is successfully employed in a set of haptic interaction experiments using static and dynamic linear FE-based models.
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Chapter 1

Introduction

Real-time computer simulations of virtual environments have found numerous applications in recent years [1–4]. Examples include computer games, virtual reality-based training simulators, computer-aided virtual prototyping and design, and computer-assisted surgery. A growing number of such applications are evolving from mere graphical representation of the virtual environment into more interactive forms of simulations involving force feedback [5,6]. They often employ a haptic device, a bidirectional human-machine interface that allows users to feel object interaction forces generated based on mathematical models of the virtual world.

Early haptics systems were mostly limited to the simulation of rigid objects. As such, physics-based modeling of interaction with rigid objects for real-time simulation has been extensively studied in the past [5,7,8]. More recent applications of haptics are in medical training simulators and computer-assisted medical interventions involving non-rigid deformable objects. Fig. 1.1 provides some examples of haptic applications in these areas.
As an example, medical students can develop their operational skills by practicing surgical procedures in virtual environments. Such systems provide a number of advantages over traditional forms of training. First, there is no real consequence to making mistakes since the training is performed in a virtual environment. Second, the trainee’s progress can be quantitatively measured and the task difficulty level can be adjusted accordingly. Finally, the trainee can be actively assisted by providing corrective force-feedback through the haptic interface.

Real-time virtual modeling of medical procedures, with or without haptics, can also be indispensable in computer-assisted surgical systems where the ability to integrate multiple sources of information for planning and execution of the intended procedure is critical to success. For instance, in percutaneous therapy pre-operative intervention plans often have to be monitored and revised in real-time to account for soft-tissue deformation due to needle insertion as well as organ movement and respiratory motion. Independent of the imaging modality used, intra-operative images can be registered to the pre-operative surgical plan in order to provide the operator with real-time feedback as the procedure unfolds [9].
Such registration has to take into account organ motion and deformation. Similarly, automated needle steering algorithms can greatly benefit from the use of real-time tissue deformation models to continuously correct any deviation from a preplanned needle trajectory [10].

There has been considerable research in modeling of real-time interaction with non-rigid deformable objects, e.g. see [11–14]. In early systems, mass-spring-damper models were popular due to their relative simplicity [15–18]. However, they often produce physically inaccurate and unreliable results. More accurate models of soft-tissue deformation based on the continuum mechanics have also been proposed in the literature [19]. In such approaches, the finite element method (FEM) is usually used to partition the object into smaller elementary shapes and then derive the equations of motion for the mesh nodes resulting in a discretization of the model in the spatial domain [19,20]. Details of FEM will be discussed in Chapter 3. The price of the better accuracy of FEM is a significant increase in computation. In the next section the research problem and the challenges addressed by this thesis will be outlined.

1.1 Problem Definition

Static linear elastic FE analysis requires the solution to a large but sparse linear system of equations in the form of $KU = f$, where $K$ is a global sparse stiffness matrix, $U$ is a vector of node deformation and $f$ is a vector of external forces applied to the nodes. Similarly, an incremental form of such equations can be derived for some nonlinear deformation models in which $K$ and $f$ can be functions of the actual deformation [21].
In dynamic analysis, inertial body and velocity dependent damping forces are taken into account. In this case spatial discretization is followed by a temporal discretization using explicit or implicit integration techniques [22]. Explicit integration routines are easier to implement but can suffer from poor numerical stability. Depending on the size and characteristics of the elements, very small integration time steps may be required to maintain stability. Implicit methods, on the other hand, exhibit robust numerical behavior independent of the time step used [22,23]. However, similar to the static case, a large and sparse linear system of equations must be solved at each time step.

FE-based real-time simulation of soft-tissue deformation has been hindered by the large amount of computations that must be completed within each time step, e.g. 1 – 10 msec if haptic feedback is needed. Various simplifications and workarounds have been proposed in the literature to address this challenge, but mostly at the expense of the fidelity of the simulation [24–27]. A review of the previous work in the literature reveals a prevailing tendency in the research community towards using algorithmic software-based solutions for real-time simulation of object deformation. A notable exception is a recent paper in [28] which proposed element-level parallelization of the computations on a Graphics Processing Unit (GPU). Due to the use of an explicit integration routine in this approach, there is no need for solving a system of equations, significantly reducing the computations at each time step. Explicit integration methods, however, are known for their numerical instability issues which make them rather unreliable for real-time applications using a fixed simulation time step.

Parallel computer grids have been previously employed in solving large-scale
computational problems. However, access to computer grids is limited due to size and cost of operation, and solutions that rely on them cannot be deployed with stand-alone equipment. Moreover, the parallelism achieved by computer grids is limited by the inherent execution overhead associated with programmable processors, which are the core of each grid node.

In this thesis an FPGA-based parallel computing platform is proposed that can greatly speed up the calculations in the FE-based deformation analysis. In the last few years, FPGAs have significantly advanced both in terms of speed and resources, i.e. the number of arithmetic units, programmable logic cells and embedded memories. Compared to programmable processors, including vector processing engines such as GPUs, FPGA-based custom computing architectures can accelerate scientific calculations by tailoring the hardware computing unit to the problem at hand, and by replicating it to exploit parallelism.

The proposed hardware accelerator is a highly parallel implementation of the iterative method of Conjugate Gradient (CG) [29] for solving the system of equations derived from either static or dynamic FE-based deformation analysis. The CG method has been widely used in the literature due to its robust numerical behavior and will be discussed in detail in Chapter 4. It is worth mentioning that hardware-based solutions for sparse matrix by vector multiplication and for solving linear systems of equations have been discussed in a few previous papers, e.g. see [30–32]. These approaches, which use floating point operations, are rather abstract and cannot be scaled to solve practical problems using exiting FPGA devices. Only architectures based on fixed-point operations can truly provide the degree of
parallelization needed for FE-based real-time simulation of soft-tissue deformation. A more detailed study on fixed-point implementation versus floating-point is provided in Sec. 4.2.

The computation speed-up gained by the hardware platform would not only depend on the number of multiplier/adder units employed, but also on their degree of utilization at each clock cycle. A critical challenge for achieving massive parallelization is in addressing the issue of memory access bandwidth. In an improperly structured architecture, the amount of data that can be transferred to the computing units at each cycle can be fairly limited hence reducing the degree of parallelism. A key novelty of the proposed solution is in its ability to continuously supply data operands to a large number of computing units within a scalable architecture. The hardware solver is largely independent of the FE mesh configuration and can be scaled up based on available FPGA resources to solve problems of larger size. The utility of the proposed computing platform is demonstrated in a set of hardware-in-the-loop haptic simulations for interaction with deformable objects using linear FE models.

1.2 Thesis Objectives and Contributions

Although FEM can provide accurate results for soft-object deformation, its real-time applications have been limited due to its computational complexity. Real-time computation requirements of large FE-based models far exceed the capabilities of existing computers. In this thesis, a highly parallel FPGA-based computing architecture for solving the system of equations arising from FE soft-object deformation
A computational platform meeting the above requirements can be instrumental in the development of real-time planning/assistive tools for medical interventional procedures.

The main premise of this work is that the steps involved in the FE simulation of object deformation can be classified as:

(i) performing algorithmically complex but computationally inexpensive routines.

(ii) solving a large linear system of equations.

The later can be delegated to a new customized parallel-computing platform whereas the former can be simply executed on a conventional computer.

The proposed hardware accelerator is a highly parallel implementation of the iterative method of Conjugate Gradient (CG) [29] for solving the system of equations in (ii).

In summary, the main contributions of the thesis are:

• Proposing a fixed-point implementation of the CG algorithm for solving a linear system of equations arising from FE models of deformation.

• Design, implementation and verification of a novel FPGA-based hardware architecture for the CG method that overcomes the fundamental challenge of
memory access bandwidth for massive parallelization of the computations. A key feature of the proposed architecture is its scalability which allows for solving FE problems of different size based on available hardware resources.

- Demonstrating the effectiveness of the proposed FPGA-based parallel computing tool through a set of hardware-in-the-loop haptic simulations for interaction with a deformable object using linear static and dynamic FE models.

It should be emphasized that the application of the proposed micro-architecture is not limited to real-time haptics rendering. The proposed system can be easily employed in any application requiring a fast solution to a system of linear equations or simply involving a sparse matrix by vector multiplication.

## 1.3 Thesis Outline

The rest of this thesis is organized as follows. In Chapter 2, some of the existing techniques in the literature for object deformation modeling are reviewed and compared with each other. A brief survey of prior work on real-time implementation of FE-based deformation models is also provided at the end of this chapter. In Chapter 3, an overview of the FEM formulation of soft-object deformation is given. In this context, the partial differential equations for static equilibrium, geometric discretization, interpolation functions, elemental characteristic equations and dynamic analysis are discussed in details. Chapter 4 compares direct and iterative solvers as the two main approaches for solving the large and sparse linear system of equations produced by the FEM. A modified version of the iterative CG method for working with fixed-point computing units is proposed. The use of
pre-conditioners to improve the convergence of the CG method is also discussed. Chapter 5 provides details of hardware architecture design for implementing the fixed-point CG algorithm on FPGA. An overview of the problem, the proposed micro-architecture properties and also some of the challenges involved in attaining the design objectives are explained in this chapter. In Chapter 6, the performance of the proposed FPGA design is evaluated. The experimental setup and the results of hardware-in-the-loop haptic simulations using linear elastic FE models of deformation are also presented in this chapter. Finally, the thesis is concluded in Chapter 7 where some possible directions for future work are also suggested.

1.4 Related Publications


Chapter 2

Literature Review

This chapter provides a brief survey on the deformable body models in the literature. In real-time applications of deformable body modeling, there is a trade-off between the accuracy and complexity of the solution. These factors are compared with each other throughout this chapter. In our application, we have chosen FE-based modeling. The chapter is concluded by a review of prior work on real-time implementation of FE-based deformation models.

2.1 Deformable Body Modeling

Although deformable body modeling has only been an active area of research for about two decades [33], extensive research has already been conducted on the subject. Deformation modeling has has found an ever-increasing significance in different applications. Meier et al. [33] categorize these applications into three(3) groups:

- Pre-computed animations [34,35]
• Image segmentation and registration (e.g., 3D image reconstruction based on MRI or CT scans) [36, 37]

• Haptics, bidirectional human-machine interfaces that allow users to interact with computer generated virtual worlds while receiving force-feedback based on a model [33, 38]

In this chapter, some of the deformable body models used in the literature are briefly reviewed and a comparison among prose and cones of each method is provided. For a more comprehensive survey of the subject, the reader is addressed to [33, 39, 40]. Depending on whether the deformation models are physics-based/continuum mechanics-based or not, they can be generally classified in different categories. Throughout the rest of this chapter, first heuristic deformation models such as Spline and Chainmail modeling techniques are introduced. Mass-spring models as discrete physics-based methods and also finite element analysis of constitutive models based on continuum mechanics are briefly discussed subsequently.

Two main classes of deformable body models have have been most popular among others in the field of surgery/training simulation, namely mass-spring model (MSM) and finite element method (FEM). In the next chapter the FEM, which is employed in this thesis, will be discussed in more details.

**Deformable Spline Model**

*Deformable Spline* method (also known as *active contours*) is generally based on defining the deformation of smooth curves, surfaces or volumes as a function of
some certain control points. Figure 2.1 demonstrates an example of a Spline para-
metric surface. The curves can be adjusted by changing the location of the control
points, or by adding or removing the control points or changing their weight [40].
Deformable Splines were the first models used in surgery simulation [41]. How-
ever due to the complexity of the computations, inaccuracies of non-physics-based
modeling and simulation, and inconsistency for displaying the curves in modern
graphic cards, this method is no longer employed [33].

![Figure 2.1: Spline parametric surface. (Figure courtesy of Evgeny Demidov).](image)

**Chainmail Model**

*Chainmail* algorithm suggested by Gibson [42] is another heuristic method for de-
formable body modeling. In this method, each element as shown in Fig. 2.1 is
interconnected to its neighbors as links of a chain, having a certain level of free-
dom. As the first step of deformation modeling, large enough displacement of
an element results in a position change of its neighbor elements, and their neigh-
bors and so on. In the second step, the raw displaced positions of the elements
are adjusted through minimizing an energy function defined in the system. There
is no clear mechanism for determining the reaction forces in this method. In one
approach, the force is assumed to be proportional to the displacement and is calculated correspondingly. However this assumption is not true for inhomogeneous materials.

Despite the fact that this method offers a relatively simple approach for modeling complex mechanical behaviors, determining the parameters of the model for achieving realistic results is not an easy task. Additionally, simultaneous multiple contact points in this model result in an extensive computational cost for determining the propagation of the imposed displacements on the elements [33]. These disadvantages have hampered widespread use of the Chainmail model.

2.1.1 Mass-Spring Model

Due to a relative simplicity in implementation and real-time behavior, MSM has been one of the common methods in the literature for a variety of problems such
as soft tissue modeling, cloth simulation and facial animation [43–46]. Another advantage of this method is its ability to allow topological changes in the object without significant computational burden, making it suitable for operations such as cutting [47].

![Mass-Spring system](image)

Figure 2.3: Mass-Spring system

A mass-spring system, as shown in Fig. 2.1.1, is consisted of a set of mass points, also referred to as nodes, that are connected by springs in the model mesh. For simplicity, damper elements similar to mass are defined locally for each node. Using the Newton’s second law, the equation of motion for a mass particle $i$ in the lattice structure is derived as:

$$m_i \ddot{x}_i = -c_i \dot{x}_i + \sum_j g_{ij} + f_i$$

(2.1)

where $x_i \in \mathbb{R}^3$ is the position and $m_i$ is the mass of node $i$. In the right hand side of (2.1), $c_i$ represents the damping of the node and $\sum_j g_{ij}$ is the sum of elastic forces coming from the neighbor nodes connected to node $i$ and $f_i$ is the total external forces at that point.
Assembling Eq. (2.1) for all the $n$ nodes of the MSM mesh and representing them in the matrix form, the following equation is derived:

$$\mathbf{M}\ddot{x} + \mathbf{C}\dot{x} + \mathbf{K}x = f \tag{2.2}$$

where $\mathbf{M}$ and $\mathbf{C} \in \mathbb{R}^{3n}$ are diagonal matrices for mass and damping; $\mathbf{K} \in \mathbb{R}^{3n}$ is a sparse stiffness matrix. The system of equations in (2.2) can be broken into two first order equations and be integrated over time to find the displacement vector $x(t)$.

$$\begin{bmatrix}
\dot{x} \\
\ddot{x}
\end{bmatrix} =
\begin{bmatrix}
0 & I \\
-M^{-1}\mathbf{K} & -M^{-1}\mathbf{C}
\end{bmatrix}
\begin{bmatrix}
x \\
\dot{x}
\end{bmatrix}
+ \begin{bmatrix}
0 \\
\mathbf{f}
\end{bmatrix} \tag{2.3}$$

The MSM has some main drawbacks prohibiting its use in applications requiring accurate simulation and realistic results. The MSM not only discretizes the geometry of the model, but also it discretizes the continuous equations of the motion, resulting in less accurate results compared with that achievable with the FEM. The method also lacks a clear mechanism for selecting the model parameters, i.e. mass, spring and damper values to produce a physically correct deformation response. It has been shown that homogenous linear properties of a material can not be achieved through assigning the same spring stiffness to its mass-spring model [48]. Therefore a method for determining MSM parameters is needed. There has been several attempts to develop methods for estimating the model parameters in the MSM. These methods can be generally categorized into two groups. In the first approach, it is attempted to obtain the MSM parameters through the known physical characteristics of the material. Methods in this class are rather general and may
need ad hoc modifications for improved results. The second group includes the approaches based on optimization algorithms that minimize the error between the model response and some reference data. Methods in this group are more application specific.

Following the first category, Van Gelder proposed an approach for defining the stiffness of the spring based on the sum of the area/volume of the triangles/tetrahedra containing that edge in the triangular/tetrahedral mesh [48]. As some examples from the second category, Bianchi et al. proposed a method based on genetic algorithms identifying topology of the mesh in addition to MSM parameters, using FE-based model as the training reference [49]. In contrast, Zerbato et al. suggested a solution for a user predefined mesh without modifying it, calibrating the MSM model by a genetic algorithm [47].

Another deficiency of MSM is its lack of potential for accurate simulation of torques applied to the model making it inappropriate for applications with multiple contact points. Due to the nature of the defined springs, it is not easy to model torsion in the mesh. In addition, large mass-spring-damper meshes can impede rapid global propagation of deformations resulting in a localized deformation [33].

### 2.1.2 Finite Element Model

The more accurate behavior of FE-based models compared to MSM makes them more suitable for medical applications requiring high-fidelity response. Contrary to mass-spring models that define the discrete equations of motion for each node of the model mesh (i.e. Eq. (2.1)), there are methods that consider the object as a continuum and define a distributed energy within the body. In such approaches,
the FEM is usually used to partition the object into small elementary shapes such as tetrahedrons and then derive the equations of motion for each element as a function of the mesh nodes resulting in a discretization of the model in the spatial domain [19, 20]. Meshless techniques including meshless FE methods have also been proposed for modeling of object deformation and cutting [50–52].

Static linear elastic FE analysis requires the solution to a large but sparse linear system of equations in the form of $KU = f$, where $U$ is a vector of node deformation and $f$ is a vector of external forces applied to the nodes. Similarly, an incremental form of such equations may be derived for some nonlinear deformation models in which $K$ and $f$ can be functions of the actual deformation [21]. In dynamic analysis, inertial body and velocity dependent damping forces are taken into account. In this case spatial discretization is followed by a temporal discretization using explicit or implicit integration techniques [22]. Explicit integration routines are easier to implement but can suffer from poor numerical stability. Depending on the size and characteristics of the elements, very small integration time steps may be required to maintain stability. Implicit methods, on the other hand, exhibit robust numerical behavior independent of the time step used [22]. Similar to the static case, a linear system of equations must be solved at each time step. FEM formulation will be discussed in more details in Chapter 3.

2.2 Real-time Simulation of FE-based Models

FE-based real-time simulation of soft-object deformation has been hindered by the large amount of computations that must be completed within each time step, e.g. $1 – 10$ msec if haptic feedback is needed. Off-line pre-computation of $K^{-1}$ has been
suggested in [25,53]. The result is calculated through a dense matrix by force vector multiplication in each time step. However, it should be noted that in most haptic simulations it is the displacement not the force at the contact node that is known. A change of role between these force and position variables would result in a new $K$ matrix that is dependent on the contact node hence rendering pre-computation of $K^{-1}$ impractical. Additionally, the precision of this method suffers from numerical errors. A similar approach relies on the superposition principle in linear elastic models to compute the deformation response based on pre-computed responses to deformations at all possible interaction nodes. Aside from their massive memory requirement, pre-computation methods are unable to model nonlinear behavior or accommodate for changes in the FE mesh, e.g. due to cutting.

Bro-Nielsen and Cotin [25] used a matrix condensation approach in their experiments. In this method, the equations for a volumetric model are rearranged in a way that only the deformation of surface nodes will be calculated. This approach, to some extent, would reduce the size of the problem, but at the expense of producing a stiffness matrix that is no longer sparse. In most cases, the increase in the density of the matrix would nullify any gain in size reduction for the matrix by vector multiplications in iterative methods such as the CG. Moreover, there are many applications in which the motion of internal nodes is of significance and must be included in the simulation.

Zhuang and Canny [26] worked on geometric nonlinear FE models. They use graded-mesh for increasing the computation speed at the expense of reducing the accuracy of simulation. In their approach, mass lumping approximation is also a
key assumption for reducing the computation load. They solve the problem using explicit integration scheme with a frequency of about 20 Hz for 1331 elements on a 400MHz Pentium II PC. To obtain the real-time performance for haptics, the simulation is delayed for one cycle, and using interpolation the force is computed at the desired rate. Xunlei Wu et al. [54] employed both material and geometric nonlinearities in FEM. Similar to Zhuang and Canny they rely on mass-lumping assumption and use explicit integration method to solve the dynamics of the problem. They reported a similar frequency of 20 Hz for 2,200 nodes using 800MHz Pentium III PC.

Taylor et al. [28] have implemented a non-linear FE model on a general-purpose graphics processing unit (GPU). By parallel utilization of the hardware resources available on GPU, they have gained solution speeds of up to $\times 16.4$ faster compared with equivalent CPU implementations. They use nonlinear total Lagrangian explicit FE formulation. Again, the use of an explicit integration scheme significantly reduces the complexity of the problem in their case. Some other attempts at real-time FE simulations have been reported in [24,27,55].
Chapter 3

Finite Element Formulation

In this chapter, we will discuss how to model linear elastic deformations through finite element formulation. Considering our application, FEM is reviewed and discussed from an engineering point of view rather than its abstract mathematical formulation. For more information about FEM, the reader is addressed to [20, 22, 23].

Compared to other techniques such as MSM, FEM results in a more accurate physical modeling in the sense that it is formulated based on the original continuum mechanics differential equations. For this reason, it is often easier to calibrate FE-based models to obtain the desired deformation response. In FEM, the idea is to extract the partial differential equilibrium equations for a general problem. Next the geometry of the problem (domain of the differential equations) is discretized into smaller elements with known geometrical shapes. Then using interpolation functions, the continuous equations over each element is defined as a function of its nodal displacements. Finally the continuous equilibrium equations are rewritten based on the nodal displacements per element and are assembled
into one global matrix of equations. In the next chapter, we will discuss different approaches for solving this system of equations. Steps involved in FEM are further elaborated in the following sections.

3.1 Problem Statement

As the first step of FEM formulation, the problem has to be stated more precisely. Consider a general example of 3-D body is in equilibrium conditions in Fig. 3.1.

![Figure 3.1: General 3D body for structural analysis](image)

The body is constrained at surface $S_c$ with prescribed displacement of $u_s$ and it is exposed to body forces distributed over volume denoted by $f_b$ (e.g. gravity force), surface forces $f_S$ distributed on $S_u$ (e.g. pressure) and concentrated loads $R_i$. 
The relationship between strain vector \( \epsilon^T = [\epsilon_{xx} \ \epsilon_{yy} \ \epsilon_{zz} \ \epsilon_{xy} \ \epsilon_{xz} \ \epsilon_{yz}] \) and the displacement vector \( u^T = [u \ v \ w] \) can be expressed as \[56\]

\[
\begin{align*}
\epsilon_{xx} &= \frac{\partial u}{\partial x} + \frac{1}{2} \left[ (\frac{\partial u}{\partial x})^2 + (\frac{\partial v}{\partial x})^2 + (\frac{\partial w}{\partial x})^2 \right] \\
\epsilon_{xy} &= \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + \left[ \frac{\partial u}{\partial x} \frac{\partial u}{\partial y} + \frac{\partial v}{\partial y} \frac{\partial v}{\partial x} + \frac{\partial w}{\partial x} \frac{\partial w}{\partial y} \right] \\
\end{align*}
\tag{3.1}
\]

The remaining terms of \( \epsilon \) are defined similarly. For small displacements higher order derivatives in Eq. (3.1) can be neglected. This approximation leads to linear strain-displacement relation. Considering the higher order derivatives in (3.1) results in geometrical nonlinearity \[21\]. Equations in (3.1) can be expressed in the matrix form

\[\epsilon = Lu\]
\tag{3.2}

where the strain-displacement matrix \( L \) is a linear differential operator matrix

\[
L = \begin{bmatrix}
\frac{\partial}{\partial x} & 0 & 0 \\
0 & \frac{\partial}{\partial y} & 0 \\
0 & 0 & \frac{\partial}{\partial z} \\
0 & \frac{\partial}{\partial z} & \frac{\partial}{\partial y} \\
\frac{\partial}{\partial z} & 0 & \frac{\partial}{\partial x} \\
\frac{\partial}{\partial y} & \frac{\partial}{\partial x} & 0 \\
\end{bmatrix}
\]

The relationship between stress \( \sigma^T = [\sigma_{xx} \ \sigma_{yy} \ \sigma_{zz} \ \sigma_{xy} \ \sigma_{xz} \ \sigma_{yz}] \) and strain \( \epsilon \) using the generalized Hooke’s law can be represented as \[56\]
For linear homogenous and isotropic materials the stress-strain matrix $D$ is related to Poisson’s ratio $\nu$ and Young’s elasticity module $E$ in the form of

$$\sigma = D\epsilon$$ (3.3)

where $\lambda$ and $\mu$ are called lamé’s constants and are defined as

$$\lambda = \frac{E\nu}{(1+\nu)(1-2\nu)} \quad \mu = \frac{E}{2(1+\nu)}$$

Based on how the stress-strain relationship is established, material nonlinearity can be taken into account in more complex forms [22].

Now the problem can be stated as the calculation of the displacements $u$ and the corresponding stress $\sigma$ and strain $\epsilon$, given the external forces (body, surface and concentrated loads), boundary conditions on $S_c$ as well as the strain-displacement and stress-strain laws for the deformable body.
3.2 Differential Equations Describing Static Equilibrium

At this state, the objective is to express the equilibrium equations in terms of the unknown object displacement vector $u$ that must be calculated. After determining $u$ based on these equations, it is straightforward to compute stress $\sigma$ and strain $\epsilon$ according to Eqs. (3.2) and (3.3).

The development of differential equations of equilibrium for FEM in structural analysis can be based on either the virtual work principle or the minimum total potential energy principle. The virtual work principle, also known as virtual displacement principle, is more general as it is applicable to both linear and non-linear material behaviors. This principle states the deformable body in Fig. 3.1 is in equilibrium if and only if for any small virtual displacement $\bar{u}$ imposed on the body, the whole external virtual work done on the body equals to the total internal virtual work, i.e.

$$\int_V \bar{\epsilon}^T \sigma dV = \int_V \bar{u}^T f_b dV + \int_S \bar{u}^T f_S dS + \sum_i \bar{u}^T R_i$$  \hspace{1cm} (3.5)

where $\bar{\epsilon}$ is the virtual strain corresponding to the virtual displacement $\bar{u}$. The stress $\sigma$ corresponds to the external loads of the right hand side at the equilibrium state. The left hand side of Eq. (3.5) is the internal virtual work, whereas the right hand side of this equation is the virtual work by external forces. The overbar notation is used to emphasize that the virtual displacements and the corresponding strains are unrelated to the real deformation and strain that the body undergoes given the

---

1These virtual displacements are zero at the prescribed displacements on $S_c$.
In the following sections the discretization of the geometry will be discussed. Then it is followed by expressing Eq. (3.5) in terms of the nodal displacements.

### 3.3 Geometric Discretization

As stated earlier, generally there is no direct analytical solution to differential equations obtained in 3.5 for a given object geometry. For this reason the body in Fig. 3.1 is approximated as an assemblage of a set of smaller elements with known regular geometries. These elements are disjointed and interconnected to each other only through nodes on the element boundaries. Fig 3.2 shows some typical 2D and 3D elements used in FEM. It also gives an example of the approximation of a larger geometry using tetrahedral elements.

![Figure 3.2](image.png)

Figure 3.2: (a) Typical 2D elements including: linear triangular and rectangular elements, quadratic triangular element with 6 nodes and Lagrangian with 9 nodes (b) Typical 3D elements including: linear tetrahedral and hexahedral elements, 10 node tetrahedral and 20 node brick element (c) A more complex geometry assembled with tetrahedral elements
In determining the number of the nodes, there is a trade off between the simulation accuracy and the complexity of the calculations. Since the accuracy is dependent on the number of nodes, meshes using elements with larger number of nodes generally require fewer number of elements for the same degree of accuracy. As a rule of thumb for a proper mesh in FEM, elements with angles close to 0 or 180 degrees should be avoided [57, 58]. Additionally, the aspect ratio in each element defined as the ratio of the longest edge of the element to the shortest one should be a small number, typically less than or equal to \(2 \sim 4\). Following these tips leads to a better accuracy in FEM results.

Using mesh refinement techniques, it is possible to gain more accurate results with the same number of the nodes. To this end, a finer mesh is employed in the regions exposed to larger stress and deformation whereas a coarser mesh is used in other areas [57].

### 3.4 Interpolation Functions

In Sec. 3.2, the equilibrium equation was derived as a function of the continuous displacement of the body. This section discusses how FEM approximates this continuous deformation based on the displacement of mesh nodes in the discretized geometry of the body.

Focusing on elements in the mesh, an interpolation function (also known as shape function) can be defined for each element to give an estimation of the varying internal quantities as a function of its nodal displacements. To derive the shape function (denoted as \(H\)), in the first step the interpolation equation should be defined per
element. Interpolation equations (denoted as $\Phi$) are usually in the form of polynomials. Depending on the dimension of the space, $\Phi$ can be a function of $x$ (1D), $x$ and $y$ (2D) or $x, y$ and $z$ (3D). The number of coefficients in the polynomial should be equal to the number of elemental nodes to provide enough degrees of freedom. Some examples of polynomial $\Phi$ are given below

<table>
<thead>
<tr>
<th>Element</th>
<th>Polynomial Interpolation Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 node triangle (2D)</td>
<td>$\Phi = a_0 + a_1 x + a_2 y$</td>
</tr>
<tr>
<td>4 node rectangle (2D)</td>
<td>$\Phi = a_0 + a_1 x + a_2 y + a_3 xy$</td>
</tr>
<tr>
<td>6 node triangle (2D)</td>
<td>$\Phi = a_0 + a_1 x + a_2 y + a_3 xy + a_4 x^2 + a_5 y^2$</td>
</tr>
<tr>
<td>4 node tetrahedron (3D)</td>
<td>$\Phi = a_0 + a_1 x + a_2 y + a_3 z$</td>
</tr>
<tr>
<td>8 node hexahedron (3D)</td>
<td>$\Phi = a_0 + a_1 x + a_2 y + a_3 z + a_4 xy + a_5 yz + a_6 xz + a_7 xyz$</td>
</tr>
</tbody>
</table>

Where $\Phi$ and $a_i$ coefficients are 2D or 3D vectors. In structural FE-based analysis $\Phi$ represents the interpolated internal displacement vector $(u v w)$ while $(x y z)$ indicates the position in coordination system. Interpolation equations must be invariant under linear coordination transformations. Therefore in deriving interpolation equations, $\Phi$ should be a symmetric polynomial, eg. it can not have the $x^2$ and $y^2$ terms while missing $z^2$.

Having more nodes in an element translates into higher degree polynomials for interpolation equations resulting in smoother simulations. However this will increase the complexity of the equations per element. In the following through an example, it is shown how interpolation functions can be derived based on $\Phi$. For
the simplest two dimensional element, a three-node triangle, the linear interpolation equation as is given by

$$\Phi^T = \begin{bmatrix} 1 & x & y \end{bmatrix} \begin{bmatrix} a_0^T \\ a_1^T \\ a_2^T \end{bmatrix}$$

(3.6)

It should be noted that $\Phi$ as well as $a_0$, $a_1$ and $a_2$ are two dimensional vectors in this case. To obtain the interpolation function, Eq. (3.6) is constrained at node positions $(x_i, y_i)$, to nodal displacement values $\Phi_i, \ i = 0, 1, 2$.

$$\begin{bmatrix} \Phi_0^T \\ \Phi_1^T \\ \Phi_2^T \end{bmatrix} = \begin{bmatrix} 1 & x_0 & y_0 \\ 1 & x_1 & y_1 \\ 1 & x_2 & y_2 \end{bmatrix} \begin{bmatrix} a_0^T \\ a_1^T \\ a_2^T \end{bmatrix}$$

(3.7)

Solving Eq. (3.7) for $a_i$ and substituting in Eq. (3.6) yield

$$\begin{bmatrix} a_0^T \\ a_1^T \\ a_2^T \end{bmatrix} = \begin{bmatrix} 1 & x_0 & y_0 \\ 1 & x_1 & y_1 \\ 1 & x_2 & y_2 \end{bmatrix}^{-1} \begin{bmatrix} \Phi_0^T \\ \Phi_1^T \\ \Phi_2^T \end{bmatrix}$$

(3.8)

$$\Phi^T = \begin{bmatrix} 1 & x & y \end{bmatrix} \begin{bmatrix} 1 & x_0 & y_0 \\ 1 & x_1 & y_1 \\ 1 & x_2 & y_2 \end{bmatrix}^{-1} \begin{bmatrix} \Phi_0^T \\ \Phi_1^T \\ \Phi_2^T \end{bmatrix}$$

(3.9)

Eq. (3.9) expresses the continuous internal displacement vector $\Phi$ in terms of the nodal displacements $\Phi_0$, $\Phi_1$, and $\Phi_2$. Writing the equations for column vectors we have the interpolation function $H$ as
Φ(\(x, y\)) = H(\(x, y\)) \begin{bmatrix} \Phi_0 \\ \Phi_1 \\ \Phi_2 \end{bmatrix} \quad \text{(3.10)}

\Lambda(x, y) = \begin{bmatrix} 1 & x & y \\ 1 & x_0 & y_0 \\ 1 & x_1 & y_1 \\ 1 & x_2 & y_2 \end{bmatrix}^{-1} = \begin{bmatrix} \Lambda_0 & \Lambda_1 & \Lambda_2 \end{bmatrix}

\H(x, y) = \begin{bmatrix} \Lambda_0 & 0 & 0 & : & \Lambda_1 & 0 & 0 & : & \Lambda_2 & 0 \\ 0 & \Lambda_0 & 0 & : & 0 & \Lambda_1 & 0 & : & 0 & \Lambda_2 \end{bmatrix}

With a change of notation, Eq. (3.10) can be written as

\[ \mathbf{u} = \mathbf{H}\hat{\mathbf{u}} \quad \text{(3.11)} \]

where \(\mathbf{u} = \Phi\) and \(\hat{\mathbf{u}}\) represents the nodal displacement vector of the element. Generally in this context, variables with ‘\(^\hat{\text{}}\)’ denote discrete nodal parameters. The procedure for deriving interpolation function based on interpolation equation for other elements with different number of nodes and dimensions is similar to that of this example and will not be repeated here.
3.5 Elemental Stiffness Matrix and Assemblage

By rewriting Eq. (3.11) for each element in the mesh based on the displacement vector of all the nodes in the general three-dimensional case, we have

\[ u^e(x, y, z) = H^e(x, y, z) \hat{U} \]  

(3.12)

where \( \hat{U} \) is the general nodal displacement vector of the mesh and the superscript \( e \) denotes element \( e \). For \( d \)-dimensional mesh with \( n \) nodes the length of this vector is \( d \times n \). Similarly we can express the elemental strain parameter based on the general nodal displacement vector \( \hat{U} \).

\[ \epsilon^e(x, y, z) = Lu^e(x, y, z) = LH^e(x, y, z) \hat{U} = B^e(x, y, z) \hat{U} \]  

(3.13)

matrix \( LH^e(x, y, z) \) is denoted as \( B^e(x, y, z) \). Defining the element displacements and strains in terms of the general displacement vector \( \hat{U} \) makes the assemblage process straightforward.

At this state, the equations of equilibrium derived in Sec. 3.2 based on virtual displacement can be written as a sum of integration over the volume of all the elements.

\[ \sum_e \int_{V^e} \epsilon^e \sigma^e dV^e = \sum_e \int_{V^e} \bar{U}^e T \bar{f}_b^e dV^e + \sum_e \int_{S^e} \bar{U}^e S T \bar{f}_S^e dS^e + \sum_i \bar{U}_i^T R_i \]  

(3.14)
where \( \bar{U}^e \) is the virtual displacement within each element and \( \bar{\epsilon}^e \) is the corresponding strain. Substituting Eqs. (3.12) and (3.13) and (3.3) in Eq. (3.14), we obtain

\[
\bar{U}^T \left( \sum_e \int_{V_e} B^e T L^e B^e dV^e \right) \bar{U} = \bar{U}^T \left[ \left( \sum_e \int_{V_e} H^e T f^e_b dV^e \right) + \left( \sum_e \int_{S_e} H^e S_T f^e_b dS^e \right) + \sum_i R_i \right]
\] (3.15)

Given that the virtual quantities are arbitrary and independent imaginary variables, virtual displacement \( \bar{U} \) can be removed from both sides of the above equation. Denoting the global nodal displacement by \( U \) from now on (i.e. \( U \equiv \bar{U} \)), the remaining terms can be expressed as

\[
KU = f
\] (3.16)

where \( K \) is the global stiffness matrix of the mesh given by

\[
K = \sum_e K^e = \sum_e \int_{V_e} B^e T L^e B^e dV^e
\] (3.17)

The right hand side of Eq. (3.16) is the external force vector on exerted the nodes.

Now the assemblage can be performed by simply adding the elemental stiffness matrices \( K^e \). To make this step more clear an example for a tetrahedral mesh is provided below. Consider the tetrahedron in Fig. 3.3 with node numbers \( m, i, j \) and \( k \). In a mesh with \( n \) nodes, \( m, i, j \) and \( k \) can be any unique number from 1 to \( n \).

Since there are four nodes in the tetrahedron, the elemental stiffness matrix will
Figure 3.3: A four-node tetrahedron

be $12 \times 12$, with the following structure

$$
K^e = \begin{pmatrix}
K_{i,i} & K_{i,j} & K_{i,k} & K_{i,m} \\
K_{j,i} & K_{j,j} & K_{j,k} & K_{j,m} \\
K_{k,i} & K_{k,j} & K_{k,k} & K_{k,m} \\
K_{m,i} & K_{m,j} & K_{m,k} & K_{m,m}
\end{pmatrix}
$$

(3.18)

It should be noted that $K_{i,i}$ and the other similar terms are $3 \times 3$ matrices. In the assemblage process, $K_{i,i}$ from location $(1,1)$ in $K^e$ gets accumulated in location $(i, i)$ in the global stiffness matrix, i.e.

$$
K_{p,q(3\times3)} = \sum_{e} K^e_{p,q(3\times3)} \quad p, q = 1, \cdots \text{node - number} \\
e = 1, \cdots \text{element - number}
$$

(3.19)

Fig. 3.4 on Page 33 summarizes the steps involved in the FE procedure. In Step 1, the structure being analyzed is discretized into a sufficient number of basic elements. In Step 2, expressions for local element characteristics, i.e. the elemental stiffness matrices and nodal forces are derived. These expressions can be obtained

$^2$the term ‘location’ is refered to the location of each $3 \times 3$ block matrix, and not a single component of the matrix
according to the virtual displacement principle. In Step 3, the elemental stiffness matrices and nodal forces are assembled into one general matrix equation. Finally in Step 4, the boundary conditions of the problem are applied and the resulting system of equations is solved. The next chapter will focus on algorithms for solving the system of equations in the fourth step.

3.6 Dynamic FE Analysis

In dynamic analysis, inertial body and velocity dependent damping forces are taken into account. The governing equations for dynamic analysis in the finite
where $\dot{U}$ and $\ddot{U}$ are the first and second time derivatives of the global nodal displacement vector $U$, representing velocity and acceleration vectors respectively. $M$ and $C$ are the mass and damping matrices. Similar to assemblage of stiffness matrix $K$, mass matrix $M$ can be assembled by adding up the mass matrices per element. Using the interpolation function $H$ the mass matrix $M$ can be defined as [22]

$$M = \sum_e M^e = \sum_e \int_{V^e} \rho^e H^eT H^e dV^e$$  \hspace{1cm} (3.21)$$

In many cases for simplification, mass of the body is approximated to be concentrated at the mesh nodes resulting in a diagonal mass matrix. This technique is known as mass lumping.

The damping matrix $C$ can be defined similar to $M$ in (3.21), however in practice it is difficult to determine the actual damping parameters. Therefore $C$ matrix is often constructed as a linear combination of mass and stiffness matrices known as Rayleigh damping

$$C = \alpha M + \beta K$$  \hspace{1cm} (3.22)$$

There are different numerical techniques for solving the differential equations in (3.20) in the discrete-time domain depending on how position, velocity and acceleration terms are updated at each time step. While explicit approaches such as the central difference method are, in general, easier to implement, they are only conditionally stable. To maintain stability, the simulation time step $\Delta t$ must
be smaller than a critical value $\Delta t_{cr}$ which would depend on the characteristic of the worst element in the mesh. In contrast, implicit methods such as Houbolt, Wilson and Newmark [22] guarantee numerical stability independent of the time step used. They do, however, require solving a linear system of equations similar to that in (3.16) at each time step. In the following, Newmark integration scheme, as a common method used in dynamic analysis is briefly reviewed.

### 3.6.1 Newmark Integration

Newmark integration scheme [22, 23] is a common method for implicit time discretization of dynamics equations arising from FE models. A brief overview of this algorithm is presented below. Consider the standard linear second-order dynamics of object deformation given by

$$M\ddot{U}_{n+1} + C\dot{U}_{n+1} + Ku_{n+1} + f_{n+1} = 0$$

(3.23)

The position and velocity vector at time step $n + 1$ can be approximated as follows

$$U_{n+1} = U_n + \Delta t \dot{U}_n + \frac{1}{2} \Delta t^2 \left( (1 - \beta) \ddot{U}_n + \beta \ddot{U}_{n+1} \right)$$

$$\dot{U}_{n+1} = \dot{U}_n + \Delta t \left( (1 - \gamma) \ddot{U}_n + \gamma \ddot{U}_{n+1} \right)$$

(3.24)

where $\gamma$ and $\beta$ are two constants yet to be chosen. The above equations can be solved for $\ddot{U}_{n+1}$ and $\dot{U}_{n+1}$ resulting in

$$\ddot{U}_{n+1} = \ddot{U}_{n+1} + \frac{2}{\beta \Delta t^2} U_{n+1}$$

$$\dot{U}_{n+1} = \dot{U}_{n+1} + \frac{2\gamma}{\beta \Delta t} U_{n+1}$$

(3.25)
where

\[
\ddot{U}_{n+1} = -\frac{2}{\beta \Delta t^2} U_n - \frac{2}{\beta \Delta t} \dot{U}_n - \frac{1 - \beta}{\beta} \ddot{U}_n
\]
\[
\dot{U}_{n+1} = -\frac{2\gamma}{\beta \Delta t} U_n + (1 - \frac{2\gamma}{\beta}) \dot{U}_n + (1 - \frac{\gamma}{\beta}) \Delta t \dddot{U}_n
\]

Substituting (3.25) and (3.26) into the dynamics equation of (3.23) yields

\[
\hat{A} U_{n+1} = \hat{f}
\]

where

\[
\hat{A} = \frac{2}{\beta \Delta t^2} M + \frac{2\gamma}{\beta \Delta t} C + K
\]
\[
\hat{f} = -(f_{n+1} + C \dot{U}_{n+1} + M \ddot{U}_{n+1})
\]

Note that to obtain the displacement vector \( U_{n+1} \) one needs to solve the system of linear equations in (3.27) similar to that of the static case in 3.16. The following choice of the parameters \( \beta \) and \( \gamma \) guarantees the stability of the discretized system [22, 23]

\[
\gamma \geq 0.5 \quad \beta \geq 0.5(0.5 + \gamma)^2
\]

### 3.7 Modified Force Vector

In this work modeling of single-point interaction with deformable objects using an impedance-type haptic device is considered. In such case, the external force at the contact node is unknown whereas the displacement of the node is constrained
to the device measured position. Obviously this type of boundary condition is inconsistent with the static or dynamic equations in (3.16) and (3.20) where \( f \) represents the vector of external forces acting on the nodes. To address this problem, as shown in Fig. 3.5.a, all but the diagonal elements of the rows and columns corresponding to the contact node are set to zero. The diagonal entries are set to one\(^3\). The force vector \( f \) is also modified to account for the multiplication of the omitted columns by the known displacement of the contact node, i.e. see Fig. 3.5.b. After solving the resulting equations for \( U \), the unknown force at the contact point can be calculated as shown in Fig. 3.5.c. It should be noted that throughout the process of modification, matrix \( K \) preserves its symmetry and positive-definiteness.

\(^3\)To improve the condition number of the matrix, as a heuristic method instead of 1, the diagonal values can be set to the average value of diagonal elements of the sparse matrix, however its effect should be compensated in the right hand side of the equation. This trick, results in better numerical results.
Figure 3.5: Contact node boundary condition and modified force calculation: a) zeroing all the elements of the corresponding row except the diagonal ones which are set to one; b) zeroing the columns to keep the matrix symmetric and modifying the force vector accordingly; c) calculation of the force at the contact node after obtaining the displacement vector.
Chapter 4

Conjugate Gradient Algorithm

Both static and dynamic FE modeling require that the solution to a large and sparse linear system of equations (i.e. (3.16) and (3.27)) be computed at each time-step in haptics simulation. In this chapter, the system of equations is denoted as \( Ax = b \). Several direct and iterative methods are available in the literature for solving such systems [59, 60]. Based a comparison among existing linear solvers, we choose the iterative CG algorithm as the best approach for the intended application of this thesis. To implement the solver on an FPGA, the algorithm should be able to reliably work with fixed-point values and operations. A fixed-point implementation of the CG algorithm is proposed in Sec. 4.2. This is followed by a discussion of the effect of preconditioning on the convergence of the CG method. Accuracy and convergence properties of the fixed-point CG and Preconditioned CG (PCG) are analyzed through a set of numerical experimentations.
4.1 A Comparison Between Different Linear Solvers

One of the main advantages of iterative methods in the case of sparse systems of linear equations is their efficiency in terms of memory usage. For example, direct methods based on matrix factorization can lead to the decomposition of a sparse matrix into new matrices which are not as sparse as the original matrix. Iterative methods, in contrast, only need to store the non-zero elements of the main matrix. This reduces the usage of memory resources from an $O(N^2)$ to $O(N)$, where $N \times N$ is the size of the matrix. In general, iterative methods are more suitable for the intended application of this thesis as they lend themselves rather neatly to parallelization of the computations [59]. It should also be noted that in haptics applications, even when a linear elastic model is used, matrix $A$ can change depending on the contact node. Moreover, nonlinear FE modeling of deformation can lead to a matrix $A$ which would be dependent on the deformation $x$. A changing $A$ eliminates the possibility of an off-line calculation of the inverse matrix.

The CG method is one of the most prominent iterative approaches used for solving large systems of linear equations. The original algorithm requires that the matrix $A$ be symmetric and positive-definite. Matrices arising from FEM or Finite Difference Method (FDM) are of this type. From a numerical perspective, the CG method is usually more robust and less computationally intensive than some other more general iterative methods such as BiCGStab or GMRES [59, 61].
4.2 Fixed-point Implementation of the CG method

A critical decision in hardware-based implementation of the CG algorithm is whether to work with fixed-point or floating-point operations. Floating-point/fixed-point representations approximate a range of real numbers with constant relative/absolute error, respectively. Due to the practical usefulness of constant relative error, which enables representation of a much larger dynamic range of values than fixed-point of the same size, modern general purpose computing platforms are almost universally equipped with double precision floating-point arithmetic units. The standard availability of such units has led to the large majority of existing scientific software to rely on floating-point implementations. However, in order to take full advantage of FPGA parallelism, the size of each individual computing unit should be minimized. Floating-point implementations have a high hardware cost, severely limiting the parallelism and thus the performance of the hardware accelerator. For most scientific calculations the use of high precision is motivated more out of the availability of the hardware in general purpose computers rather than the need for such high precision. In fact in many applications, a reduced precision floating-point or fixed-point calculation will often suffice.

Fixed-point computation poses its own unique challenges particularly in iterative methods such as the CG. The limited dynamic range of data representation in fixed-point computing can easily result in data overflows generating erroneous outcome. An absolute error representation leads to relative quantization errors that can become significant over time and hence may prevent the algorithm from converging to the actual solution. Special consideration are given to these issues in the design of the hardware accelerator proposed in this thesis. A key factor in the
success of the design is reaching a good tradeoff between error, calculation time and hardware cost.

A pseudo-code of the CG algorithm for solving $Ax = b$ for $x$ is given below. $m$ is the maximum number of iterations and $\varepsilon$ is the error tolerance:

1. $x = \text{init}$; % initial guess for solution of $Ax=b$
2. $r = b - A \times x$; % residue
3. $d = r$; % initial "search direction"
4. $cntr = 1$;
5. $rr = r' \times r$;
6. $rr0 = rr$;
7. while $(rr > \varepsilon^2 \times rr0 \&\ cntr < m)$
8. $\alpha = \frac{rr}{d' \times A \times d}$;
9. $x = x + \alpha \times d$; % update approximate solution
10. $rn = r - \alpha \times A \times d$; % update the residue
11. $rrn = rn' \times rn$;
12. $\beta = rrn/rr$;
13. $d = rn + \beta \times d$; % update search direction
14. $r = rn$;
15. $rr = rrn$;
16. \( cntr = cntr + 1 \);

17. \textit{end}

In this thesis two types of scalings, namely \textit{static} and \textit{dynamic} are proposed for the fixed-point implementation of the CG method in order to improve its numerical accuracy, reliability and convergence rate. From the first three(3) lines of the pseudo-code, it can be observed that \( b, r \) and \( d \) vectors are in a different scale compared to \( x \) vector since they are all computed based on \( Ax \). If 16-bit and 12-bit words were chosen to represent the vector and matrix elements, respectively, it is easy to see that the results of matrix by vector multiplication \( Ax \) can easily exceed the designated word length. This is particularly problematic if the vector \( x \) were to utilize its full 16-bit range. In order to be able to represent the results of the multiplications in 16 bits, as shown in Fig.4.1, \( b, r \) and \( d \) are scaled down by a \textit{static scaling} factor, i.e. shifted to the right by \( m \) bits where \( \text{static scale} = 2^m \).

The proposed scaling can significantly reduce memory utilization since we still use only 16-bit words for those vectors while preventing overflow in the multiplication results. This, however, is gained at the expense of some loss of data in the
least significant bits. The proper scaling factor $m$ generally depends on the norm of the actual matrix $A$. However assuming that the matrix elements are scaled to utilize their full 12-bit resolution, a constant scaling factor in the order of 9-12 bits would usually work under most circumstances.

As the CG algorithm progresses towards the final solution, it is expected that norms of $r$ and $d$ vectors gradually decrease. Consequently relative quantization errors in $r$ and $d$ become significant resulting in large errors in the updated $x$ vector. Conceptually, the $\alpha d$ steps taken towards the solution in Line 9 of the algorithm become gradually smaller and as such a finer resolution is required to properly represent these steps. To address this issue, a dynamic scaling is proposed to re-scale the $r$ and $d$ vectors when the value of $\|r\|$ falls below a certain threshold. Finally, it should be pointed out that the nearest rounding mode has been employed in all division operations.

The convergence properties of the proposed fixed-point implementation of the CG algorithm were examined using Matlab’s Fixed-point toolbox. A linear elastic model with a 3D mesh of 1000 nodes was used in the tests. The vectors were represented by 16-bit signed numbers whereas the matrix elements were 12-bit signed numbers. Scalers $d^T A d$, $r^T r$, and $r_n^T r_n$ were represented by 64-bit signed values whereas $\alpha$ and $\beta$ were 16-bit signed numbers. The tests were repeated with different random $b$ vectors and $A$ matrices and in each case the algorithm started from a zero initial guess. The condition number of $A$ matrices was within the range of $2500 – 4000$. The average results of these numerical experiments are given in Table 4.1 where $x_0$ is the actual solution and $err$ is the error vector in the solution of the fixed-point CG algorithm. Fig. 4.3 shows one of the numerical test results,
plotting the $x_0$ and err in the same frame. The error vector is based on a solution obtained with an initial guess of zero and after 60 iterations of the fixed-point CG algorithm.

<table>
<thead>
<tr>
<th># CG iterations</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>$|x_0|$</td>
<td>2.47e+5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$|err|$</td>
<td>6422</td>
<td>5336</td>
<td>4655</td>
<td>3875</td>
<td>2429</td>
<td>1255</td>
</tr>
<tr>
<td>$|err|/|x_0|$</td>
<td>2.6e-2</td>
<td>2.2e-2</td>
<td>1.9e-2</td>
<td>1.6e-2</td>
<td>9.8e-3</td>
<td>5.1e-3</td>
</tr>
</tbody>
</table>

Table 4.1: Simulation results for fixed-point CG algorithm.

Figure 4.2: Error vector v.s. the exact solution for CG algorithm in 60 iterations.

In haptics applications, the update rate is in the order of 300-1000Hz and therefore the change in object deformation within one sample period is expected to be small. This implies that the solution at the previous sample time is usually a good initial guess for the CG algorithm at the present time step. Given that the results
of Table 4.1 were actually calculated with an initial guess of zero, it can be concluded that 60 iterations of the fixed-point CG algorithm would provide accurate results for a 3D mesh of 1000 nodes. In the hardware-based implementation of the CG algorithm, the number of iterations can be fixed since exiting the algorithm at an earlier iteration does not provide any timing advantage. However, this would simplify the architecture design to some extent.

4.3 Preconditioning

In theory the CG algorithm is guaranteed to find the solution to $Ax = b$ at a number of iterations not exceeding the dimension of the unknown vector $x$. In practice a solution is usually obtained within a much smaller number of steps. The actual number of iterations required to converge to the solution depends on the size of the problem, initial guess, desired error tolerance, and the condition number of the matrix $A$. In hardware-based FE simulation, the size of the problem and the number of iterations are fixed and known, and the starting point is usually close to the actual solution. It is required that the algorithm converge to the error tolerance sphere at the given number of iterations. However due to changes in the matrix condition number, the convergence to the solution is not necessarily guaranteed. The condition number could depend on the quality of the FE mesh and the tissue model parameters. Moreover, the condition number of FE models of second-order elliptic boundary value problems posed on $d$-dimensional domains is in the order of $\kappa \sim O(N^{2/d})$ and increases by the problem size [29].

Preconditioning techniques [60] can be employed to improve the condition number of the matrix $A$ and ensure that a solution is obtained within the fixed
number of iterations imposed by the real-time response constraint. In the so-called left preconditioning, $Ax = b$ is replaced with

$$P^{-1}Ax = P^{-1}b \quad (4.1)$$

where $P$ is an approximation of $A$ whose inverse is much easier to compute. The idea is that $P^{-1}A$ would have a smaller condition number than that of the original matrix $A$. In practice instead of using (4.1), the preconditioning is directly integrated into the CG algorithm [29]. A pseudo-code for the preconditioned conjugate gradient (PCG) is given below. The cost of hardware implementation of a simple PCG like the Jacobi method [60] will be discussed later in the thesis.

1. $x = \text{init;}$ %initial guess for solution of $Ax=b$
2. $r = b - Ax;$ %residue
3. $z = P^{-1}r;$
4. $d = z;$ %initial “search direction”
5. $cntr = 1;$
6. $zr = z^T r;$
7. $zr0 = zr;$
8. while ($cntr < #m$)
9. $\alpha = zr / (d^T Ad);$ 
10. $x = x + \alpha d;$ %update approximate solution
11. \( r_n = r - \alpha A d; \) %update the residue

12. \( z_n = P^{-1} r_n; \)

13. \( z n r = z n^T r n; \)

14. \( \beta = z n r / z r; \)

15. \( d = z n + \beta d; \) %update search direction

16. \( r = r n; \)

17. \( z = z n; \)

18. \( z r = z n r; \)

19. \( c n t r = c n t r + 1; \)

20. \textit{end}

As will be seen in Section 5.6, the word length of \( d \) vector has a significant impact on the memory usage and the main reason for using static scaling is to restrict its size. From the first four(4) lines of the pseudo-code it is evident that, unlike in the original CG algorithm, \( d \) vector is not in the same scale of \( b \) and \( r \) and hence requires no scaling. Therefore, an improvement in the condition number of the matrix \( A \) also helps avoid information loss due to static scaling.

The results of numerical simulations for the fixed-point implementation of the Jacobi-based PCG for a 1000-node 3D FE mesh are summarized in Table (4.2). A comparison of the data with the results in Table 4.1 shows that preconditioning has reduced the error by an order of magnitude using the same number of iterations.
Fig. 4.3 demonstrates a random $x_0$ vector and its corresponding error vector produced by the fixed-point PCG in 60 iterations. Zero vector is chosen as the initial guess for the solution.

<table>
<thead>
<tr>
<th># PCG iterations</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>$|x_0|$</td>
<td>2.47e+5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$|\text{err}|$</td>
<td>4146</td>
<td>2652</td>
<td>599</td>
<td>309</td>
<td>239</td>
<td>220</td>
</tr>
<tr>
<td>$|\text{err}|/|x_0|$</td>
<td>1.7e-2</td>
<td>1.1e-2</td>
<td>2.4e-3</td>
<td>1.3e-3</td>
<td>1.0e-3</td>
<td>9.0e-4</td>
</tr>
</tbody>
</table>

Table 4.2: Simulation results for fixed-point PCG algorithm.

Figure 4.3: Error vector v.s. the exact solution for PCG algorithm in 60 iterations.
4.4 Data Dependence Analysis

A data dependence analysis is needed to discover the instruction-level parallelism (ILP) in the CG and PCG algorithms. This information will be instrumental in the design of efficient hardware architectures for the implementation of the algorithms in the next chapter. The analysis is performed for the computations in the “while loop” that must be repeated at each iteration of the algorithm. From the pseudo-code of the CG method in 4.2, it is clear that the inner vector product of $d^T A d$ (Line 8) can be executed in parallel with the matrix by vector multiplication $A d$. In particular once the multiplication of five(5) nodes (15 rows) by the vector is complete, the results can be multiplied by the corresponding elements from the vector $d$ and be accumulated in temporary buffers to be stored in the memory. In Line 8 of the algorithm, $\alpha$ can be calculated using the result of the vector inner product $d^T A d$. Due to the data independency between $r_n$ and $x$ in Lines 9 and 10, these vectors can be updated in parallel. The inner product of $r_n^T r_n$ (Line 11) can also be computed as the components of the $r$ vector are being updated. Similar to $\alpha$, $\beta$ in Line 12 is calculated in series. Finally, the scalar by vector multiplication as well as the vector addition in updating $d$ vector in Line 13 can be executed in parallel. Fig. 4.4 displays a block diagram of the computation flow in the CG algorithm.

Cost of Preconditioning

The overhead cost of using a Jacobi preconditioner can be estimated as follows. Based on the PCG pseudo-code given in Section 4.3, one additional vector $z$ has to be defined and stored in memory. Matrix $P$ in Jacobi preconditioning is constructed
from the elements of the main diagonal of matrix $A$. Therefore, $P^{-1}$ can be simply stored as a vector containing the inverse values of the diagonal entries. As stated earlier, avoiding to use static scaling results in longer word lengths for vectors $b$ and $r$ to circumvent any overflow, consequently causing a slight increase in the memory resource usage. In the “while loop” of PCG pseudo-code, the task of updating vector $z$ using $N$ scalar multiplications in Line 12 is the main addition to the original CG algorithm. This task requires some extra multipliers but since vector $z$ can be updated in parallel with vector $r$ the computation timing would not be affected.
Figure 4.4: Computation flow in the CG algorithm: $a$, $b$ and $c$ group the tasks that run in parallel with each other. The three dashed blocks are executed sequentially one after the other; $\alpha$ and $\beta$ are calculated at the borders; (a) $Ad$ and $d^TAd$; (b) $x_n = x + \alpha d$, $r_n = r - \alpha Ad$ and $r_n^Tr_n$; (c) $d_n = r_n + \beta d$. 
Chapter 5

Hardware Architecture

This chapter discusses the details of hardware architecture design for the CG algorithm to solve a set of linear equations in the form of $Ax = b$. The main objectives of the design are speed, scalability of the solution, and optimal usage of resources. Through a high degree of parallelization of the computations, the hardware architecture must meet the real-time response requirement of soft-tissue haptic interaction. The hardware implementation should be compatible with matrices of different sizes and different structures. The available on-chip resources should also be optimally utilized to increase the size of the largest FE mesh that can be processed.

The hardware architectures presented here are the result of numerous design iterations and revisions to satisfy the objectives stated above. The details of the design steps are rather lengthy and are omitted for brevity. Instead, an overview of the problem, its unique properties and some of the challenges involved in attaining the design objectives is given in the following sections. A particular emphasis is placed on describing parallel usage of multipliers at different architectural layers for implementing the sparse matrix by vector multiplication in the CG algorithm.
The scalability of the overall solution will be discussed at the end of this chapter.

5.1 Data Structures

For notational convenience, throughout the rest of the thesis $K$ represents the equivalent sparse matrix obtained through static or dynamic FE modeling (i.e. Eqs. (3.16) and (3.24)) and $U$ denotes the node displacement vector. The design of the hardware architecture can be optimized to fully exploit any special data structure in the CG-based solution of $KU = b$. The data include the equivalent stiffness matrix $K$, the unknown vector $U$, the known vector $b$, the search direction vector $d$, and the residue vector $r$. Among these variables, the matrix $K$ constitutes the largest data block to be stored and processed by the hardware accelerator. A 3D FE mesh with $n$ nodes would result in a $K$ matrix of the size $3n \times 3n$. In this context, each node is associated with three consecutive rows of the matrix $K$ corresponding to its $x$, $y$, and $z$ displacements. The non-zero elements of the matrix are due to connections among the corresponding nodes in the mesh. The number of these connections is determined by the meshing algorithm used and is nearly independent from the number of the nodes. Since each node in the mesh is usually connected to only a few neighbor nodes, the resulting matrix $K$ is sparse. The sparsity of the matrix grows by number of nodes. Our numerical experimentation has shown that the number of non-zero (NZ) elements in the matrix $K$ is typically less than 3% of the size of the matrix for meshes with more than 400 nodes.

The matrix $K$ is also symmetric and positive definite meeting the requirements

\[ r \text{ and } d \text{ are some internal vectors in the CG algorithm, defined in the CG pseudo-code in Sec. 4.2} \]
of the CG algorithm. Its other useful property that can be understood through the assemblage process expressed in Eq. (3.19), is that each three(3) rows/columns of $3i$, $3i-1$, $3i-2$ (for $i = 1, \cdots, n$), as shown in Fig. 5.1, have the same indices of non-zero elements. This implies that the non-zero components in $K$ for 3D meshes are in blocks of $3 \times 3$, regardless of the meshing algorithm employed. The vectors $r$, $d$, $b$, and $U$ usually have no particular pattern that can be exploited in the hardware design.

![Figure 5.1: 3x3 Blocks of non-zero elements of a portion of K matrix with the corresponding node numbering.](image)

### 5.2 Sparse Matrix by Vector Multiplication

The computational bottleneck of the CG algorithm in Sec. 4.2 is the sparse matrix by vector multiplication (SpMxV). The hardware architecture should be able to utilize the sparsity of the matrix $K$ in order to meet the real-time computation
constraint of haptic simulations. At the same time, it must be reasonably scalable by the problem size and be independent from the meshing algorithm used.

A full matrix by vector multiplication is impractical both in terms of memory usage as well as the time required to complete the task. Graph partitioning techniques \cite{60,62} can be employed to reorder the rows and columns of the matrix such that the non-zero elements fall into isolated sub-blocks which have a denser structure compared with that of the original matrix. The multiplications can then be performed on these smaller blocks which may or may not have overlap with each other, e.g. see Figs. 5.2. Multiplication based on matrix partitioning can significantly simplify the hardware architecture design. However, experimentation with various graph partitioning methods such as the vertex based greedy method, the element based method, and the edge based approach using METIS \cite{63} revealed that typically no more than 60% of the zeros may be isolated. This is far less than the 97% sparsity of the original matrix. The architecture proposed here mainly stores the non-zero elements of the matrix\(^2\) and hence utilizes its sparsity. This is achieved at the expense of having to design a memory indexing logic. In addition to the data values, the indices of the non-zero components in the sparse matrix are saved separately and are used to drive the address lines of the multiplicand vector in SpMxV.

\(^2\)Our analysis in Section 5.4 shows that the proposed approach in average stores 11% extra components as non-zero elements; however considering the sparsity of the matrix, this extra memory usage is relatively minor.
5.3 Hardware Parallelism

To meet the real-time computation requirement, in principle, the hardware architecture must employ as many number of multipliers as possible in parallel. However memory bandwidth limitation restricts the amount of data that can be transferred to the multipliers at each clock cycle posing a challenging design problem. To demonstrate the trade-off involved between the complexity of the architecture and its use of resources, one may consider the case in which $m$ multipliers are used to multiply $m$ rows of the matrix $K$ by the vector $d$. Since the multipliers access the same $d$ vector simultaneously, there is always potential for memory contention. A simple solution that avoids a complex contention resolution logic circuitry is to create multiple dedicated copies of the vector $d$ that can be accessed independently. However this is obviously not a viable solution given the limited amount of on-chip memory and the restricted bandwidth of off-chip memory access.
In the proposed architecture, parallelism is achieved at several levels. Based on the ordered structure of the NZ elements in the matrix $K$, each three(3) consecutive rows can be stored and accessed in three(3) similar blocks of memory with the same addressing logic. This results in parallel processing of three(3) values from three(3) rows at a time at the first level (PL1), i.e. see Fig. 5.3.

Figure 5.3: First level of parallelization: multiplication of three(3) rows by the vector $d$.

The parallelism can be further increased by processing several elements of each node at the same time. This increase is determined by the memory structure explained in the next section. Given the memory resources of our current FPGA device, the maximum number of columns per node that are processed concurrently
is restricted to eight(8). This constitutes the second level (PL2) of parallelization. Fig. 5.4 shows the structure of the 3x8 multipliers and accumulation (MAC) units used for each node.

As mentioned earlier, the number of the NZ entries per row in the matrix \( K \) is determined by the number of the nodes connected to the corresponding node in the mesh. Our numerical experiments have shown that the maximum number of NZ elements per row using the particular meshing algorithm used in this work does not exceed 54. This number may vary if a different meshing routine is employed. The proposed architecture can employ \( s \) series of multiplications per node and hence be capable of processing up to \( 8 \times s \) non-zero elements per each row of the sparse matrix. A proper value of \( s \) can be determined based on the meshing algorithm used. Fig. 5.5 depicts the connection of the MAC units with the memory blocks containing the multiplicand vector and a portion of the sparse matrix. This block which is based on the first and second level of parallelization is referred to as ‘SpMxV sub-block’ hereinafter.
In the third level (PL3), the parallelism is further improved by dividing the matrix $K$ into multiple partitions, each containing several nodes as shown in Fig. 5.6. These partitions should be balanced in terms of number of their NZ elements. Each new partition requires one extra SpMxV sub-block as shown in Fig.5.7.

Obviously a larger number of partitions leads to a higher degree of parallelization. In our case this number is limited to five(5) due to the available on-chip memory and multiplier units. The matrix partitioning allows for concurrent utilization up to 120 multipliers per FPGA device for sparse matrix by vector multiplication.
5.4 Memory Structure

The data structure discussed in Sec. 5.1 can be divided into two groups, namely the non-zero components of the sparse matrix, and the vectors used in the CG algorithm. In this section some details on the memory structure used for each data type are given. This discussion will help provide an insight into the operation of the proposed micro-architecture.

Table 5.1 summarizes different types of memory resources available on the
FPGA device used in work. All these memory blocks can be arranged in a dual-port configuration. In the current design, M4K blocks are used to store the NZ elements and vectors. MRAM blocks are utilized to store corresponding indices of the NZ components. M512 blocks are not currently employed in the micro-architecture.

<table>
<thead>
<tr>
<th>Feature</th>
<th>EP2S60 FPGA Device</th>
</tr>
</thead>
<tbody>
<tr>
<td>M512 RAM Blocks (512 bits + Parity)</td>
<td>329</td>
</tr>
<tr>
<td>M4K RAM Blocks (4 Kbits + Parity)</td>
<td>255</td>
</tr>
<tr>
<td>MRAM Blocks (512 Kbits + Parity)</td>
<td>2</td>
</tr>
<tr>
<td>Embedded Multipliers (18 × 18)</td>
<td>144</td>
</tr>
</tbody>
</table>

Table 5.1: Altera Stratix II EP2S60 Overview

The basic memory structure for matrix components as shown on Fig. 5.8 on Page 63 consists of three(3) M4K memory blocks, capable of storing 1 K 12-bit values. Multiple number of these basic blocks together construct the memory units \( a, b \) or \( c \) shown in Fig. 5.3. Using two(2) address ports, the available data bandwidth enables reading/writing of eight(8) 12-bit values at the same time. According to this bandwidth, \( PL2 \) as shown in Fig 5.5, is bounded to eight(8). SpMxV is processed as an internal multiplication of the vector by each row of the matrix and in this process, no data value from other rows should be accessed to avoid complexity in memory indexing logic. For this reason, the NZ components of each row in the matrix are bundled in packages of eight(8) while writing the data into memory blocks. This will result in storing some redundant values in the rows that their NZ components number is not a factor of eight(8). For a matrix of dimension \( N \) with
NNZ number of NZ components, the additional storage cost per row in average is four(4) 12-bit values, i.e.

\[
Extra \ Memory \ Resource \ Usage \ Ratio = \frac{4 \times N}{NNZ}
\]  

(5.1)

where NNZ is proportional to \( N \). In our numerical experiments for meshes with more than 400 nodes, \( NNZ \approx 36 \times N \) but this number could change using other meshing algorithms. According to Eq. (5.1), the additional memory usage cost is computed as 11% in average.

Figure 5.8: Basic memory structure for NZ components of matrix

The basic memory unit used for storing vector data is simply constructed by three similar blocks each storing either of \( 3i, 3i - 1, 3i - 2 \) (for \( i = 1, \cdots, n \)) values
of the vector. Given the dual-port access in each of these memory blocks, the proposed structure provides a bandwidth of $6 \times 16$ bits per clock cycle. The proposed memory structure is depicted in Fig. 5.9. Using 3 or 4 M4Ks in each one of the memory blocks, the bandwidth can be easily increased to $6 \times 24$ or $6 \times 32$ per clock cycles.\footnote{Using the parity bits, it is also possible to have $6 \times 18$, $6 \times 27$, $6 \times 36$ bandwidths.}

![Figure 5.9: Basic memory structure for vectors in the CG algorithm](image)

### 5.5 Critical Path

According to Quartus II timing analyzer, the maximum operating frequency ($f_{\text{max}}$) in the current design is limited to 100 MHz. As shown in Eq. (5.2), this frequency is determined based on the path with the longest propagation delay ($\Delta t_{cr}$) in the circuit. The path can be either connecting an external input to a register, between two registers or from a register to an external output. This path is referred to as the critical path.

$$f_{\text{max}} = \frac{1}{\Delta t_{cr}} \quad (5.2)$$

The critical path in our architecture is due to the vector-vector multiplication $d^T(Ad)$ in the CG algorithm, discussed in Chapter 4. It should be noted that $d$ and $Ad$
vectors are 16 and 32 bit respectively. Therefore to enhance the utilization of the resources, $16 \times 16$ multipliers have been employed instead of $32 \times 32$ multipliers. Fig. 5.10 shows how this $32 \times 16$ multiplication is broken into two $16 \times 16$ multiplications. In this figure, LSB and MSB denote the least significant and most significant 16-bits of the 32-bit values.

![Figure 5.10: Critical path](image)

The critical path shown in a dashed box in Fig. 5.10 consists of a 2x1 multiplexer, a 16-bit absolute value circuit and a $16 \times 16$ multiplier.

### 5.6 Scalability

The whole design can be extended to process FE meshes of larger sizes if an FPGA with more memory and multiplier units is employed. It is easiest to scale up $PL3$. This is due to the fact that the first and second levels of parallelization ($PL1$ and $PL2$) are based on the sparse matrix structure and the available memory bandwidth, whereas the third level ($PL3$) is mainly restricted by the number of multipliers and memory blocks. For each additional matrix partition in Fig. 5.6 one extra “SpMxV sub-block” displayed in Fig. 5.7 is required. Obviously the NZ memory
block in “SpMxV sub-block” in Fig. 5.5 would only contain the portion of the non-
zeros that are in the corresponding partition of the matrix in Fig. 5.6. However the
vector $d$ as a memory block in “SpMxV sub-block” has to be replicated for each
matrix partition. This underlines the significance of the choice of the word length
for this vector in terms of memory usage. In summary, the third level of paral-
lelization can be scaled up using an FPGA with larger number of multipliers and
memory blocks. An extension of the proposed hardware architecture to a double-
FPGA configuration is discussed below.
Chapter 6

Performance Analysis and Experimental Results

In the previous chapters some basic details of soft-body deformation modeling with an emphasis on FE formulation were reviewed. Fixed-point implementation of the iterative CG algorithm to solve a linear system of equations was discussed. A scalable FPGA-based hardware architecture for parallel implementation of the CG was proposed. In this chapter, the performance of the proposed architecture in accelerating the computations is studied. Moreover to demonstrate the effectiveness of the proposed approach, hardware-in-the-loop haptic simulations for interaction with deformable objects using linear FE models have been conducted. The experimental setup and the results are also reported in this chapter.
6.1 Hardware Accelerator Performance

Following the discussion on the scalability of the design in Section 5.6, an estimation of Giga Operations Per Second (GOPS) and the number of the multipliers used in SpMxV are provided in Table 6.1. The operations needed for SpMxV in the ideal case includes $NNZ$ multiplications and $NNZ-N$ additions, where $NNZ$ is the number of the non-zero components of the sparse matrix, and $N$ is the vector length. In this table, $PL3$ denotes the number of the sub-partitions of the matrix in Fig. 5.6 in the third level of parallelization. $PL3$ is the easiest level of parallelization for scaling and hence is chosen as the determining factor for scalability in Table 6.1.

<table>
<thead>
<tr>
<th>Number of Multipliers</th>
<th>24 × $PL3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOPS</td>
<td>(36 × $PL3$) / clock cycle</td>
</tr>
</tbody>
</table>

Table 6.1: Estimation of GOPS and number of the multipliers for SpMxV.

The proposed microarchitecture has been implemented on Altera Stratix II EP2S60 FPGA device. Table 6.2 summarizes the resource usage in the FPGA. In our design, given the hardware resource limitations $PL3$ is bounded to 5. In Table 6.1, the number of multipliers used for SpMxV multiplication is 120. In addition, 21 other multipliers are used in parallel for vector-vector and scalar-vector multiplications in the implementation of the CG algorithm. These multipliers use the configuration of 18x18 bit sizes and are capable of running at 450 MHz.

The current FPGA implementation with $PL3 = 5$ leads to SpMxV kernel that operates at a rate of 18 GOPS. In Table 6.3, the performance of the proposed architecture has been compared with that of three different microprocessors used in the
Table 6.2: Resource utilization in FPGA and clock speed.

<table>
<thead>
<tr>
<th>Logic Utilization</th>
<th>Memory Blocks</th>
<th>Multipliers</th>
<th>Freq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combinational ALUTs</td>
<td>Dedicated Logic Reg.</td>
<td>M4K</td>
<td>MRAM</td>
</tr>
<tr>
<td>8.4 k</td>
<td>10.5 k</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

experiments conducted by Goumas et al. [64]. The last column provides a comparison between the average results in the fourth column to the speed of computation in our proposed architecture. It is evident that the massive low-level parallelism using fixed-point operations in our approach has yielded a significant speed up in the calculations over general-purpose floating point processors.

Table 6.3: Comparative performance of SpMxV kernel on general-purpose CPUs [64] and the proposed FPGA-based hardware accelerator.

<table>
<thead>
<tr>
<th>Processor</th>
<th>Clock Speed</th>
<th>L2 Cache</th>
<th>Average MFLOPS</th>
<th>xSlower</th>
</tr>
</thead>
<tbody>
<tr>
<td>Woodcrest</td>
<td>2.6 GHz</td>
<td>4MB</td>
<td>495.53</td>
<td>x37</td>
</tr>
<tr>
<td>Netburst</td>
<td>2.8 GHz</td>
<td>1MB</td>
<td>297.88</td>
<td>x61</td>
</tr>
<tr>
<td>Operton</td>
<td>1.8 GHz</td>
<td>1MB</td>
<td>273.72</td>
<td>x66</td>
</tr>
</tbody>
</table>

It should be noted in contrast to the mentioned processors, our proposed micro-architecture is using fixed-point operations rather than floating-point. Nonetheless given the test results presented in Sec. 6.2, it can be concluded that for the applications considered in this thesis, the proposed parallel computing platform can provide a huge speed up in calculations with a sufficient numerical accuracy.

In Table 6.4 approximate values of $PL3$ using different FPGA devices from the Altera Stratix II and III families are given. It is clear that due to their large on-chip memory and multiplier units, these FPGAs can easily enable real-time simulation of FE meshes in the order of several thousand nodes.
Table 6.4: Approximate value for $PL_3$ in different FPGAs

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$PL_3$</td>
<td>5</td>
<td>14</td>
<td>14</td>
<td>32</td>
<td>28</td>
</tr>
</tbody>
</table>

Figure 6.1: The block diagram of haptic-enabled simulator with hardware-based accelerator.

### 6.2 Experimental Platform

The proposed hardware-based accelerator for the CG algorithm has been implemented and integrated into an experimental platform for haptic interaction with deformable objects as shown in Fig. 6.1. The system consists of a custom-designed 3DOF haptic interface, a Quanser QPA linear current amplifier, a Quanser Q4 hardware-in-the-loop data acquisition board, a Gidel PROCstar II development board (see appendix) with two Altera Stratix II EP2S60 FPGA devices, and a 3.0 GHz Pentium R(D) with 2.0 GB RAM using a Matrox Millennium PCIe P650 graphics card. A brief description of different processes involved in the system follows.
6.2.1 Hardware-based Accelerator for the CG algorithm

The main computing engine of the system is the proposed FPGA hardware-based accelerator for the CG algorithm described earlier in the Chapter 5. At each time step, the FPGA board communicates with the PC through the PCI bus interface to receive the vector $b$ for static or dynamic simulation. The matrix $K$ in static (Eq. (3.16)) and also matrix $A$ (Eq. (3.27)) in dynamic simulations are assumed to be constant and are loaded to the FPGAs on-chip memory once at the beginning of the simulation process. However it should be emphasized that it is possible to partially update the on-board memory blocks filled with non-zero components of the sparse matrix. This can be done during the communication period in which the new $b$ vector and the resulting node displacement vector are exchanged between the FPGA board and the host PC. As discussed in Sec. 3.7 the sparse matrix needs to be modified in real-time in order to accommodate a variable contact node. The changes to the matrix are applied directly on the FPGA devices according to the procedure outlined in 3.7. At the end of the CG iterations, the computed deformation vector $U$ is returned to the PC through the PCI bus.

6.2.2 Haptic Control and Communication Process

The haptic control process is the communication hub among the haptic interface, the hardware-based accelerator, and the graphics and collision detection units, as depicted in Fig. 6.1. It runs at a rate of 500Hz under Quanser’s Windows real-time extension QuaRC. During each time-step of haptic simulation, the Q4 board reads the haptic device position through the QPA current amplifier. Next, this data is sent to the collision detection unit to report the contact node number of
any collision occurs between the haptic pointer and the virtual deformable object. Based on the deformation at the contact node and the contact node number, the modified force vector $b$ is calculated according to the procedure outlined in Sec. 3.7 and is transmitted to the FPGA board via the PCI bus. The deformation vector $U$ is computed and sent back to the host PC. The deformation vector is employed to calculate the interaction force. At a lower rate, it is also sent to the graphics unit for display. The computed force is sent to haptic device via Q4 board. The remaining steps in the dynamic FE simulation given in Sec. 3.6, i.e. (3.24)-(3.26) are performed on the host PC. All these steps are depicted in the flow-chart diagram in Fig. 6.2 on page 73.

6.2.3 Collision Detection and Graphics

OpenGL is used for graphics rendering and collision detection. The process detects any possible collision between the haptic device and the virtual object and sends the contact node number to the control process. In turn, it receives the node displacement vector and renders the object deformation accordingly. The use of the Graphical Processing Unit on the video card for deformable object rendering and collision detection frees up CPU resources for other applications. The graphics and collision detection process is updated at a rate of 33Hz which should be sufficient considering the human visual response time and typical speed and frequency of hand motions.
6.2.4 Experimental Results

Our hardware architecture which currently utilizes one Stratix II EP2S60 FPGA is capable of real-time FE simulation of deformation for a 3D mesh of 500 nodes at a rate of 500Hz (the length of vector $U$ is 1500). Our preliminary haptic exploration experiments have been very encouraging. The proposed system, using linear static and dynamic elastic models, can provide users with a stable and realistic haptic and deformation feedback for objects with different mechanical properties. Fig. 6.3
shows the results of real-time FE dynamic simulation for haptic interaction with a deformable sphere. The object is constrained at several nodes in the lower left corner of the image. The user can make single point contacts with the sphere at any surface node.

Figure 6.3: Three frames of object deformation in a dynamic simulation: (1) the user represented by small sphere is about to make contact with the large deformable sphere; (2) contact has been made; (3) the object is further pressed by the user.
Chapter 7

Conclusions and Future Work

Real-time simulation of haptic interaction with deformable objects is challenging due to a large amount of computations that must be completed within a very short period of time. In particular in FE modeling of deformation, the object is meshed and partitioned to tetrahedron elements and the partial differential equations arising from continuum mechanics based models are discretized in the spatial domain accordingly. Using static or dynamic linear elastic models results in a large linear system of equations that must be solved at each time step (namely $1 \sim 10$ msec for haptic simulation of soft tissue). The main goal of this thesis was to develop a hardware architecture to accelerate the computational kernel in such systems of equations meeting the tight real-time constrain of haptics applications. This objective was achieved through massive parallelization of the computations on an FPGA platform. Scalability of the solution and optimal usage of resources were the other main objectives in our hardware architecture design.
To solve a large and sparse linear system of equations, a fixed-point implementation of the iterative CG algorithm was proposed in Chapter 4. The numerical accuracy and reliability of the proposed fixed-point CG method were verified through numerical analysis. An FPGA-based parallel implementation of the fixed-point CG algorithm was proposed in Chapter 5. The ordered memory structure and concurrent usage of a large number of multipliers and adders provide sufficient bandwidth and computational power to meet the real-time computation requirement in haptics applications. The proposed micro-architecture employs fixed-point operations in order to maximize the parallelization of the computations. It is fairly independent of the FE mesh structure and can be easily scaled for deployment on FPGA devices with various capacities.

The hardware architecture was successfully employed for real-time haptic interaction with static and dynamic deformable objects. In our experiments, using one Altera Stratix II EP2S60 FPGA device and a 3.0 GHz Pentium R(D) with 2.0 GB RAM, for a 500-node 3D mesh with tetrahedral elements, a simulation update rate of 500 Hz was achieved. The proposed FPGA-based CG solver provides a powerful and portable computing platform that can be integrated into a desktop computer system and is capable of real-time simulation of 3D FE deformation models of several thousands nodes using commercially available FPGA devices.

Although the preliminary results presented in this thesis are very encouraging, there are still numerous possibilities for further research including:

- Extension of the work to allow multi-contact-point tool-object interaction
- Hardware-based real-time simulation of cutting and needle insertion
- Hardware-based acceleration of nonlinear FE models
• Extension of the proposed architecture to multi-FPGA configurations

• Comprehensive analysis of the trade-off involved in selecting the data word lengths, simulation accuracy, resources usage, and the achievable level of parallelism in a fixed-point implementation of the CG algorithm
Appendix A

PROCStar II Technical Specifications

Figure A.1: PROCStar II Block Diagram
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