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Abstract—We study the problem of optimal design of balanced two-description fixed-rate scalar quantizer (2DSQ) under the constraint of convex codecells. Using a graph-based approach to model the problem, we show that the minimum expected distortion of the 2DSQ is a convex function of the number of codecells in the side quantizers. This property allows the problem to be solved by Lagrangian minimization for which the optimal Lagrangian multiplier exists. Given a trial multiplier, we exploit a monotonicity of the objective function, and develop a simple and fast dynamic programming technique to solve the parameterized problem. To further improve the algorithm efficiency, we propose an RD-guided search strategy to find the optimal Lagrangian multiplier. In our experiments on distributions of interest for signal compression applications the proposed algorithm improves the speed of the fastest algorithm so far, by a factor of $O(K/\log K)$, where $K$ is the number of codecells in each side quantizer.

We also assess the impact on the optimality of the convex codecell constraint. Using a published performance analysis of 2DSQ at high rates, we show that asymptotically this constraint does not preclude optimality for $L_2$ distortion measure, when channels have a higher than 0.12 loss rate.

Index Terms—Multiple description quantization, distributed source coding, Lagrangian optimization, minimum-weight $k$-edge path, convexity of quantizer cells.

I. INTRODUCTION

The problem of multiple description coding (MDC) was first posed at the 1979 IEEE Information Theory Workshop by A. D. Wyner. Early results appeared in [2], [10], [17], [21], [22], [25]. The research on MDC has intensified in recent years particularly in design algorithms, driven by the applications of networked media streaming and sensor networks, which require robust source coding.

Multiple description scalar quantization (MDSQ) is an extensively studied MDC technique. MDSQ holds the promise of being a practical solution to networked source coding for its simple, inexpensive implementations. Optimal MDSQ design, however, turns out to be nontrivial. The problem was first considered by Vaishampayan in the fixed-rate setting [18] and then for the entropy-constrained case [19]. The proposed algorithm is of generalized Lloyd-type and can guarantee only a locally optimal solution in general. Recently, Muresan and Effros proposed a graph-based approach to solve the problem in the case when the probability distribution is discrete and the side quantizers have convex codecells [15], [16]. They showed that the problem is equivalent to the minimum-weight path problem in a weighted directed acyclic graph. This finding leads to polynomial time algorithms which ensure global optimality under the imposed constraint of convex codecells. Their treatment covers the case of more than two, and unbalanced descriptions. Soon after, we proposed in [7] refinements to the graph theoretical approach for the fixed-rate case and two descriptions (2DSQ), which led to much faster design algorithms. Asymptotical analysis of multiple description scalar quantization at high rates was also provided in [20].

This paper reexamines the optimal 2DSQ design problem for the case of discrete distributions, fixed-rate and balanced side descriptions, under the constraint of convex codecells in the side quantizers. The optimization problem is to minimize the expected distortion or, equivalently, a weighted sum of the distortions of the side and central quantizers. By balanced or symmetric descriptions we mean that the two descriptions have the same rate and are weighted equally in the cost function. As proved in [7] the symmetry of the side descriptions allows for a simpler graph model for the problem. Relying on this model we prove an interesting property of the optimal fixed-rate balanced 2DSQ with convex codecells, namely, that its expected distortion is a convex function of the number of side quantizers codecells. This property enables us to solve the problem through Lagrangian minimization in conjunction with a search for the optimal Lagrangian multiplier. The appeal of this method is twofold. First, we show that the Lagrangian minimization for a given trial multiplier can be solved very efficiently by exploiting a monotonicity property of the cost function. Second, the performance analysis of 2DSQ at high rates provides us with an approximation of the optimal Lagrangian multiplier as a function of the number of codecells in the side partitions. Based on this approximation we derive an RD-guided search technique for the optimal Lagrangian multiplier. In our experiments on several distributions of interest for signal compression applications, this technique converges in at most $1.5\log_2 K$ iterations, achieving a speed improvement over the fastest existing algorithm by a factor of $K/\log_2 K$, where $K$ is the number of codecells.

The convexity of codecells is apparently a limitation of our design approach. It was shown in [9], [16] that imposing the convexity of side quantizer codecells may result in performance loss. Using the performance analysis of 2DSQ at high rates provided by [20], we show, however, that asymptotically this constraint does not preclude optimality for channels of a failure rate higher than 0.12, in the case of $L_2$ distortion measure.

The paper is structured as follows. The next section presents
part of the central quantizer (central partition) is the intersection of the side partitions (i.e., the partitions of the side quantizers). Consider a suitable quantization distortion measure \(d(x, Q(x)) \geq 0\). Then each quantizer \(Q_k, k = 0, 1, 2\), is associated a distortion \(D(Q_k)\) defined as:

\[
D(Q_k) = E\{d(X, g_k(f_k(X)))\}.
\]

We measure the performance of the 2DSQ by the expected distortion between the source and its reconstruction at the receiver side. Let \(\omega_k\) be the probability that only the channel \(k\) transmits successfully \((k = 1, 2)\), and \(\omega_0\) be the probability that both channels succeed. In case no description is received, the source is reconstructed at some high distortion \(D_0\). Thus, the expected distortion of the 2DSQ can be expressed as

\[
\bar{D}(Q) = (1 - \omega_1 - \omega_2 - \omega_0)D_0 + \sum_{k=0}^{2} \omega_k D(Q_k). \tag{1}
\]

If the two channels are independent with success probabilities \(q_1 \) and \(q_2\), we have \(\omega_1 = q_1(1 - q_2)\), \(\omega_2 = q_2(1 - q_1)\) and \(\omega_0 = q_1q_2\).

The goal of optimal fixed-rate 2DSQ design is to construct a \((K_1, K_2)\)-level 2DSQ \(Q = (Q_1, Q_2, Q_0)\) of minimal expected distortion \(\bar{D}(Q)\).

The problem of optimal fixed-rate 2DSQ design was first addressed in [18]. The initial optimization criterion was slightly different, namely to minimize the distortion of the central quantizer subject to given upper bounds on the distortions of the side quantizers. This constrained optimization problem was solved in the classic Lagrangian form \(L(Q, \lambda_1, \lambda_2)\):

\[
L(Q, \lambda_1, \lambda_2) = D(Q_0) + \lambda_1 D(Q_1) + \lambda_2 D(Q_2) \tag{2}
\]

with \(\lambda_1 \geq 0\) and \(\lambda_2 \geq 0\), which is equivalent to minimizing \(\bar{D}(Q)\), specifically when \(\lambda_k = \omega_k / \omega_0, k = 1, 2\). Vaishampayan showed that for a continuous pdf and the squared difference distortion measure the optimal 2DSQ must have convex codecells in the central partition. He introduced the notion of index assignment as the mapping \(h : \{1, 2, \ldots, K\} \rightarrow \{1, 2, \ldots, K_1\} \times \{1, 2, \ldots, K_2\}\), defined by \(h(l) = (i, j)\), where \(f_{i-1}^{-1}(i) \cap f_{j-1}^{-1}(j)\) equals the \(l^{th}\) codecell (from left to right) of the central partition. This breaks the problem into two parts: choosing an index assignment and minimizing the Lagrangian given the index assignment. For the balanced case, where \(K_1 = K_2\) and the distortions of the two side quantizers are approximately equal, it was conjectured from
the experimental observations that the Lagrangian multipliers $\lambda_1$ and $\lambda_2$ should be equal in the optimal 2DSQ. Given a number $K$ of codecells in the central partition, good index assignments were proposed. Given the index assignment $a$ Lagrangian was minimized by iteratively optimizing, in turn the decoder and the encoder. The algorithm can be applied to a discrete source as well, but as in the continuous case cannot guarantee the global optimum, not even with respect to a fixed index assignment.

As in [18] we also focus on the case of balanced 2DSQ. Call a 2DSQ $K$-level balanced if and only if $K_1 = K_2 =$ and the weights of the side distortions in $\bar{D}(Q)$ are equal, i.e., $\omega_1 = \omega_2 = \omega$. This situation arises, for instance, when $K$ independent channels operate at the same rate $\log_2 K$ and $e_1$ has the same success probability $q$. The problem of optimal $K$-level balanced 2DSQ design is to minimize the expected distortion

$$\bar{D}(Q) = (1-2\omega-\omega_0)D_0 + \omega(D(Q_1) + D(Q_2)) + \omega_0 D(Q)$$

or equivalently minimize the Lagrangian $L(Q, \lambda, \lambda)$, as considered in [18], for $\lambda = \omega/\omega_0$.

In pursuing an efficient and globally optimal solution to the problem, we consider a discrete source and restrict it to solution space to 2DSQs with convex codecells in the side quantizers (we call such a 2DSQ, convex 2DSQ). This setting was first addressed by Muresan and Effros in [15], [16]. They treated the multiple description quantizer design for arbitrary number of descriptions, the descriptions not being necessarily balanced. Both the fixed-rate and entropy-constrained cases were addressed. They showed that the problem can be modeled as a minimum-weight path problem in a weighted directed acyclic graph, and hence polynomially solvable. Their algorithm requires $O(K_1K_2N^3)$ time and $O(K_1K_2N^2)$ space. In [7] the time complexity for optimal fixed-rate convex 2DSQ design is reduced to $O(K_1K_2N^2)$ for monotone distortion measures $d(x, Q(x))$ that satisfy the condition

$$d(x, y_1) \leq d(x, y_2), \text{ for all real values } x, y_1, y_2$$

such that $x \leq y_1 < y_2$ or $x \geq y_1 > y_2$.

(4)

Note that all known distortion measures used in practice are monotone. It was also proved in [7] that for balanced descriptions the time and space complexities of the algorithm can be further reduced to $O(KN^2)$ by exploiting additional properties of the solution conferred by the symmetry of the descriptions.

This paper reexamines the above problem aiming for an improved balanced convex 2DSQ design algorithm. We prove the convexity of the optimization problem and exploit it to develop a fresh algorithmic approach to solve it. Toward presenting the new approach we start from the graph model established in [7], which is detailed in the next section.

III. GRAPH REPRESENTATION

To develop the new 2DSQ design algorithm, we use a graph representation of the problem. This graph model is different and simpler than the graph proposed in [15], [16]. The simplification is achieved by exploiting the symmetry of the descriptions and the monotonicity of the distortion measure (4).

Assume the source alphabet is finite, i.e., $A = \{x_1, x_2, \cdots, x_N\} \subset \mathbb{R}$, with $x_i < x_{i+1}$, for all $1 \leq i \leq N - 1$. Let the probability mass function (pmf) of $X$ be $p_i = p(X = x_i), 1 \leq i \leq N$. For integers $a, b$ such that $0 \leq a < b \leq N$, denote $c(a, b) = \{x_i \mid a < i \leq b\}$. Note that $c(a, a) = \emptyset$. A codecell is said to be convex if it is of the form $c(a, b)$. Such a codecell will be simply denoted by $(a, b)$. A scalar quantizer $Q$ is a $K$-level convex scalar quantizer, if its encoder partitions the source alphabet into $K$ codecells $(q_j, q_{j+1}), 0 \leq j \leq K - 1$, for some integers $q_j, 0 \leq j \leq K$, such that $0 = q_0 < q_1 < \cdots < q_{K-1} < q_K = N$. The values $q_j$, $1 \leq j \leq K$, are called the quantizer’s thresholds.

For each codecell $(a, b)$, let $\mu(a, b)$ denote its reproduction value. The contribution of codecell $(a, b)$ to the quantizer’s distortion is $\sum_{i=a+1}^{b} d(x_i, \mu(a, b)p_i)$. We consider only quantizers with the decoder optimized for the given encoder, therefore ideally the following relation should hold

$$\mu(a, b) = \arg\min_{y \in \mathbb{R}} \sum_{i=a+1}^{b} d(x_i, y)p_i.$$ When the distortion function is the squared distance, i.e., $d(x, y) = (x - y)^2$, there is a closed form available for the minimum in the above equation, which makes $\mu(a, b)$ computable in a finite number of operations,

$$\mu(a, b) = \frac{\sum_{i=a+1}^{b} x_i p_i}{\sum_{i=a+1}^{b} p_i}.$$ (5)

However, for general distortion function $d(\cdot, \cdot)$ a closed form is not known for the minimum in (5), and a continuous optimization algorithm cannot guarantee convergence in a finite number of steps. To have the algorithm terminate in finitely many steps we need to resort to some approximation, for example to stop at some level of precision or restrict the search for the minimum to a finite grid. All previous work which claims optimal quantizer design [23], [24], [15], [16] resort to such approximations. This approximation can be modeled by restricting the possible reconstruction values to a finite alphabet $B$, where $B$ can be a finite grid of some required precision. Then the reproduction value $\mu(a, b)$ must satisfy the relation

$$\mu(a, b) = \arg\min_{y \in B} \sum_{i=a+1}^{b} d(x_i, y)p_i.$$ (6)
In this work we use the definition of \( \mu(a,b) \) given the case of squared distance as distortion measure, \( r \) the definition of (6) otherwise.

Further denote the distortion of the codecell \( D(a,b) \). Then

\[
D(a,b) = \sum_{i=a+1}^{b} d(x_i, \mu(a,b))p_i.
\]

The distortion of the quantizer becomes:

\[
D(Q) = \sum_{j=0}^{K-1} D(q_j, q_{j+1}).
\]

We are concerned with the problem of optimal balanced convex 2DSQ design, i.e., the problem of minimizing

\[
\sum_{E} \omega_D(U)\lambda(E),
\]

the weight of the path associated with a 2DSQ \( Q \). In this case the problem is defined as

\[
\text{minimize } \sum_{E} \omega_D(U)\lambda(E),
\]

subject to \( L(P) = 2K \).

IV. LAGRANGIAN SOLUTION

The graph formulation above is a constrained optimization problem. The constraint is on the number of edges in the minimum weight path. A standard technique to solve constrained optimization problems is the Lagrangian method. Indeed, the Lagrangian method is ubiquitous in the literature of entropy-constrained optimal quantizer design, including the multiple description variants [6], [19], [15]. However, strictly speaking, in the entropy-constrained case this strategy can lead to solutions only for some instances of the original quantizer design problem, namely, those rate-distortion pairs on the lower convex hull of the operationally achievable rate-distortion region. The Lagrangian-based approach was also applied to fixed-rate scalar quantization [1], [12] and what is remarkable in this case is that it leads to the globally optimal solution to any instance of the constrained problem. We prove in this section that this property holds in the case of optimal fixed-rate balanced convex 2DSQ design as well.

Let \( \mathcal{P} \) denote the set of all paths from the source node to the final node, in the graph \( G \). For any path \( P \in \mathcal{P} \) let \( W(P) \) be its weight and \( L(P) \) its length (the number of component edges). Consider the set of planar points \( \mathcal{U} = \{(L(P), W(P))|P \in \mathcal{P}\} \).

Then the problem of minimum-weight 2K-edge path in \( G \) can be formulated as

\[
\begin{align*}
\text{minimize}_{P \in \mathcal{P}} & \quad W(P) \\
\text{subject to } & \quad L(P) = 2K.
\end{align*}
\]

The underlying Lagrangian is \( J(\lambda, P) = W(P) + \lambda L(P) \), over all paths \( P \in \mathcal{P} \) and all real values \( \lambda \). A path \( P^* \) minimizes the Lagrangian for some \( \lambda \), i.e., the relation

\[
J(\lambda, P^*) = \min_{P \in \mathcal{P}} J(\lambda, P)
\]

holds, if and only if the planar point \( (L(P^*), W(P^*)) \) is on the lower convex hull of \( \mathcal{U} \) and the line of slope \( -\lambda \) passing through this point is a support line to \( \mathcal{U} \) [14], [11]. Thus, if (10) holds then the path \( P^* \) is also a minimum-weight \( L(P^*) \)-edge path because the lower boundary of \( \mathcal{U} \) is not below its lower convex hull. Consequently, if a Lagrangian multiplier \( \lambda \) can be found for which there is a 2K-edge path \( P^* \) satisfying...
I. The Computation of the Minimum-Weight Path

In the parameterized graph \( G(\lambda) \), for any node \( ab \) other than the source, let \( W_\lambda(a, b) \) denote the smallest weight of any path from \( 00 \) to the node \( ab \). By convention, \( W_\lambda(0, 0) = 0 \).  

\(^1\)Note that a path \( P^* \) satisfying (10) is not necessarily unique. Moreover, different such paths may have different lengths.

\[ \text{Proposition 2.} \quad 2W(l) \leq W(l-1) + W(l+1) \]  

holds for all integers \( l, 3 \leq l \leq 2N-1 \), where \( W(l) \) is the weight of the minimum-weight \( l \)-edge path from the source to the final node in \( G \).

The above proposition implies that any point \((l, W(l))\) is the lower convex hull of \( \mathcal{U} \). Let \( P_{2K} \) be a minimum weight \( 2K \)-edge path, then the point \((L(P_{2K}), W(P_{2K}))\) coincides with \((2K, W(2K))\), hence the following relation holds:

\[ J(\lambda, P_{2K}) = \min_{P \in \mathcal{P}} J(\lambda, P) \]

if and only if \( \lambda \) satisfies the relation

\[ W(2K) - W(2K - 1) \leq -\lambda \leq W(2K + 1) - W(2K). \]

This is because a line passing through \((L(P_{2K}), W(P_{2K}))\) is a support line to \( \mathcal{U} \) if and only if its slope is at least equal to the slope of the convex hull edge to the left (i.e., \( W(2K) - W(2K - 1) \)) and at most equal to the slope of convex hull edge to the right (i.e., \( W(2K + 1) - W(2K) \)).

Denote by \( I_{opt} \) the range of the optimal Lagrangian multipliers \( \lambda \), i.e., those for which (13) holds. Consequently, \( I_{opt} \) reduces to a single value if the points \((2K - 1, W(2K - 1)), (2K, W(2K)) \) and \((2K + 1, W(2K + 1))\) are collinear.

For any \( \lambda \) in the interior of the interval \( I_{opt} \), any path \( P^* \) satisfying (10) has the length \( 2K \). If \( \lambda \) equals the boundary to the left, respectively right, of \( I_{opt} \), then there is also a path of length \( 2K + 1 \), respectively, \( 2K - 1 \), satisfying (10).

Therefore, the \( 2K \)-edge minimum-weight path, or equivalently the globally optimal convex balanced \( K \)-level 2DSQ, can be found by solving (10) in conjunction with a search on \( \lambda \) until the number of the edges on the minimizing path becomes exactly \( 2K \). To this end we derive from \( G \) a parameterized graph \( G(\lambda) \) by adding \( \lambda \) to the weight of each edge of \( G \).

In the resulting parameterized graph \( G(\lambda) \) the minimization problem of (10) reduces to an unconstrained minimum-weight path problem. This is because \( J(\lambda, P) \) equals the weight of the path \( P \) in \( G(\lambda) \).

Remark 1. An immediate corollary of Proposition 2 is the convexity of the minimum expected distortion of fixed-rate balanced convex 2DSQ, as a function of the number of codecells in each side partition.

V. The Computation of the Minimum-Weight Path

In \( G(\lambda) \), let \( W_\lambda(0, b-1) \) denote the smallest weight of any path from \( 00 \) to the node \( ab \). By convention, \( W_\lambda(0, 0) = 0 \).

Recall that the weight of any edge \((ab, bc)\) in \( G(\lambda) \) equals \( w(ab, bc) + \lambda \). Then for any node \( ab \) other than the source (i.e., with \( b \geq 1 \)), we have

\[ W_\lambda(a, b) = \min_{0 \leq a \leq b, \xi < b} \{ W_\lambda(\xi, a) + w(\xi a, ab) \lambda \}. \]

Let \( \xi_\lambda(a, b) \) be the value of \( \xi \) where the minimum of (14) is attained (in case of multiple points, the largest one is picked). The following proposition, which is proved in Appendix A, enables us to decrease the search range of (14).

\[ \xi_\lambda(a, b) \leq \xi_\lambda(a', b'). \]

Proposition 3 in conjunction with relation (14) immediately imply the following result.

Corollary. For all \( 0 \leq a < b \leq N \), we have

\[
W_\lambda(a, b) = \min_{\xi_\lambda(a, b-1) \leq \xi \leq \xi_\lambda(a+1, b), \xi \leq a} \{ W_\lambda(\xi, a) + w(\xi a, ab) + \lambda \}. \]

In order to find a minimum-weight path in \( G(\lambda) \) we compute \( W_\lambda(a, b) \) for increasing values of \( a, b, 0 \leq a \leq b \leq N \), using the recursive relations (14) and (15) until reaching \( W_\lambda(N, N) \). The path is then traced back by using the values \( \xi_\lambda(a, b) \). Note that there may be several paths of minimum weight in \( G(\lambda) \). These paths may even have different numbers of links (in the case when \(-\lambda\) is the slope of a convex hull edge of \( \mathcal{U} \)). The path constructed by our algorithm is a minimum weight path with the largest number of links, which is proved in Lemma 4 in Appendix A.

The computations are organized in such a way that the entries of the upper triangular matrix \( W_\lambda(\cdot, \cdot) \) are filled column by column from left to right as illustrated in Fig. 4. For each column \( b \) we first compute the entry \( W_\lambda(b-1, b) \) using (14), and then proceed toward the top of the column, by applying recursion (15). Note that this recursion can be applied only if the entries immediately to the left and immediately below the current position are known. After reaching the top of the column, we finally compute \( W_\lambda(b, b) \), the element at the bottom, again using (14), because this entry depends on all the other elements of the column.

In the above procedure computing all entries on the main diagonal and the superdiagonal of \( W_\lambda(\cdot, \cdot) \) needs \( O(N^2) \) time since each entry on these diagonals takes \( O(N) \) time. But
computing all entries on any of the other \(N - 2\) diagonals of the upper triangular matrix of Fig. 4 collectively needs only \(O(N)\) time. Indeed, let us call the \(j\)-th superdiagonal, the set of entries \(W_\lambda(a, b)\) with \(b = a + j, 0 \leq a \leq N - j\). The entry \(W_\lambda(a, a + j)\) is computed in \(O(\xi(a, a + j) - \xi(a, a + j - 1) + 1)\) time. Hence, the total time for the \(j\)-th superdiagonal is

\[
O(\sum_{a=0}^{N-j} \{\xi(a, a + j) - \xi(a, a + j - 1) + 1\}) = O(\xi(N - j + 1, N) - \xi(0, j - 1) + N - j + 1) = O(N).
\]

In conclusion, evaluating the whole matrix requires \(O(N^2)\) time and \(O(N^2)\) space.

On a second reflection, however, it is unnecessary to evaluate the entire matrix \(W_\lambda(\cdot, \cdot)\) to arrive at \(W_\lambda(N, N)\). The entries of a column \(b\), \(W_\lambda(a, b)\) with \(b - 1 \geq a \geq 0\), are only needed to compute the entries on the row \(b\), i.e., \(W_\lambda(b, c)\) with \(b \leq c \leq N\). But, according to Proposition 3, we have \(\xi_\lambda(b, c) \geq \xi_\lambda(b - 1, b - 1)\). Consequently, only the entries of column \(b\) up to the row \(\xi_\lambda(b - 1, b - 1)\) are needed. The pseudo code given below describes this improved version of the algorithm.

**Minimum-weight path in \(G(\lambda)\).**

\[
\begin{align*}
\xi_\lambda(0, 1) &= 0; W_\lambda(0, 1) = w(00, 01) + \lambda; \\
\xi_\lambda(1, 1) &= 0; W_\lambda(1, 1) = w(00, 01) + w(01, 11) + 2\lambda; \\
\text{for } b = 2 \text{ to } N \text{ do} & \\
& \quad a := b - 1; \\
& \quad W_\lambda(a, b) := \min \{W_\lambda(\xi_\lambda(a), a) + w(\xi_\lambda(a, ab) + \lambda); \\
& \quad \quad \xi_\lambda(a, b) := \max \{\xi_\lambda(a, a + 1); w(\xi_\lambda(a, ab) + \lambda); \\
& \quad \quad \text{for } a = b - 2 \text{ down to } \xi_\lambda(b - 1, b - 1) \text{ do} & \\
& \quad \quad \quad \min \{W_\lambda(\xi_\lambda(a), a) + w(\xi_\lambda(a, ab) + \lambda); \\
& \quad \quad \quad \quad \xi_\lambda(a, b) := \max \{\xi_\lambda(a, a + 1); w(\xi_\lambda(a, ab) + \lambda); \\
& \quad \quad \quad \text{end for} & \\
& \quad \quad \text{end for} & \\
& \quad \text{end for} & \\
& \end{align*}
\]

For a better comparison with the previous work it is useful to provide a more precise assessment of the computational requirement of the above algorithm. The algorithm solves a series of minimization problems. To find the minimum over \(n\) quantities, each of them has to be inspected. Assuming that all \(n\) quantities are already computed, let \(\gamma^\prime\) denote the average number of operations per quantity (hence \(\gamma \geq 1\)). Then the minimization requires \(\gamma^\prime n\) operations. In our algorithm we need two extra operations (two additions) to evaluate each quantity inspected in the minimization. Following the analysis in the previous paragraphs we conclude that at most \(2N^2\) quantities are inspected in order to solve all the minimizations (because at most \(2(N - j + 1)\) quantities have to be inspected to fill the \(j\)-th superdiagonal of \(W_\lambda(\cdot, \cdot)\), for each \(j \geq 2\), and at most \(N^2 + N\), to fill the rest). Therefore, the whole algorithm requires at most \(2(\gamma + 2)N^2\) operations.

Next we evaluate the number of operations required by a single iteration of the algorithm of [7] for the optimal \(K\)-level balanced convex 2DSQ. Recall that the algorithm of [7] consists of \(2K - 1\) iterations. The \(k\)-th iteration computes the minimum \((k + 1)\)-edge path in the graph \(G\) from the source to each graph node \((a, b)\) based on the minimum \(k\)-edge paths. That procedure also solves a series of minimization problems in order to fill an upper triangular matrix of the same size as our \(W_\lambda(\cdot, \cdot)\). The evaluation of each quantity inspected in the minimization process needs only one operation (one addition) and the total number of quantities inspected is at least \(N^2\) (because at least \(N^2/2\) quantities have to be inspected in order to fill the main diagonal and at least \(N - j + 1\) for the \(j\)-th superdiagonal, for each \(j \geq 1\)). Therefore the total number of operations is at least \((\gamma + 1)N^2\).

Since \(\gamma \geq 1\) it follows that \(2(\gamma + 2)N^2 \leq 3(\gamma + 1)N^2\), which implies that the algorithm proposed in this section for the minimum-weight path in the graph \(G(\lambda)\) requires at most as many computations as three iterations of the algorithm of [7].

When evaluating the time complexity of the proposed algorithm, we have assumed that each value \(D(a, b)\) can be accessed in constant time. It was showed in [24], [8] that for all monotone distortion measures \(d(\cdot, \cdot)\), the distortion values \(D(a, b)\) over all possible intervals \((a, b), 0 \leq a \leq b \leq N\), can be precomputed in \(O(MN)\) time, where \(M\) is the size of the alphabet \(B\). Since \(M = O(N)\), the required precomputation takes \(O(N^2)\) time, not affecting the time complexity of the proposed algorithm. Furthermore, if the distortion measure is the ubiquitous mean-square error, the preprocessing time reduces to \(O(N)\) [23]. Thus, by using a reproduction values’ alphabet \(B\) of size \(O(N^2)\), the overall complexity result still holds.

VI. RD-GUIDED SEARCH OF THE LAGRANGIAN MULTIPLIER

Having developed an efficient algorithm to compute the minimum-weight path in \(G(\lambda)\) for a given Lagrangian multiplier \(\lambda\), our attention is turned to reduce the number of iterations in finding a Lagrangian multiplier to meet the targeted number \(2K\) of edges.

For each \(\lambda\), denote by \(P_\lambda\), the path which minimizes the Lagrangian \(J(\lambda, P)\) over all \(P \in \mathcal{P}\), and has the largest number of edges among all paths with this property (i.e., the path computed by the algorithm of the previous section). The length of \(P_\lambda\) is non-increasing in \(\lambda\). Explained briefly, this is because as \(\lambda\) increases, the intersection of the support line of slope \(-\lambda\) with the set \(\mathcal{U}\), either remains the same or moves to the left.

This monotonicity can be exploited to expedite the search as follows. At any time a search interval \((\lambda_1, \lambda_2)\) for the optimal Lagrangian multiplier is maintained, with the property that \(I_{opt} \subset (\lambda_1, \lambda_2)\), i.e. \(L(P_{\lambda_{opt}}) > 2K > L(P_{\lambda_2})\). At the beginning of each iteration, a value \(\lambda_{new}\) is picked from the interval \((\lambda_1, \lambda_2)\) according to a rule for updating \(\lambda\). Then \(P_{\lambda_{new}}\) is computed. If its length equals \(2K\) then the algorithm stops, otherwise, the current search interval \((\lambda_1, \lambda_2)\) is updated to \((\lambda_1, \lambda_{new})\) if \(2K > L(P_{\lambda_{new}})\) or to \((\lambda_{new}, \lambda_2)\) if \(2K < L(P_{\lambda_{new}})\).
Initially, the search interval \((\lambda_1, \lambda_2)\) is set to \((0, \gamma)\), where
\[
\gamma = (2\omega + \omega_0)D(0, N).
\] (16)
This ensures that \((0, \gamma)\) contains \(I_{opt}\). The reason is the following. The planar point \((2N, W(2N))\) is the rightmost point of intersection between the support line of slope 0 and \(U\) (because the function \(\bar{W}(l)\) is non-increasing). Therefore, for \(\lambda = 0\) we have \(L(P_{\lambda}) = 2N\). On the other side, \(\gamma = \bar{W}(2) > \bar{W}(2) - \bar{W}(3)\). Thus, the support line of slope \(-\gamma\) intersects \(U\) at the point \((2, \bar{W}(2))\), which implies that \(L(P_{\lambda}) = 2\). Further, since \(L(P_{\lambda})\) is non-increasing as \(\lambda\) increases, our claim follows.

In the above search framework, we propose two techniques for choosing the next trial \(\lambda\) value. The first technique, called RD-guided search, is derived from the fact that \(-\lambda\) represents the slope of the rate-distortion function. Consider 2DSQ design for a pdf \(f(x)\) defined on a compact interval under distortion metric \(d(x, y) = |x - y|^r\). Let \(D(r)\) be the minimum expected distortion among all \(2^R\)-level balanced convex 2DSQ’s. As proved in Appendix B (Eq. (46)) with arguments along the lines of [4], [3], we have
\[
\bar{D}(r)(R) \approx \frac{2\omega_1 + 2^{-r}\omega_0}{2^{-r}R(r+1)} \int_V^{W} f^{1/(r+1)}(x)dx^{r+1} + 1
\] (17)
as \(R \to \infty\). Consequently, \(\bar{W}(l)\) is proportional to \(\frac{1}{l}\) as \(l\) becomes very large, and its derivative is proportional to \(\frac{1}{l^2}\).

Based on this property of \(\bar{W}(l)\) we use the following interpolation technique to update \(\lambda\) in the Lagrangian optimization. First we find the real values \(\alpha\) and \(\beta\) such that
\[
\lambda_i = \frac{\alpha}{L(P_{\lambda_i})^{r+1}} + \beta, \quad i = 1, 2.
\]
Then update the \(\lambda\) value to
\[
\lambda_{new} = \frac{\alpha}{(2K)^{r+1}} + \beta.
\]

Clearly, the number of iterations required to find the optimal Lagrangian multiplier by the RD-guided search depends on the quality of the approximation (17). If (17) held with equality the number of iterations would be 1. The better the approximation the smaller the number of iterations. Bounding the error in (21) seems very difficult. But we do have empirical evidence to support the high efficiency of the RD-guided search.

We tested the RD-guided search on several source distributions: Gaussian, Laplacian, and the mixture of two Gaussians. These distributions are widely used to model real data in signal compression applications. We have also included in our test set a real p.m.f. of DPCM residuals obtained from an audio signal (Fig. 5). Most data to be quantized in practice, such as transform coefficients (wavelet, DCT, etc.) and DPCM residuals, have a p.m.f. like Fig. 5, obeying Laplacian or generalized Gaussian distribution. Experiments are conducted for three values of \(N\): 500, 1000 and 2000, various channel success probabilities \(q = 0.5, 0.6, 0.7, 0.8, 0.9\), and all \(K\) values ranging from 1 to 49. The distortion measure used is the squared distance. The number of iterations in relation to \(K, N,\) and \(q\) are presented in Figs. 6-12. Before running the algorithm a continuous p.d.f. is first discretized via uniform prequantization.

Figs. 6-9 plot the average number of iterations (averaged over \(q\)), versus \(K\), for the zero-mean unit-variance Gaussian and Laplacian distributions, and the following Gaussian mixtures
\[
f_1(x) = 1/2g(-1, 1) + 1/2g(1, 4),
\] (18)
\[
f_2(x) = 3/4g(-1, 1) + 1/4g(1, 4),
\] (19)
where \(g(\mu, \sigma^2)\) is the normal pdf of mean \(\mu\) and variance \(\sigma^2\). Each figure contains plots for different \(N\) values. Fig. 10 plots the results for the real sample p.m.f.

One can observe in Figs. 6-10 that the average number of iterations is not monotonic in \(K\), but it has a general tendency of increase with \(K\) at a growth rate close to \(O(\log K)\). To quantify this we include in the figures 6-10 a plot of the function \(\alpha \log_2 K\), with an \(\alpha\) chosen for each case approximately as the smallest positive value such that \(\alpha \log_2 K\) is an upper bound for the average number of iterations for all \(K \geq 6\). Note that \(1.5 \log_2 K\) is an absolute upper bound for all the five cases, for all \(K \geq 2\). Other interesting observations are: the number of iterations has a tendency to decrease as \(q\) increases (see Figs. 11 and 12), and very importantly, it does not exhibit a dependency with \(N\) (i.e., independent of the precision of quantizer thresholds).

Recall from the previous section that the number of operations required by one iteration of the Lagrangian-based 2DSQ design algorithm is at most as three iterations of the algorithm of [7]. Since the latter runs in \(2K - 1\) iterations, we conclude that for the tested pmf’s the RD-guided search is faster than the algorithm of [7] by a factor of \(\frac{3K}{4K - 2}\).

Next we discuss another search strategy, the so-called secant search. This search technique also allows us to deal with the pathological case when \(I_{opt}\) consists of a single value.

In the secant search \(\lambda\) is updated as follows: \(\lambda_{new} = (W(P_{\lambda_2}) - W(P_{\lambda_1}))/L(P_{\lambda_1} - L(P_{\lambda_2}))\). Note that \(-\lambda_{new}\) is the slope of the line passing through the planar points \((L(P_{\lambda_1}), W(P_{\lambda_1}))\) and \((L(P_{\lambda_2}), W(P_{\lambda_2}))\). If this line is not a support line of the set \(U\), i.e., it does not include a convex hull edge, then the support line of the same slope.
intersects the set \( U \) at some different point (because two parallel lines may not have points in common). Then the planar point \( (L(P_{q_{new}}), \tilde{W}(P_{q_{new}})) \) is different from both \( (L(P_{\lambda_1}), W(P_{\lambda_1})) \) and \( (L(P_{\lambda_2}), W(P_{\lambda_2})) \). Therefore, it is guaranteed that \( L(P_{\lambda_1}) > L(P_{q_{new}}) > L(P_{\lambda_2}) \) with both inequalities strict. This implies that the length of \( P_{q_{new}} \) is different from all path lengths obtained previously.

If the line passing through the points \( (L(P_{\lambda_1}), W(P_{\lambda_1})) \) and \( (L(P_{\lambda_2}), W(P_{\lambda_2})) \) is a support line to the set \( U \), then the point \( (2K, \tilde{W}(2K)) \) is on this line as well, hence \( \lambda_{opt} = \{\lambda_{q_{new}}\} \) according to (13). Thus, the path \( P_{q_{new}} \) output by our algorithm will have the length equal to \( L(P_{\lambda_1}) \), not \( 2K \). Further, in order to construct the desired \( 2K \)-edge path we use Lemma 2 which is stated and proved in Appendix A. Specifically, we apply iteratively this lemma \( s \) times to obtain from the paths \( P_{\lambda_2} \) and \( P_{\lambda_1} \), two other paths \( P'_{1} \) of \( 2K \) edges and \( P'_{2} \) of \( L(P_{\lambda_1}) + L(P_{\lambda_2}) - 2K \) edges such that the sum of the weights of \( P'_{1} \) and \( P'_{2} \) in \( G_{\lambda_{new}} \) is at most equal to the sum of weights of \( P_{\lambda_1} \) and \( P_{\lambda_2} \). Since both \( P_{\lambda_1} \) and \( P_{\lambda_2} \) are minimum weight paths in \( G_{\lambda_{new}} \), \( P'_{1} \) and \( P'_{2} \) are minimum weight paths in \( G_{\lambda_{new}} \), too. Then \( P'_{2} \) is our desired path and the algorithm stops. The number \( s \) equals the smallest of \( |L(P_{\lambda_1}) - 2K| \) and \( |2K - L(P_{\lambda_2})| \). This additional step required to construct the optimal path takes at most \( O(K^2) \) time. Consequently, it does not change the \( O(N^2) \) time complexity per iteration.

To bound the number of iterations required by the secant search, note that the length of the paths \( P_{q_{new}} \) is different for different iterations (possibly except the last one). Since in total there are only \( 2N - 1 \) possible path lengths, the number of iterations cannot be larger than \( 2N \). But this bound is too loose without taking into account the specifics of our optimization problem. We prove as Proposition 4 in Appendix C that for

---

**Fig. 6.** The number of iterations (average over \( q = 0.5, 0.6, \cdots 0.9 \)) as a function of \( K \), for three values of \( N \), in the case of a discretized zero mean unit variance Gaussian distribution.

**Fig. 7.** The number of iterations (average over \( q = 0.5, 0.6, \cdots 0.9 \)) as a function of \( K \), for three values of \( N \), in the case of a discretized zero mean unit variance Laplacian distribution.

**Fig. 8.** The number of iterations (average over \( q = 0.5, 0.6, \cdots 0.9 \)) as a function of \( K \), for three values of \( N \), in the case of the discretized mixed Gaussian distribution of pdf of (18).

**Fig. 9.** The number of iterations (average over \( q = 0.5, 0.6, \cdots 0.9 \)) as a function of \( K \), for three values of \( N \), in the case of the discretized mixed Gaussian distribution of pdf of (19).
discretizations of continuous distributions and $L_2$ distortion measure, the number of iterations of the secant search is at most $8K + \lceil \log_{3/2} N \rceil$ for $K << N$.

In practice one can adopt a hybrid method that uses the two search techniques in combination: start with the RD-guided search and then switch to the secant search, only if the desired path length is still not found after some number of iterations (e.g., after $2 \log_2 K$ iterations). According to the results mentioned above, for pmf’s obtained by discretizing continuous pdf’s, and $L_2$ distortion measure, the running time of this hybrid method is $O((K + \log N)N^2)$ in the worst case if $K << N$ (as is the case in practice). This suggests an improvement in speed by a factor of $O\left(\frac{K^2N}{K + \log N}\right)$ over the algorithm of [15], [16].

In addition, the new algorithm is more efficient in use of memory than the previous ones. Its space complexity is $O(N^2)$ while the algorithms of [15], [16], respectively of [7] have space complexities of $O(K^2N^2)$, respectively $O(KN^2)$. For modern computers, such a drastic reduction in working space of the algorithm will greatly reduce the probability of cache misses and hence reduce the algorithm running time in practice.

The worst-case time complexity of the proposed Lagrangian-based algorithm seems higher than that of our earlier algorithm [7]. But in all our experiments such worst case behaviour never occurs. Instead, the new algorithm is faster by a factor of $\frac{4K-2}{9 \log_2 K}$.

VII. CODECELL CONVEXITY AND OPTIMALITY

The new 2DSQ design algorithm developed in this paper assumes the convexity of codecells. We now assess the impact of this constraint on the optimality. It is known that the optimal fixed-rate single description quantizer must have convex codecells [9]. On the other hand, this condition may preclude optimality for 2DSQ’s [9].

Assume a continuous probability distribution with pdf $f(x)$ defined on a compact interval $[V, W]$ and let the distortion measure be $d(x, y) = |x - y|^r$. We will use the performance analysis of 2DSQ at high rates, provided in [20] for a family of index assignments with increasing number of diagonals (i.e., increasing number of codecells in the central partition). The analysis of [20] is based on modeling the central quantizer as a compander. Consider $2^R$ to be the number of codecells in each side partition, let $k$ denote the number of diagonals of the index assignment matrix, and let $a$ be a number in $(0, 1)$ such that $k = 2^{R_a}$. Let $D_0^{(r)}(a)$, respectively $D_1^{(r)}(a)$, $D_2^{(r)}(a)$, denote the central, respectively side 1 and side 2 distortions under the $r$-th power difference distortion measure, for a 2DSQ with an index assignment matrix with $2^{R_a}$ diagonals and optimal companding function. According to [20, Eq.
hence the above inequality is equivalent to 

$$D_0^{(r)}(a) \approx \frac{2^{-2r}}{r+1} 2^{-rR(1+a)} \left( \int_V f^{1/(r+1)}(x) dx \right)^{r+1}. \quad (20)$$

$$D_1^{(r)}(a) = D_2^{(r)}(a) \approx \beta_r 2^{-r-2} 2^{-rR(1-a)} \left( \int_V f^{1/(r+1)}(x) dx \right)^{r+1},$$

for \( a \in (0,1) \), where \( \beta_r \) was defined as

$$\beta_r = \lim_{k \to \infty} \sum_{i=1}^{k} \frac{r}{k^{r+1}}.$$ 

Note that

$$\beta_r = \lim_{k \to \infty} \sum_{i=1}^{k} \frac{1}{k^r} = \int_0^1 x^r dx = \frac{1}{r+1}.$$ 

Thus, relation (21) becomes

$$D_1^{(r)}(a) = D_2^{(r)}(a) \approx 2^{-rR(1-a)} \frac{2^{-r}}{2^r (r+1)} \left( \int_V f^{1/(r+1)}(x) dx \right)^{r+1} \quad (2)$$

Using (20) and (22), we obtain the expected distortion of \( t \) balanced 2DSQ at high rates

$$\bar{D}^{(r)}(a) \approx \frac{\omega_0 2^{2R}}{2^r + r + 1} \left( \int_V f^{1/(r+1)}(x) dx \right)^{r+1}$$

for \( a \in (0,1) \). The analysis provided in [20] does not directly apply to the case with convex codecells. However, as proved in Appendix B (Eq. (46)) with arguments along the lines of [4], [3], relation (23) holds in the case of convex side quantizers, too, with the corresponding value \( a = \bar{a} \). Consequently, the convex 2DSQ is optimum at high rates if and only if \( \min_{a \in (0,1)} \bar{D}^{(r)}(a) = \bar{D}^{(r)}(0) \). Minimizing \( \bar{D}^{(r)}(a) \) is equivalent to minimizing the function \( F(a) \)

$$F(a) = \omega_0 2^{2R} + \omega_0 2^{-r-2} r^{R}$$

on the interval \([0,1]\). \( F(a) \) is a convex function on \([0,1]\), and its unique minimum is achieved at the point \( a_0 = \max \{ 0, \frac{1}{2r} \log_2 \frac{\omega_0}{\omega_1} \} \). It follows that the necessary and sufficient condition for \( a_0 \) to be 0 is \( \frac{\omega_0}{\omega_1} \leq 1 \), or \( \omega_0 / \omega_1 \geq 1/2^{r+1} \). In the case when the 2DSQ is designed for communication over two independent channels, each with probability of success \( q \), we have \( \omega = q(1-q) \) and \( \omega_0 = q^2 \), hence the above inequality is equivalent to \( q \leq \frac{1}{2^{r+1}} \).

In conclusion, the above arguments show that asymptotically in \( R \), the convex-codecell condition does not preclude optimality when the channel probability of success is at most \( \frac{1}{2^{r+1}} \), for continuous distributions and \( r \)-th power distortion measure. Table 1 lists the values of this maximum bound for several values of \( r \). For \( r = 2 \) the codecell convexity will not preclude optimality if the channel has a failure rate of 12\% or higher. The larger the value of \( r \), the more relaxed the condition for the side quantizers of optimal 2DSQ to be convex.

Next we present experimental evidence to the intuition that for poor channels codecell convexity does not prevent optimality. We applied the algorithm of [18] to a memoryless, unit-variance Gaussian source to optimize the 8-level balanced 2DSQ. As a measure of codecell convexity, index assignments of different spreads were tested. The spread of the index assignment is defined in [18] as the largest number of central codecells situated between the extreme points of a side codecell. We have considered the modified linear index assignment proposed by Vaishampayan [18], with parameter \( k = 1, 2, \cdots, 6 \), where \( 2k \) is the number of diagonals other than the main diagonal used in the index assignment (Fig. 13). As \( k \) increases the spread of the index assignment increases, or further deviates from convexity.

For each \( q \) we minimized \( \bar{D}(Q) \) for each \( k \) and then took the minimum over all \( k \). Our results showed that for \( q \in (0,0.925) \) the minimal expected distortion was always achieved for \( k = 1 \). Note that the algorithm of [18] can change the initial index assignment in the iterative design process. It may start with a certain assignment and end up in a different one, because some of the index pairs may be allocated empty codecells in the central partition (also some of index pairs may change their order). We observed that for \( q \in (0,0.925) \), when starting with the modified index assignment of spread \( k = 1 \), which is not convex as shown in Fig. 13, the algorithm consistently converged to an assignment yielding a convex 2DSQ.

We have also applied the proposed algorithm to a discretized version of a memoryless, unit-variance Gaussian source. For \( q \in (0,0.925) \) the minimum values of \( \bar{D}(Q) \) match those obtained by applying the iterative algorithm of Vaishampayan [18] for a series of index assignments of various spreads and taking the minimum over all these index assignments (Fig. 14). But for \( q \in (0.925,1) \), assignments of higher spreads lead to lower expected distortion (see Fig. 15). As expected, the codecell convexity compromises the optimality when channel conditions are very good.

However, there are also cases where the proposed algorithm outperforms the locally optimal algorithm of [18]. Let us consider three examples of mixed Gaussian distribution. The
Fig. 14. Minimal expected distortion for memoryless Gaussian source at side rate $R = 3$ ($K = 8$), as a function of $q \in (0, 1)$. The dotted curve is the performance of the proposed algorithm; the solid curve is the performance of the algorithm of [18] (the best result over a large set of index assignments is plotted). For $q \in (0, 0.925]$ the two curves are identical.

Fig. 15. The magnification of Fig. 14 in the range $q \in [0.9, 1]$.

pdf’s of the three distributions are

\[ f_1(x) = \frac{1}{2}g(0, 1/16) + \frac{1}{2}g(6, 1), \quad (24) \]
\[ f_2(x) = \frac{1}{2}g(0, 1/4) + \frac{1}{2}g(6, 1), \quad (25) \]
\[ f_3(x) = \frac{1}{4}g(0, 1/16) + \frac{3}{4}g(6, 1), \quad (26) \]

where $g(\mu, \sigma^2)$ denotes the pdf of the normal distribution of mean $\mu$ and variance $\sigma^2$. We applied the algorithm of [18] to minimize the expected distortion for $K = 4$, using the modified linear index assignment of spread $k = 1$. We also applied the proposed algorithm to a discretized version of each of the three mixtures. The results obtained for $q = 0.9$, respectively $q = 0.5$, are recorded in Table 2, respectively Table 3. To visualize an example we plot in Fig. 16 the histogram of the mixed Gaussian distribution given by (26), and the thresholds of the central partition obtained by the two algorithms.

Table II

<table>
<thead>
<tr>
<th>distribution</th>
<th>$D$ [18]</th>
<th>$D$ proposed algorithm</th>
<th>relative difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>0.2149</td>
<td>0.1813</td>
<td>18.53%</td>
</tr>
<tr>
<td>$f_2$</td>
<td>0.2338</td>
<td>0.2224</td>
<td>5.12%</td>
</tr>
<tr>
<td>$f_3$</td>
<td>0.1900</td>
<td>0.1684</td>
<td>12.82%</td>
</tr>
</tbody>
</table>

Table III

<table>
<thead>
<tr>
<th>distribution</th>
<th>$D$ [18]</th>
<th>$D$ proposed algorithm</th>
<th>relative difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>2.7178</td>
<td>2.5855</td>
<td>5.11%</td>
</tr>
<tr>
<td>$f_2$</td>
<td>2.7349</td>
<td>2.6397</td>
<td>3.6%</td>
</tr>
<tr>
<td>$f_3$</td>
<td>2.1282</td>
<td>2.0423</td>
<td>4.2%</td>
</tr>
</tbody>
</table>

VIII. CONCLUSION

We show that optimal balanced fixed-rate two-description scalar quantizer design can be treated as a Lagrangian-type optimization problem, if convexity of side quantizer codecells is assumed. It turns out that for a very large class of distortion measures and for any given target rate, the Lagrangian multiplier exists for the globally optimal solution, under the above specified constraint. By exploiting a monotonicity of the objective function we develop a fast dynamic programming technique to solve the parameterized problem given a trial Lagrangian multiplier. Furthermore, an RD-guided search technique is also proposed. It makes the Lagrangian optimization process to converge in a small number of iterations in our experiments. The relationship between codecell convexity and optimality is also discussed.

Appendix A. Proofs of Propositions 2 and 3

Our development hinges on the Monge propriety satisfied by the function $D(a, b)$, namely

\[ D(a, b) + D(a', b') \leq D(a, b') + D(a', b), \]

for all $a \leq a' \leq b \leq b'$. (27)

It was proved in [24, Lemma 4] that the above relation holds for monotone distortion functions as defined by (4). We will also use the following lemma, which was established in [7, Lemma 1]. The proof of this lemma can be done simply by replacing the weights of the edges and then applying (27).

**Lemma 1.** Let $va, ab, v'a'$ and $a'b'$ be nodes in the graph $G$, such that $v < v'$, $a \leq a'$, $b \leq b'$, $v < b$ and $v' < b'$. Then the following assertions hold:

- i) if $v' \leq a$ and $v' < b$, then $w(va, ab) + w(v'a', a'b') \leq w(v'a, ab) + w(va', a'b')$;

- ii) if $a' \leq b$ and $v' < b$, then $w(va, ab) + w(v'a', a'b') \leq w(va, a'b') + w(v'a', ab)$;

- iii) if $v' \leq a$ and $a' \leq b$, then $w(va, ab) + w(v'a', a'b') \leq w(v'a, ab) + w(va', a'b')$.

In order to prove Proposition 2, we additionally need the following lemma.
Lemma 1. \(a\) Lemma 1 ii); \(c\) Lemma 1 iii).

\[ W(P_1) + W(P_2) \leq W(P_1) + W(P_2). \]  

Proof.

Let the paths \(P_1\) and \(P_2\) be

\[ P_1 : a_0 a_1, a_1 a_2, a_2 a_3, \ldots, a_{l-2} a_{l-1}, a_{l-1} a_l, \]
\[ P_2 : b_0 b_1, b_1 b_2, b_2 b_3, \ldots, b_{l'} b_{l'+1}, b_{l'+1} b_{l'+2}, \]

where \(0 = a_0 = a_1 < a_2 < \cdots < a_{l-1} \leq a_l \leq N\) and \(0 = b_0 = b_1 < b_2 < \cdots < b_{l'+1} \leq b_{l'+2} \leq N\).

Let \(i\) be the largest integer between 0 and \(l - 1\) for which both inequalities \(a_i \leq b_{i+l'-l+1}, a_{i+1} \leq b_{i+l'-l+2}\) hold. Such an integer exists because the inequalities are satisfied for \(i = 0\). Clearly, \(i < l - 2\). Let also \(j\) be the smallest integer between 0 and \(l - 1 - i\) for which both inequalities \(a_{i+j} \geq b_{i+l'+l'-l+1}, a_{i+j+1} \geq b_{i+l'+l'-l+2}\) hold. Obviously, such an integer exists because for \(j = l - 1 - i\) the inequalities are satisfied. We distinguish between three cases: \(j = 0, j = 1\) and \(j \geq 2\). We start with the most general case: \(j \geq 2\).

The definitions of \(i\) and \(j\) imply, on one hand, that \(a_i \leq b_{i+l'-l+1}, a_{i+1} < b_{i+l'-l+2}, a_{i+2} > b_{i+l'-l+3}, a_{i+3} < b_{i+l'-l+4}, a_{i+4} > b_{i+l'-l+5}, \ldots\). In other words, \(a_i < b_{i+l'-l+2} \leq a_{i+2} \leq a_{i+3} < b_{i+l'-l+4} < b_{i+l'-l+5} < a_{i+4} < \cdots < b_{i+l'+l'-l-1} < a_{i+j-2} < a_{i+j-1} < b_{i+l'+l'-l} < b_{i+l'+l'-l+1} < a_{i+j}.\) Clearly, \(j\) must be an even integer.

Fig. 17. Illustration of Lemma 1. By replacing the two edges to the left by the two edges to the right, the total weight decreases. \(a\) Lemma 1 i); \(b\) Lemma 1 ii); \(c\) Lemma 1 iii).

Lemma 2. For any integers \(l, l'\) such that \(0 \leq l - 1 < l' + 1\), and any two paths in \(G, P_1\) with \(l - 1\) edges, from 00 to some vertex \(a_{l-1} a_l\), and \(P_2\) with \(l' + 1\) edges from 00 to \(b_{l'+1} b_{l'+2}\), where \(a_{l-1} \geq b_{l'+1}, a_l \geq b_{l'+2}\), there are two other paths \(P'_1\) with \(l\) edges from 00 to \(b_{l'+1} b_{l'+2}\), and \(P'_2\) with \(l'\) edges from 00 to \(a_{l-1} a_l\), such that

\[ W(P'_1) + W(P'_2) \leq W(P_1) + W(P_2). \]  

Proof.

\[ b_{i+l'-l} a_{i+j}, a_{i+j} a_{i+j+1}, b_{i+l'-l} b_{i+l'+l'-l+1} b_{i+j} b_{i+j+l'-l+2}. \]  

Note that the new paths \(P'_1\) and \(P'_2\) are obtained from the old ones by interchanging \(a_{i+j+1}\) and \(b_{i+j+l'-l+2}\), for all \(k, 1 \leq k \leq j/2\), and by interchanging \(a_{i+j+1}\) and \(b_{i+j+l'-l+2}\). In order to establish (28), it is sufficient to show that the sum of the weights of the two paths (29) and (30) is at most equal to the sum of weights of the edges of \(P_1\) between \(a_i a_{i+1}\) and \(a_{i+j} a_{i+j+1}\), and of the edges of \(P_2\) between \(b_{i+l'-l+1} b_{i+l'+l'-l+2}\) and \(b_{i+j} b_{i+j+l'-l+2}\). Further, for
for all $k, 2 \leq k \leq j - 1$. The relation (31) follows from Lemma 1 ii), the relation (32) follows from Lemma 1 i), and the relation (33) follows from Lemma 1 iii). Now the proof of case $j \geq 2$ is complete.

Let us consider now the case $j = 1$. This case implies that $a_{i+1} = b_{i+1}$. Moreover, $a_i \leq b_{i+1} < a_{i+1} = b_{i+1}$. The new paths $P_{i+1}$ and $P_{i+2}$ are constructed in a similar way. The only difference consists in that the nodes $a_i a_{i+1}$ and $b_{i+1} b_{i+1}$ are connected in $P_{i+1}$ by a single edge (this is possible since $a_i = b_i$ and $a_i < b_i$) and the nodes $b_{i+1} b_{i+1}$ and $a_i a_{i+1}$ are connected in $P_{i+2}$ by a single edge (possible because $b_{i+1} = b_i$ and $b_{i+1} = a_i$). In order to establish relation (28) it is sufficient to show the inequality

$$w(a_i a_{i+1}, a_{i+1} b_{i+1}) + w(b_{i+1} b_{i+1} a_i, a_i a_{i+1}) \leq w(a_i a_{i+1}, a_{i+1} a_i) + w(b_{i+1} b_{i+1} a_i, a_i a_{i+1}) + w(b_{i+1} b_{i+1} a_i, a_i a_{i+1}),$$

which follows from Lemma 1, i) (it corresponds to the case when $a = a'$).

The case $j = 0$ is the simplest one. In this case the nodes $a_i a_{i+1}$ and $b_i b_i$ coincide. Hence the paths $P_i$ and $P_{i+1}$ have this node in common. This common node partitions each of the two paths in two subpaths (a prefix and a suffix). The new paths $P'_{i+1}$ and $P'_{i+2}$ are obtained starting from the old ones and interchanging the two suffixes. Relation (28) is trivially satisfied with equality. □

**Proposition 2.** The inequality

$$2W(l) \leq W(l - 1) + W(l + 1)$$

holds for all $l, 3 \leq l \leq 2N - 1$, where $W(l)$ is the weight of the minimum-weight $l$-edge path from the source to the final node in $G$.

**Proof.** Let $P_i$ and $P_{i+1}$ be the minimum weight $(l+1)$-link path and the minimum weight $(l-1)$-link path, respectively, from the source to the final node in $G$. According to Lemma 2, there are two paths $P'_{i+1}$ and $P'_{i+2}$ both of $l$-links, from the source to the final node in $G$, such that relation (28) holds. Then the conclusion of Proposition 2 trivially follows. □

In order to establish Proposition 3, we need the following lemma.

**Lemma 3.** The function $W_\Lambda(a, b)$ satisfies the Monge condition, i.e.,

$$W_\Lambda(a, b) + W_\Lambda(a', b') \leq W_\Lambda(a, b') + W_\Lambda(a', b)$$

for all $0 \leq a \leq a' \leq b \leq b' \leq N$. (34)

**Proof.** The nontrivial case is when $0 \leq a < a' < b < b'$. The proof proceeds by induction on $b'$. The base case is $b' = 2$. Then $a = 0$ and $a' = b = 1$, and (34) becomes

$$W_\Lambda(0, 1) + W_\Lambda(1, 2) \leq W_\Lambda(0, 2) + W_\Lambda(1, 1)$$

(35)

For each of the nodes 01, 02 and 11 there is only one path ending in that node, hence that is the minimum-weight path. These paths are, respectively, 00, 01; 00, 02; 00, 01, 11. It is sufficient if we prove the inequality in which $W_\Lambda(1, 2)$ is
Let $\xi$ be defined on the compact interval $[0, 12]$. Hence, a sufficient condition for (35) is the following

$$w(00,01) + w(00,01) + w(01,12) + 3\lambda \leq w(00,02) + w(00,01) + w(01,11) + 3\lambda,$$

which is obviously satisfied with equality.

Now we show the inductive step $b' - 1 \rightarrow b'$. Denote by $\xi$, the value $\xi_\lambda(a, b')$ and by $\xi'$, the value $\xi_\lambda(a', b')$. Applying the definition of $\xi_\lambda(a, b')$ and $\xi_\lambda(a', b')$, we obtain that

$$W_\lambda(a, b') = W_\lambda(\xi, a) + w(\xi, ab') + \lambda,$$  

(36)

$$W_\lambda(a', b') = W_\lambda(\xi', a') + w(\xi', a'b') + \lambda.$$  

(37)

Further we need to distinguish between the cases $\xi \geq \xi'$ and $\xi < \xi'$.

**Case** $\xi \geq \xi'$. Since $\xi \leq a < a'$, it follows that $\xi' \leq a$ and $\xi < a'$. The definitions of $W_\lambda(a, b)$ and $W_\lambda(a', b')$ imply, respectively, that

$$W_\lambda(a, b) \leq W_\lambda(\xi', a) + w(\xi', ab) + \lambda,$$  

(38)

$$W_\lambda(a', b') \leq W_\lambda(\xi', a') + w(\xi', a'b') + \lambda.$$  

(39)

Note that $a' \leq b < b'$, hence $a' \leq b' - 1$. Consequently, since $\xi' \leq \xi < a < a'$, the inequality

$$W_\lambda(\xi', a) + W_\lambda(\xi', a') \leq W_\lambda(\xi, a) + W_\lambda(\xi', a')$$

is valid according to the inductive hypothesis. Also Lemma 1, iii) can be applied for $\nu = \xi'$ and $\nu' = \xi$. Combining these two results, we obtain that the sum of the righthand sides of inequalities (38) and (39) is smaller or equal than the sum of the righthand sides of equalities (40) and (41), which we denote by $B$. Further, we obtain that

$$W_\lambda(a, b) + W_\lambda(a', b') \leq A \leq W_\lambda(a, b) + W_\lambda(a', b').$$

The conclusion is that both relations (42) and (43) are satisfied with equality. But equality in (43) contradicts the definition of $\xi_\lambda(a', b')$. □

**Lemma 4.** The path computed by the algorithm of Section 5 is a minimum-weight path in $G(\lambda)$, with the largest number of edges.

**Proof.** Let $P : a_0a_1, a_1a_2, a_2a_3, \ldots, a_{l-1}a_l, a_la_{l+1}$ be the path computed by the algorithm of Section 5. It has the property that $a_l = a_{l+1} = N$, $a_0 = a_1 = 0$ and $a_i = \xi_\lambda(a_{i+1}, a_{i+2})$ for all $0 \leq i \leq l - 1$. $P$ clearly has $l$ edges. Assume now that there is another path $P'$ from the source to the final node, which is also a minimum-weight path in $G(\lambda)$, and it has $l'$ edges with $l' > l$. Let $P'$ be

$$P' : b_0b_1, b_1b_2, b_2b_3, \ldots, b_{l'-1}b_{l'}, b_{l'}b_{l'+1},$$

where $b_0 = b_1 = 0$ and $b_{l'} = b_{l'+1} = N$.

We show first by using an inductive argument, that $b_{l'+1-j} \leq a_{t+1-j}$ for all $j, 0 \leq j \leq l + 1$.

**Base Step.** For $j = 0$ and $j = 1$ the inductive hypothesis is trivially satisfied with equality.

**Inductive Step.** Let $j$ be an arbitrary integer such that $2 \leq j \leq l + 1$. Assume that the inductive hypothesis is satisfied for all integers from $0$ to $j - 1$ inclusively. Since $b_{l'+1-(j-2)} \leq a_{t+1-(j-2)}$ and $b_{l'+1-(j-1)} \leq a_{t+1-(j-1)}$, it follows by Proposition 3 that $\xi_\lambda(b_{l'+1-(j-1)}, b_{l'+1-(j-2)}) \leq \xi_\lambda(a_{t+1-(j-1)}, a_{t+1-(j-2)}) = a_{t+1-j}$. The last equality is due to the definition of the path $P$. Further, since the prefix of the path $P'$ up to the node $b_{l'+1-(j-1)}b_{l'+1-(j-2)}$ is a minimum weight path in $G(\lambda)$ from the source to that node, it follows by the definition of $\xi_\lambda(b_{l'+1-(j-1)}, b_{l'+1-(j-2)})$ that $b_{l'+1-j} \leq a_{t+1-j}$ follows and the inductive proof is over.

For $j = l$ we have thus, $b_{l'+1-l} \leq a_1 = 0$. On the other hand, $l' > l$ implies $b_{l'+1-l} \geq b_2 > 0$, yielding a contradiction. □

**Appendix B. Asymptotic Analysis at High Resolution**

Assume a probability distribution with continuous pdf $f(x)$ defined on the compact interval $[V, W]$. Any $K$-level balanced convex 2DSQ satisfying the relation stated by Proposition 1 is completely specified by the central partition. Following
Similarly, it follows that

\[ D^{(r)}(Q_0) \approx \frac{1}{(2K-1)^r} \int_{V}^{W} f(x) \frac{W}{g'(t)} dx. \]

Further, since \( \lim_{K \to \infty} \frac{(2K-1)^r}{(2K)^r} = 2^r \) and \( K = 2^R \) we approximate \((2K-1)^r \) by \( 2^R \cdot 2^r \), which leads to

\[ D^{(r)}(Q_0) \approx \frac{1}{2^{Rr}2^r} \int_{V}^{W} f(x) \frac{W}{g'(t)} dx. \quad (44) \]

Similar approximations for the side quantizers distortions do not follow directly from [4], [3] because the side quantizers are not compactors. Precisely, the function \( G \) maps each side quantizer \( Q_k \) to a quantizer over the interval \([0, 1]\) which has all codecells except one, of equal length. But such approximations can be derived very following the same ideas as in [4], [3]. We illustrate this for the side quantizer \( Q_1 \). Note that

\[ D^{(r)}(Q_1) = D^{(r)}[t_0, t_1] + \sum_{i=1}^{K-1} D^{(r)}(t_{2i-1}, t_{2i+1}). \]

Assuming that for high \( K \) the distribution is approximately uniform over each codecell, it follows that the representation point can be approximated by the midpoint and obtain

\[ D^{(r)}(t_{2i-1}, t_{2i+1}) \approx f(t_{2i-1}) \int_{t_{2i-1}}^{t_{2i+1}} \frac{W}{g'(t)} dx = \frac{f(t_{2i-1})(t_{2i+1} - t_{2i-1})^{r+1}}{2^{(r+1)}}. \]

Further, using the mean value theorem and making another approximation, we obtain

\[ t_{2i+1} - t_{2i-1} = h \left( \frac{2i+1}{2K} - \frac{2i-1}{2K} \right) = h' \left( \frac{2i-1}{2K} \right) \frac{2}{2K - 1} = \frac{2}{2K - 1} t_{2i-1}. \]

Thus, we get

\[ D^{(r)}(t_{2i-1}, t_{2i+1}) \approx \frac{t_{2i+1} - t_{2i-1}}{2^{(r+1)}(2K-1)^r} \frac{f(t_{2i-1})}{g'(t_{2i-1})}. \]

Similarly, it follows that

\[ D^{(r)}[t_0, t_1] \approx \frac{1}{2^{(r+1)}(2K-1)^r} \frac{W}{g'(t_0)}. \]

Then we have that

\[ D^{(r)}(Q_1) \approx \frac{1}{(r+1)(2K-1)^r} \left( (t_1 - t_0) f(t_0) \frac{W}{g'(t_0)} + \sum_{i=1}^{K-1} (t_{2i+1} - t_{2i-1}) f(t_{2i-1}) \frac{W}{g'(t_{2i-1})} \right) - \frac{2^r}{2^{(r+1)(2K-1)^r}} \frac{W}{g'(t_0)}. \]

By multiplying with \( K^r \) we obtain that

\[ K^r D^{(r)}(Q_1) \approx \frac{K^r}{(r+1)(2K-1)^r} \left( (t_1 - t_0) f(t_0) \frac{W}{g'(t_0)} + \sum_{i=1}^{K-1} (t_{2i+1} - t_{2i-1}) f(t_{2i-1}) \frac{W}{g'(t_{2i-1})} \right) - \frac{2^r}{2^{(r+1)(2K-1)^r}} \frac{W}{g'(t_0)}. \]

Note that, as \( K \to \infty \), the last term approaches 0 because \( t_1 - t_0 \to 0 \), while the expression inside the square brackets approaches \( \int_{V}^{W} \frac{f(x)}{g'(x)} dx \), thus,

\[ K^r D^{(r)}(Q_1) \to \frac{1}{(r+1)2^r} \int_{V}^{W} \frac{f(x)}{g'(x)} dx. \quad (45) \]

This yields the approximation

\[ D^{(r)}(Q_1) \approx \frac{1}{2^{Rr}(r+1)^2} \int_{V}^{W} \frac{f(x)}{g'(x)} dx. \]

Similarly, \( D^{(r)}(Q_2) \) can be approximated by the same quantity as above. Using these approximations together with (44) and the fact that the minimum value for the integral is achieved when \( g(x) = \frac{f^{(1/(r+1))(x)}}{\int_{V}^{W} f^{1/(r+1)}(x) dx} \) [3], the following approximation of the minimal expected distortion is obtained:

\[ D^{(r)} \approx \frac{2^{r+2} - 2^r \omega_0}{2^{Rr}2^r} \left( \int_{V}^{W} f^{1/(r+1)}(x) dx \right)^{r+1}. \quad (46) \]

The above result can be put in the following form, which will be used in Appendix C,

\[ \lim_{K \to \infty} K^R D^{(r)} = \frac{2^{r+2} - 2^r \omega_0}{2^{Rr}2^r} \left( \int_{V}^{W} f^{1/(r+1)}(x) dx \right)^{r+1}. \quad (47) \]

Relation (47) follows immediately from (45), together with the equalities

\[ \lim_{K \to \infty} (2K-1)^r D^{(r)}(Q_0) = \frac{1}{(r+1)2^r} \int_{V}^{W} \frac{f(x)}{g'(x)} dx, \]

which was proved in [5, Theorem 1], and \( g(x) = \frac{f^{1/(r+1)}(x)}{\int_{V}^{W} f^{1/(r+1)}(x) dx} \).

**Appendix C. Number of Iterations of Secant Search**

We assume here the squared error as distortion measure and a probability mass function obtained by applying a fine pre-quantizer to a continuous strictly positive pdf \( f(x) \) defined on a compact interval \([V, W]\). The pre-quantizer partitions the total interval \([V, W]\) in \( N \) equal sub-intervals and selects the optimum representation value for each sub-interval. In other words, we have

\[ p_i = \int_{V+(i-1)(W-V)/N}^{V+i(W-V)/N} f(x) dx, \]

\[ x_i = \frac{\int_{V+(i-1)(W-V)/N}^{V+i(W-V)/N} x f(x) dx}{p_i}, \quad (48) \]
for all \(1 \leq i \leq N\). We will denote by \(\tilde{D}_N(l)\), respectively \(\tilde{D}_l\), the smallest expected distortion of an \(l\)-level balanced convex 2DSQ for the pmf defined above, respectively for the pdf \(f(x)\).

**Proposition 4.** For a pmf as above and \(N \gg l\) large enough, the number of iterations of the secant search is upper bounded by \(8K + \lceil \log_{3/2} N \rceil\), where \(\lceil \cdot \rceil\) denotes the ceiling function.

In order to prove the above proposition we need the following three lemmas.

**Lemma 5.** There is a positive constant \(c_3\) such that

\[
|\tilde{D}_l - \tilde{D}_N(l)| \leq \frac{c_3}{N^3},
\]

for all \(N \gg l\).

**Lemma 6.** There is some positive integer \(l_0\), such that for all \(l, l_0 \leq l \ll N\), we have

\[
\tilde{D}_N(l) > 3\tilde{D}_N(2l).
\]

**Lemma 7.** Assume that \(2K < N\) and \(L(P_{a_2}) < 2K\). Then, if \(L(P_{a_1}) - L(P_{a_2}) \geq \max \{2l_0, L(P_{a_2})\}\), it follows that

\[
L(P_{\lambda_{new}}) - L(P_{a_2}) < \frac{3}{4} (L(P_{a_1}) - L(P_{a_2})),
\]

where \(\lambda_{new}\) is obtained according to the secant search strategy, i.e.,

\[
\lambda_{new} = (W(P_{a_2}) - W(P_{a_1}))/\left(L(P_{a_1}) - L(P_{a_2})\right),
\]

and \(l_0\) is the constant defined in Lemma 6.

We first prove Proposition 4, then each of the three lemmas.

**Proof of Proposition 4.** We can think of the secant search as a search in the interval of integers \([L(P_{a_2}), L(P_{a_1})]\). After each iteration the search interval is reduced as follows:

**Case 1:** If \(L(P_{\lambda_{new}}) < 2K\) then the new search interval is \([L(P_{\lambda_{new}}), L(P_{a_1})]\),

**Case 2:** If \(L(P_{\lambda_{new}}) > 2K\) then the new search interval is \([L(P_{a_1}), L(P_{\lambda_{new}})]\).

The search stops when \(L(P_{\lambda_{new}}) = 2K\). Note that after each iteration the search interval is reduced by at least one unit since \(L(P_{\lambda_{new}}) < L(P_{a_1}) \ll L(P_{a_1})\) as justified in Section 6.

The total number of iterations is the sum of three quantities \(q_1, q_2\) and \(q_3\) defined as follows. \(q_1\) is the total number of iterations when Case 1 happens, \(q_2\) is the total number of iterations when the size of the current search interval is smaller than \(6K\) and Case 2 happens. Finally, \(q_3\) is the total number of iterations when the size of the current search interval is at least \(6K\) and Case 2 happens.

Since the values \(L(P_{\lambda_{new}})\) corresponding to distinct iterations are different, and since there are at most \(2K - 1\) different positive integers smaller than \(2K\) it follows that \(q_1 \leq 2K - 1\). By a similar reasoning we obtain that \(q_2 \leq 6K - 1\).

In order to provide an upper bound for \(q_3\) we assume that \(K \geq l_0\). Also assume that \(L(P_{a_1}) - L(P_{a_2}) \geq 6K\). Clearly, \(L(P_{a_1}) - L(P_{a_2}) \geq 6l_0\). Also, since \(2K > L(P_{a_2})\), we have \(L(P_{a_1}) - L(P_{a_2}) \geq 3L(P_{a_2})\). By Lemma 7 it follows that \(L(P_{\lambda_{new}}) - L(P_{a_2}) < \frac{3}{4} (L(P_{a_1}) - L(P_{a_2}))\). Consequently, if the length of the current search interval is at least \(6K\) and situation 2 happens then the length of the new search interval is reduced by at least \(\frac{3}{4}\). Starting from the initial search interval \([1, 2N]\), the total number of times this reduction can be applied until the size of the interval becomes smaller than \(6\) is at most \(\lceil \log_{3/2}(2N/(6K)) \rceil\). Therefore \(q_3 \leq \lceil \log_{3/2}(2N/(6K)) \rceil < \lceil \log_{3/2} N \rceil\). □

**Proof of Lemma 5.**

According to equation (47) in Appendix B, we have

\[
\lim_{l \to \infty} \frac{2}{l} \tilde{D}_l = c_0,
\]

where

\[
c_0 = \frac{1}{12} (2\omega + 2^{-2}\omega_0)(\int_V f^{1/3}(x)dx)^3.
\]

The proof of this lemma hinges on relation (51), but we moreover need a way to relate \(\tilde{D}_N(l)\) to \(\tilde{D}_l\). Let us first establish a mapping between the \(l\)-level balanced convex 2DSQ’s for the pdf \(f(x)\) and those of the pmf \(p_i, 1 \leq i \leq N\). Let an \(l\)-level balanced convex 2DSQ \(Q_l\) of the pdf \(f(x)\) have the following thresholds in the central partition: \(t_0 = V < t_1 < t_2 < \cdots < t_{2l-2} < t_{2l-1} = W\). Define now an \(l\)-level balanced convex 2DSQ \(Q_{p_i}\) of the pmf \(p_i, 1 \leq i \leq N\), with the following thresholds \(0 = q_0 < q_1 < \cdots < q_{2l-2} = q_{2l-1} = N\), where:

\[
q_i = \left\lceil \frac{N(t_i - V)}{W - V} \right\rceil
\]

for all \(0 \leq i < 2l - 1\). The 2DSQ \(Q_{p_i}\) corresponds to a convex 2DSQ \(Q'_{p_i}\) of the pdf \(f(x)\) with the thresholds

\[
t'_i = V + \frac{q_i(W - V)}{2N},
\]

for \(0 \leq i < 2l - 1\). It is easy to see that the expected distortions of \(Q_{p_i}\) and of \(Q'_{p_i}\) differ only by the distortion of the pre-quantizer applied to \(f(x)\) in order to obtain the pmf \(p_i, 1 \leq i \leq N\). We will denote this quantity by \(\Delta_N\). Thus,

\[
\bar{D}(Q'_{p_i}) = \bar{D}(Q_{p_i}) + \Delta_N.
\]

Next we provide an upper bound for \(|\bar{D}(Q'_{p_i}) - \bar{D}(Q_{p_i})|\). Note first that relation (53) implies that

\[
\frac{N(t_i - V)}{W - V} \leq q_i \leq \frac{N(t_i - V)}{W - V} + 1.
\]

Using further the equality (54), after some algebraical manipulation we obtain

\[
0 \leq t'_i - t_i < \frac{W - V}{N}.
\]

We assume that the pdf is smooth enough and \(N \gg l\) so that the optimum \(l\)-level balanced convex 2DSQ of the pdf \(f(x)\) has the distance between any consecutive thresholds larger than \(\frac{W - V}{N}\). Therefore we will consider only 2DSQ’s with this property. This property together with the above inequality imply that

\[
V = t_0 = t'_0 < t_1 < t'_1 < \cdots < t_i < t'_i < t_{i+1} < \cdots < t_{2l-2} < t'_{2l-2} < t_{2l-1} = t_{2l-1} = W.
\]
Let $Q_0$, respectively $Q'_0$, denote the central quantizer of $Q$, respectively $Q'_0$. For any $u < u' \in [V, W]$ we denote
\[
\mu(u, u') = \int_u^u x f(x) dx / \int_u^u f(x) dx
\]
Then
\[
D(Q'_0) - D(Q_0) = \sum_{i=1}^{2^{t_i'}} |(t_i' - t_{i-1})|^2 f(x) dx - \int_{t_{i-1}}^{t_i} (x - \mu(t_{i-1}, t_i))^2 f(x) dx.
\]
Applying the inequalities (58) we further obtain
\[
D(Q'_0) - D(Q_0) = \sum_{i=1}^{2^{t_i'}} \int_{t_{i-1}}^{t_i} (x - \mu(t_{i-1}, t_i))^2 f(x) dx + \sum_{i=1}^{2^{t_i}} |(t_i' - t_{i-1})|^2 f(x) dx
\]
and
\[
\int_{t_{i-1}}^{t_i} (x - \mu(t_{i-1}, t_i))^2 f(x) dx = 2 \mu(t_{i-1}, t_i) - \mu(t_{i-1}, t_i) \cdot (x - \mu(t_{i-1}, t_i)^2 f(x) dx + \sum_{i=1}^{2^{t_i}} |(t_i' - t_{i-1})|^2 f(x) dx.
\]
Using the fact that the absolute value of a sum is smaller or equal than the sum of absolute values and the fact that $f(x)$ is positive we further obtain that
\[
|D(Q'_0) - D(Q_0)| \leq 2 \sum_{i=1}^{2^{t_i'}} |(t_i' - t_{i-1})|^2 f(x) dx + \sum_{i=1}^{2^{t_i}} |(t_i' - t_{i-1})|^2 f(x) dx
\]
and
\[
\int_{t_{i-1}}^{t_i} (x - \mu(t_{i-1}, t_i))^2 f(x) dx = 2 \mu(t_{i-1}, t_i) - \mu(t_{i-1}, t_i) \cdot (x - \mu(t_{i-1}, t_i)^2 f(x) dx + \sum_{i=1}^{2^{t_i}} |(t_i' - t_{i-1})|^2 f(x) dx.
\]
Using the following property of the centroid $\mu(u, u') \in [u, u']$, it follows that $\mu(t_{i-1}, t_i) \subset [t_{i-1}, t_i]$. Then for $x \in [t_{i-1}, t_i]$ we have $|x - \mu(t_{i-1}, t_i)| \leq t_i - t_{i-1}$. Likewise $\mu(t_{i-1}, t_i) + \mu(t_{i+1}, t_i) \subset [t_{i-1}, t_{i+1}]$. Since $t_i, t_i' \subset [t_{i-1}, t_{i+1}]$, for $x \in [t_i, t_i']$ we have $|x - \mu(t_{i-1}, t_i)| \leq t_i - t_{i-1}$. By applying these observations to (62) we obtain:
\[
|D(Q'_0) - D(Q_0)| \leq 2 \sum_{i=1}^{2^{t_i'}} |(t_i' - t_{i-1})|^2 f(x) dx + \sum_{i=1}^{2^{t_i}} |(t_i' - t_{i-1})|^2 f(x) dx
\]
Next we will treat each sum separately. In order to deal with the second sum notice that $\int_{t_i}^{t_i'} f(x) dx \leq M_0(t_i' - t_i) < M_0(W - V)/N$, where $M_0$ denotes the maximum value of $f(x)$ over $[V, W]$ (this value is finite due to the continuity of

\[
|\mu(t_{i-1}, t_i)| - |\mu(t_{i-1}, t_i)| \leq |\mu(t_{i-1}, t_i)| - |\mu(t_{i-1}, t_i)| \leq 2M_0(W - V)/N. \]

\[
|\mu(t_{i-1}, t_i)| - |\mu(t_{i-1}, t_i)| \leq 2M_0(W - V)/N.
\]

\[
|\mu(t_{i-1}, t_i)| - |\mu(t_{i-1}, t_i)| \leq 2M_0(W - V)/N.
\]

\[
|\mu(t_{i-1}, t_i)| - |\mu(t_{i-1}, t_i)| \leq 2M_0(W - V)/N.
\]

\[
|\mu(t_{i-1}, t_i)| - |\mu(t_{i-1}, t_i)| \leq 2M_0(W - V)/N.
\]

\[
|\mu(t_{i-1}, t_i)| - |\mu(t_{i-1}, t_i)| \leq 2M_0(W - V)/N.
\]
which further implies the following inequality
\[ \sum_{i=1}^{2^l-1} |\mu(t'_{i-1}, t'_i) - \mu(t_{i-1}, t_i)| (t'_i - t_{i-1}) f(t'_i) dx \leq \frac{2M_0(W-V)^2}{N} \sum_{i=1}^{2^l-1} (t'_i - t_{i-1}) \leq \frac{4M_0(W-V)^3}{N}. \]
Further, by replacing (64) and (68) in (63) it follows that
\[ |D(Q'_0) - D(Q_0)| \leq \frac{12M_0(W-V)^3}{N}. \tag{69} \]
According to the above relation there is some positive constant \( c_1 \) (i.e., which does not depend on \( N \)) such that
\[ |D(Q'_0) - D(Q_0)| \leq \frac{c_1}{N}. \]
A similar result can be obtained for the difference of distortions of corresponding side quantizers of \( Q'_f \) and \( Q_f \). Therefore we conclude that there is some constant \( c_2 > 0 \) such that
\[ |\bar{D}(Q'_f) - \bar{D}(Q_f)| \leq \frac{c_2}{N}. \tag{70} \]
From relation (55) we obtain that
\[ |\bar{D}(Q'_f) - \bar{D}(Q_p)| = \Delta_N = \sum_{i=1}^{N} f^{V+i(W-V)/N}(x-x_i)^2 f(x) dx \leq \frac{(W-V)^2}{N^2} \sum_{i=1}^{N} f^{V+i(W-V)/N}(x-x_i)^2 f(x) dx = \frac{(W-V)^2}{N^2} \leq \frac{c_2}{N}, \]
for some suitable positive constant \( c_2' \). Further,
\[ |\bar{D}(Q'_f) - \bar{D}(Q_p)| \leq |\bar{D}(Q'_f) - \bar{D}(Q_f)| + |D(Q'_f) - D(Q_f)| \leq c_2 + c_2'. \]
Let \( c_3 = c_2 + c_2' \), then the above relation implies that
\[ \bar{D}(Q_p) - \frac{c_3}{N} \leq \bar{D}(Q_f) \leq \bar{D}(Q_p) + \frac{c_3}{N}. \]
The above sequence of inequalities remains valid if we apply infimum over all possible \( Q_f \), i.e.,
\[ \inf_{Q_f} \bar{D}(Q_p) - \frac{c_3}{N} \leq \inf_{Q_f} \bar{D}(Q_f) \leq \inf_{Q_f} \bar{D}(Q_p) + \frac{c_3}{N}, \]
which implies
\[ |\inf_{Q_f} \bar{D}(Q_f) - \inf_{Q_f} \bar{D}(Q_p)| \leq \frac{c_3}{N}. \]
Note that \( Q_p \) is a function of \( Q_f \) and as \( Q_f \) varies over the whole set of \( l \)-level balanced convex 2DSQ’s of \( f(x) \), \( Q_p \) varies over the whole set of \( l \)-level balanced convex 2DSQ’s of the pmf \( p_i, 1 \leq i \leq N \). Therefore, \( \inf_{Q_f} \bar{D}(Q_p) = \bar{D}_N(l) \), which further implies our claim. \( \square \)

**Proof of Lemma 6.**

According to equation (47) in Appendix B, we have
\[ \lim_{l \to \infty} \bar{D}_l |^2 = C_0, \tag{71} \]
where \( C_0 \) is given by (52). Relation (71) implies that there is some integer \( l_0 \) such that for all integers \( l \geq l_0 \) the following inequality holds
\[ |\bar{D}_l - C_0| \leq \frac{c_0}{14}, \tag{72} \]
which further implies that
\[ |\bar{D}_l - C_0| \leq \frac{c_0}{14}. \tag{73} \]
According to Lemma 5 there is a positive constant \( c_3 \) such that the following inequality is valid for all \( l \ll N \),
\[ |\bar{D}_l - \bar{D}_N(l)| \leq \frac{c_3}{N}. \tag{74} \]
Relations (74) and (73) further imply that
\[ |\bar{D}_N(l) - \frac{C_0}{l^2}| \leq |\bar{D}_N(l) - \bar{D}_l| + |\bar{D}_l - \frac{C_0}{l^2}| \leq \frac{c_3}{N} + \frac{c_0}{14l^2}, \]
which lead to
\[ \frac{13c_3}{14l^2} - \frac{c_0}{14l^2} \leq \bar{D}_N(l) \leq \frac{15c_0}{14l^2} + \frac{c_3}{N}. \tag{75} \]
for all \( l, N \) with \( l \geq l_0 \) and \( N >> l \). When \( l \gg l_0 \), it follows that \( 2l \geq l_0 \), consequently, relation (75) also holds if \( l \) is replaced by \( 2l \), i.e.,
\[ \frac{13c_3}{14 \cdot 4l^2} - \frac{c_0}{14 \cdot 4l^2} \leq \bar{D}_N(2l) \leq \frac{15c_0}{14 \cdot 4l^2} + \frac{c_3}{N}. \tag{76} \]
Let \( c = \sqrt{\frac{c_0}{2 \cdot 4l^2}} \). Let \( l_0 \leq l \ll N \). Assume that the condition \( l \ll N \) implies that \( l < c \sqrt{N} \). Then we have \( \frac{4N}{l} \leq \frac{c_0}{14} \), which further leads to
\[ 3\left( \frac{15c_0}{14 \cdot 4l^2} + \frac{c_3}{N} \right) \leq \frac{13c_3}{14l^2} + \frac{c_3}{N}. \tag{77} \]
Finally, from (75), (76) and (77) it follows that
\[ 3\bar{D}_N(2l) \leq \bar{D}_N(l). \]

\( \square \)

**Proof of Lemma 7.**

Let \( l \) denote \( L(P_{\lambda_2}) \), \( k \) denote \( L(P_{\lambda_1}) - L(P_{\lambda_2}) \), and denote \( \ell' \) denote \( L(P_{\lambda_{new}}) \).

Consider the points \( A, B, C, D \) and \( E \) on the lower convex hull of \( \mathcal{U} \), corresponding to the following abscissas respectively: \( \ell, [\ell + \frac{k}{3} k+1], [\ell + \frac{2k}{3}], \ell + k, \ell' \), where \( \lfloor \cdot \rfloor \) denotes the floor function. Hence, \( A = (\ell, W(\ell)) \), \( B = ((\ell + \frac{k}{3} k+1), W((\ell + \frac{k}{3} k+1)) \), \( C = ((\ell + \frac{2k}{3}), W((\ell + \frac{2k}{3}))), D = (\ell + k, W(\ell + k)) \) and \( E = (\ell', W(\ell')). \)

Our development hinges on the following relation
\[ \text{slope}(BC) \geq \text{slope}(AD), \tag{78} \]
where \( \text{slope}(BC) \) and \( \text{slope}(AD) \) denote the slope of the line \( BC \), respectively \( AD \). After proving the above relation our argument proceeds as follows. Any support line to \( \mathcal{U} \) passing through a point to the right of \( C \) has the slope at least equal to \( \text{slope}(BC) \), therefore strictly larger than \( \text{slope}(AD) \). Since there is a support line passing through \( E \) of slope equal to \( -\lambda_{new} = \text{slope}(AD) \), it follows that \( E \) has to be situated to the left of \( C \). This implies that \( \ell' < \ell + \frac{2k}{3} \), which proves our claim.

We proceed now to prove (78). By the definition of a slope, we have
\[ \text{slope}(BC) = \frac{W((\ell + \frac{2k}{3})) - W((\ell + \frac{k}{3} k+1))}{[(\ell + \frac{2k}{3})] - [(\ell + \frac{k}{3} k+1)]} = \frac{\bar{D}_N(\ell + \frac{2k}{3}) - \bar{D}_N(\ell + \frac{k}{3} k+1)}{[(\ell + \frac{2k}{3})] - [(\ell + \frac{k}{3} k+1)]}. \tag{79} \]

\( 3 \)For any real value \( x, \lfloor x \rfloor \) is the largest integer smaller or equal to \( x \).
We show next that the denominator of the above ratio is smaller than $k/3$. According to the definition of the floor function $\lfloor \cdot \rfloor$ we have:

$$\ell + \frac{2}{3}k - 1 < \lfloor \ell + \frac{2}{3}k \rfloor \leq \ell + \frac{2}{3}k$$  \hspace{1cm} (80)

and

$$\ell + \frac{1}{3}k < \lfloor \ell + \frac{1}{3}k + 1 \rfloor \leq \ell + \frac{1}{3}k + 1$$  \hspace{1cm} (81)

By multiplying by $-1$ the sequence of inequalities (81) and then adding it to (80), we obtain

$$\frac{1}{3}k - 2 < \lfloor \ell + \frac{2}{3}k \rfloor - \lfloor \ell + \frac{1}{3}k + 1 \rfloor < \frac{1}{3}k.$$  \hspace{1cm} (82)

Relations (79) and (82) imply that

$$\text{slope}(BC) \geq \frac{\bar{D}_N(\lfloor \ell + \frac{2}{3}k \rfloor) - \bar{D}_N(\lfloor \ell + \frac{1}{3}k + 1 \rfloor)}{\frac{2}{3}k},$$  \hspace{1cm} (83)

Since

$$\text{slope}(AD) = \frac{\bar{D}_N(\ell + k) - \bar{D}_N(\ell)}{k},$$  \hspace{1cm} (84)

in order to prove (78) it is sufficient to show that

$$\frac{\bar{D}_N(\lfloor \ell + \frac{2}{3}k \rfloor) - \bar{D}_N(\lfloor \ell + \frac{1}{3}k + 1 \rfloor)}{\frac{2}{3}k} \geq \frac{\bar{D}_N(\ell + k) - \bar{D}_N(\ell)}{k},$$

which after some algebra becomes equivalent to

$$\bar{D}_N(\ell) + 3\bar{D}_N(\lfloor \ell + \frac{2}{3}k \rfloor) \geq 3\bar{D}_N(\lfloor \ell + \frac{1}{3}k + 1 \rfloor) + \bar{D}_N(\ell + k).$$  \hspace{1cm} (85)

In order to prove the above inequality we first establish that

$$\bar{D}_N(\ell) \geq 3\bar{D}_N(\lfloor \ell + \frac{1}{3}k + 1 \rfloor).$$  \hspace{1cm} (86)

Since $\bar{D}_N(\cdot)$ is decreasing it follows that

$$\bar{D}_N(\ell) \geq \bar{D}_N(\max\{\ell, l_0\}).$$  \hspace{1cm} (87)

Since $\ell < 2K$ and $2K < N$, it follows that $\ell < N$. Consequently, we can apply Lemma 6, which implies that

$$\bar{D}_N(\max\{\ell, l_0\}) \geq 2\bar{D}_N(2\max\{\ell, l_0\}).$$  \hspace{1cm} (88)

From $k \geq 3\max\{l_0, \ell\}$ we obtain $\ell + \frac{1}{3}k \geq \max\{2l_0 + \ell, 2\ell\} \geq \max\{2l_0, 2\ell\}$. Since $\lfloor \ell + \frac{1}{3}k + 1 \rfloor > \ell + \frac{1}{3}k$, we further obtain that $\lfloor \ell + \frac{1}{3}k + 1 \rfloor > \max\{2l_0, 2\ell\}$. Using again the decreasing monotonicity of $\bar{D}_N(\cdot)$ it follows that

$$\bar{D}_N(\max\{2\ell, 2l_0\}) \geq \bar{D}_N(\lfloor \ell + \frac{1}{3}k + 1 \rfloor).$$  \hspace{1cm} (89)

Relations (87), (88) and (89) further imply inequality (86).

Since $\lfloor \ell + \frac{2}{3}k \rfloor < \ell + k$ we obtain that $\bar{D}_N(\lfloor \ell + \frac{2}{3}k \rfloor) \geq \bar{D}_N(\ell + k)$, which yields $3\bar{D}_N(\lfloor \ell + \frac{2}{3}k \rfloor) \geq \bar{D}_N(\ell + k)$. The above relation together with (86) lead to (85). □
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