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1. This test is 50 minutes long.

2. A cheat-sheet (letter-size, both sides) and the standard McMaster calculator are allowed.

3. Return this question sheet with your solutions.
Problem 1 (8*5=40 Points) Answer the following multiple choice questions:
1. Given x > 0 and fl(1 + x) = 1, what is the range of x? fl(x) is the floating point representation of x in a computer.
(1) x is smaller than machine precision

(2) x < 10-8
(3) x < 10-16
(4) x < 2-16
(5) x < 2-16
2. About different root-finding methods, which of the following statements is correct? 
(1) The absolute error of the bisection method is monotonically deceasing in the number of iterations.
(2) The absolute error of the Newton method is monotonically deceasing in the number of iterations.
(3) The Secant method is preferred when the derivative can be easily computed.
(4) The Secant method works in the same principle as the Newton method but it does not need to compute the derivative of function
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(5) The bisection method can find repeated roots.
3. To solve a linear system AX = b using Cholesky decomposition, where A is a positive definite n×n symmetric matrix, 

(1) O(n2) arithmetic operations are required.

(2) O(n2logn) arithmetic operations are required.

(3) O(n3) arithmetic operations are required.

(4) O(n4) arithmetic operations are required.

(5) O(nlogn) arithmetic operations are required.

4. To solve m linear systems AX = b1, AX = b2, … AX = bm using the LU decomposition, where A is an invertible n×n matrix,
(1) O(mn2) arithmetic operations are required.

(2) O(mn2logn) arithmetic operations are required.

(3) O(n3 + mn2) arithmetic operations are required.

(4) O(mn3) arithmetic operations are required.

(5) O(mnlogn) arithmetic operations are required.
5. Which of the following statements is true:
(1) Condition number of a matrix is the number of nonzero elements in the matrix.
(2) Condition number of a matrix is always relative to its largest eigenvalue.
(3) If a matrix is singular, its condition number is zero. 
(4) Given an eigenvalue of a matrix, the corresponding eigenvector is uniquely determined. 
(5) The numerical solution to a linear system AX = b is more stable if the condition number of A is close to 1.
Problem 2 (30 points) 
Given
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, b = [9, 4, -3]T.
(a) Compute the inverse matrix of A using LU decomposition (you need to present both matrices U and L).  
(b) Consider the numerical solution of the linear systems A-1X = b.  Suppose that b has errors Δb = [0.1, 0.1, -0.1] T, bound the relative errors in the solution of X, in term of 1-norm. 
Problem 3 (30 Points)  
Given the data below:
	xi
	0.865
	2.010
	3.023
	3.498
	4.872

	yi
	3.163
	0.049
	-1.030
	-0.072
	2.935


(a) What is the best mathematical model y = f (x) that you can think of to fit the above data?
(b) Describe how to construct your model y= f(x) using least squares regression. (Note: you only need to describe the algorithm to compute the model parameters. No need to find the numerical solutions).
_1327156833.unknown

_1453856143.unknown

