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1. This test is 50 minutes long.

2. A cheat-sheet (letter-size, both sides) and the standard McMaster calculator are allowed.

3. Return this question sheet with your solutions.
Problem 1 (8*4=32 Points) 
Multiple choice questions:
1. Comparing the false-position method and the bisection method, which of the following statements is correct? 
(1) The two methods are the same if the function f(x) is linear.
(2) The false-position method converges faster in all cases.
(3) The bisection method converges faster in all case.
(4) There are cases the false-position method can find a root but the bisection method cannot.
(5) There are cases the bisection method can find a root but the false-position method cannot.
2. Pivoting in Gaussian elimination aims to
(1) speed up the algorithm
(2) rotate the coefficient matrix
(3) transpose the coefficient matrix 
(4) swap two rows of the coefficient matrix
(5) swap two columns of the coefficient matrix
3. To solve a linear system AX = b using the LU decomposition, where A is an invertible n×n matrix, 

(1) O(n2) arithmetic operations are required.

(2) O(n2logn) arithmetic operations are required.

(3) O(n3) arithmetic operations are required.

(4) O(n4) arithmetic operations are required.

(5) O(nlogn) arithmetic operations are required.

4. To solve m linear systems AX = b1, AX = b2, … AX = bm using Cholesky decomposition, where A is a positive definite n×n symmetric matrix, 

(1) O(mn2) arithmetic operations are required.

(2) O(mn2logn) arithmetic operations are required.

(3) O(n3 + mn2) arithmetic operations are required.

(4) O(mn3) arithmetic operations are required.

(5) O(mnlogn) arithmetic operations are required.

Problem 2 (18 Points)  
Consider a computer that uses 8 bits to represent floating-point numbers, 1 bit for the sign s, 3 bits for the exponent c (c = e +3), and 4 bits for fractional part f. In terms of s, e, and f, the base 10 numbers are given by 
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, c is non-negative, and 
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.  This is the same design as IEEE floating-point representation with a much shorter machine word length.
(a) What are the smallest and largest positive (non-zero) numbers that can be represented accurately (without any chopping/rounding error) on this computer?
(b) Is the machine precision of the above scheme less than 1%? If not, how many bits are required for the fractional part f to achieve the machine precision of 1%?
Problem 3 (25 points) 
 Find the root of the equation 
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 using Newton-Rhapson method. (Initialize the iteration at x = 1; the absolute error should be less than 0.001)
Problem 4 (25 Points)  
Given the data below:

	xi
	1.0294
	1.5888
	2.3931
	2.9136
	3.3093
	4.6325
	4.9993
	5.2398

	yi
	7.1512
	9.7198
	9.1231
	7.3526
	5.9032
	4.7453
	7.1478
	9.2528


(a) What is the best mathematical model  y = f (x) that you can think of to fit the above data?
(b) Describe how to construct your model  y = f(x) using least squares regression. (Note: you only need to describe the algorithm to compute the model parameters. No need to find the numerical solutions).
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