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IBM’s Acorn Smart Phones Automotive

Colossus Wearables
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The loT Case
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Why do we need Predictable, Secure,
and Verified CPS?

Predictable Cyber-Physical Systems
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0 Easy Tasks of Yesterday and the Challenges of Tomorrow utomotive

Up until recent years: From today onwards:

& ~ W

)
ﬂ.ta-x \_ -
Small inputs Large inputs, image/video processing

Very deep networks

No/limited real-time use cases Safe, real-time embedded apps

None of today’s hardware can solve the challenges we are facing

Mdarton Fehér - October 4, 2017
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Differentiated Technologies for Your Markets and Applications

Enabling
Performance C‘Qﬂ n eat@d
Intelligence

CLIENTS

FDX
(FD-S0I)

DATA

Wi
CENTERS NETWORKS

Silicon
Photonics

Data/Analysis Bandwidth

But, to be Meaningful... ... Data Must Lead to
Real-Time, Actionable Insights |0T/ Smart Homes




NEW YORK POS.

Baby monitors are terrifyingly
easy to hack, new study says

By Jane Ridiey EE n | Updated
Child safety smartwatches ‘easy’ to hack,
watchdog says
| THE VERGE | 2™ [SENIX SECURTY SYMPOSIUM

I . Jeep hackers at it again, this
time taking control of steering

" and braking systems
G By Jordan Golson | Aug 2, 2016, 1:45pm EDT

f W (7 share

Lock It and Still Lose It —on
the (In)Security of Automotive
Remote Keyless Entry Systems

Secure Cyber-Physical Systems



* Mercedes Class A failed the
moose test in 1997. = @he New ork Simes a

F-22 Raptors' systems crash mid-
flight over Pacific
© » Sensors on roof detect

overturn and automatically Mercedes-Benz Tries to Put a
open door. Persistent Moose Problem to Rest

By EDMUND L. ANDREWS DEC 11 1897

ARCHIVES 1897

« What happens if a thief jumps
on the car roof?

T

Lockheed's shiny new F-22 Raptor stealth fighters may have owned a few
i crossing the International Date LinejtligfianERRig e

Verified Cyber-Physical Systems
fied Cy Y Y



* Unlike traditional real-time embedded

~ 20 million lines of code
in S Class Mercedes-Benz

Challenge 1: Computation and Data intensive CPS
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Unlike traditional real-time embedded
systems:

Advanced CPS require significant
computational power

Autonomous vehicles deploy complex sensor
processing and sensor fusion capabilities
which are both computation and data
intensive

~ 1.7 million lines of code
in a F-22 Fighter Jet

~ 6.5 million lines of code
in a Boeing 787

-

[‘\-?—‘ ~ 20 million lines of code

in S Class Mercedes-Benz

Challenge 1: Computation and Data intensive CPS




* No longer solely hosting isolated safety-critical tasks
 Execute tasks with different criticalities
 Criticality a consequences of failure to meet requirements

Challenge 2:Mixed-Criticality Nature of CPS




* No longer solely hosting isolated safety-critical tasks
« Execute tasks with different criticalities
« Criticality @ consequences of failure to meet requirements
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* Medium-criticality tasks
* Navigation System —
* Instrument Cluster
* Cruise Control

1

Challenge 2:Mixed-Criticality Nature of CPS




* No longer solely hosting isolated safety-critical tasks
 Execute tasks with different criticalities
 Criticality a consequences of failure to meet requirements
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arm Enabling A MixedSafety-
Criticality Future with Increased need for

Cortex-A76AE performance and mixed
criticality as we move from

assisted to autonomous
driving systems

Mixed Criticality Systems




Challenges Facing Autonomous Vehicles Key Requirements of Automotive-Grade IP

Reduce Risk and Accelerate Qualification for Automotive SoCs

Accelerate ISO 26262 functional safety assessments to help

Exploding Performance :
B J ensure designers reach target ASIL lg

Requirements

Real-Time Processing
of Sensors

Functional Safety

Reliability

High performance compute

Infotainment
Cluster
Driver assist

Synops)

Vehicle interface
Compute, Control, Sense

Real-time control
Safe
Secure

User experience

Responsive
Reliable
Fast boot

Cost  Quality Ecosystem Temperature
18 ©ARM 2016 ARM

ixed Criticality Systems




Solution to these challenges:
Multiple Processor Systems-on-Chip

(MPSoCs)

MPSoCs



Shared 10

Shared cache(s)
Memory

Controller

Memory/ies

MPSoCs

Low cost

High performance

Energy Efficiency

Low time-to-market (3" party IPs)

MOTIVATION
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Why DSAs Can Win (no magic)

Tailor the Architecture to the Domain

* More effective parallelism for a specific domain:
+ SIMD vs. MIMD

« VLA vs. Spoculatten, curt-ol-ordas
« Maore effective use of memory bandwidth
s User controlied versus caches
« Eliminate unneaded accuracy
+ |EEE replaced by oaer precsion FP
« 32-54 bl B inlegers 1o 8-16 b integers
« Domain specific programming language

Shared cache(s)

Memory

Controller
Hennessy & Patterson, Turing Lecture,
A New Golden Age for Computer Architecture

MPSoCs
A



XA
Shared 10 Heterogenous MPSoCs

 Variety of processing capabilities
- Best-suits MCS conflicting

reqUIrementS Shared cache(s)

Memory
Controller

Memory/ies

Heterogenous MPSoCs voTIVATION



Complementary SoC processor requirements

High performance compute
Infotainment
Cluster
Driver assist
Vehicle interface
User experience

Compute, Control, Sense

Real-time control

Computation
Automation

Sensing

Quality

Ecosystem

Exploding

Rise of het
Performance Cachieoh
Requirements ache coly
Safety and Security
Realalime Different Il
Sensor .
Ensuring ¢

Processing

Ultra-High
Safety &
Reliability

Pressure to comply to industry standards - IS0 26262
Functional Safety - Performance - Area Tradeoffs

Linley Autaniomous HW Conference 2017 | @ Copyright 2017 NetSpeed System:

High-End ADAS Infotainment

Communication

Automotive Applications Require Different SoC
Architectures

Control
Actuation

R4, Ethernet AVB, MIPI, HDMI,
\, ADC, UFS, eMMC

Multimedia * IP: Ethernet 10/100/1000, ADC, IfF peripherals

+ Medium Density NVM
iion

SYNopsys®

omputing
« Smaller amounts of data

= Highly structured data
» Complex computation/item

DSP, Accel

« Lots of data
+ Simple computation/item
« Massive parallelism

GPU, ISP
 Noise removal |
e i

ARM

Feature reduction
Pattern

Recognition

detection |
Feature classification

Augmentation

Computation & processing
Feedback and

. F ke L
etion eedback loop

Avoidance signalling



D The Linley Group Research. Analyze. Advise.

Integration Is Key to Low Cost

* Most loT products require CPU, memory, radio,
and analog I/O

* Microcontrollers combine CPU, memory, analog O e [ 22
. . Display LCD | Misc USB 1.1
* Need to add second chip for radio “vea v Rl vo R
* Allows flexibility in radio interface Bres|[ Pmu JI oo, sate
: v B {BTRE | Audio =50 Gir{spester
* Some new processors integrate CPU, analog, and g P | [Anaoglf— A0C°AC

radio on one chip

* Memory is on separate die (external or in package)
* Allows flexibility in memory size and cost

* Lowest cost comes from single-chip solution

Copyright 2015 The Linley Group June 11, 2015

What about loT?




. w o o B G4-bit Quad-Core =1 Multiple Power Domains
|
Cortex AS3 ., vituatization " Power Gated Islands

« Application
ARM Processors \ i Power Management
\

Real-Time

ARM Processors

. e e 25 32-bit Dual-Core
Cortex RS Application Offload

=

Safety & Reliability
m IECE1508, 15026262

EC System Isolation &
I Error Mitigation, Lockstep
- -

| ;mﬂli Graphu:ﬁ.l""n.ﬁde::s]

Security

f W Information Assurance
J Trust, Anti-Tamper, Trustfona

Key and Yault Management

H.265/264 CODECSs

H-m ARM Mali-200mMP

i UltraScale

FPGA Logic

UltraRAM, PCle Gend, |
100G Ethernat, AMS

SATAZ. 0, DisplayPort
Development, Heterogeneous Debug,
Hardware!/Software Profiling &
| Performance Analysis

High Speed
Runtime SW & Tools Peripherals

USE 3.0, PClae Gen2, GbE
OS5, RTOS, AMP, Hypervisor

Heterogenous MPSoCs with Real-time

Processors
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Heal time Domain

Master BI% |
Controller

u ﬂ'g‘*mner IPs
i -

'iFleal-r.Ime CPU

Other IPs | f Other IPs

On-Chip Interconnect

{

LPDDR4 Controlier B : eis7 controller

Heterogenous MPSoCs with Real-time

Processors




From multiple single-core systems

PORTING / INTEGRAT QM
How can existing code
reused when adopting n Node 1

Off-Chip RT Network (e.g. CAN, SAFEbus)
mu|{YI_LHBT@§§Sq@rﬁgniﬁcantly

pre ictability that'is : more complex machines. Can
equivetenputationle pesfesmed in sufficient understanding be
? . p .
without excessive peSS|m|sm aceglyeedl use&ore 2

shared /O and
memory

CERTIFICA Core 3
How to certify multi-core platforms? And
how much will that cost?

awr

MPSoC Challenges



Private
Cache

Interconnect

Shared on-chip memory controller

Shared off-chip DRAM memory

Predictable CPSoC PREBICTABILIT:
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PE,

Private
Cache

Interconnect Shared on-chip interconnect

Shared
Cache Shared on-chip cache hierarchy

Memory Controller /. Shared on-chip memory controller

‘ﬁn—n—nyl—'_‘
DRAM Shared off-chip DRAM memory

-

Predictable CPSoC PREBICTABILIT:




Private
Cache

Private
Cache

Predictable and MC-aware Bus

CArb [RTAS’16]

Shared

Cache Shared on-chip cache hierarchy

\ Memory Controller z Shared on-chip memory controller

e - =

DRAI\/I

Shared off-chip DRAM memory

Predictable CPSoC PREBICTABILIT:




Private ces Private
Cache Cache

Predictable and MC-aware Bus | CArb [RTAS’16]

Shared | PMSI [RTAS’17], PENDULUM [RTSS’19]
Cache m HourGlass [ArXiv’18], Ongoing....

Memory Controller Shared on-chip memory controller

Shared off-chip DRAM memory

Predictable CPSoC PREBICTABILIT:




I Private ces Private
Cache Cache

1
; Predictable and MC-aware Bus I CArb [RTAS’16]

i Shared
) Cache
I

\ Memory Controller

e -

I PMSI [RTAS’17], PENDULUM [RTSS’19]
HourGlass [ArXiv’18], Ongoing....

PMC [RTAS 15, TECS’16]

/ MCSim [TECS’17]
===t MCS-MPSoCs [EMSOFT’18, TCAD’18]
RLDRAM [RTSS’18]
DRAMbulism [RTAS’20]
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Private ces Private
Cache Cache
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Shared PMSI [RTAS’17], PENDULUM [RTSS’19]
Cache = HourGlass [ArXiv’18], Ongoing....

Predictable

Memory
PMC [RTAS’15, TECS’16]

MCSim [TECS'17] Hierarchy

MCS-MPSoCs [EMSOFT’18, TCAD’18]
RLDRAM [RTSS’18]
DRAMbulism [RTAS’20]

Predictable CPSoC PREBICTABILIT:



Memory
Hierarchy

v Guaranteed service

: v’ Supports Shared
Predictable

Predictable CPSoC PREDICTABILITY
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« DRAM Consists of multiple banks
« The memory controller (MC) manages accesses to DRAM

Data In/Out [+ Sense Amps
Buffers
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« DRAM Consists of multiple banks

« The memory controller (MC) manages accesses to DRAM

» A request in general consists of:
« ACTIVATE command:

 Bring data row from cells into sense amplifiers

Background
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BUS
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Column Decoder |

Data In/Out

-
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. | Word Lines §.

Row Decoder




« DRAM Consists of multiple banks

* The memory controller (MC) manages accesses to DRAM

» A request in general consists of:
« ACTIVATE command:

 Bring data row from cells into sense amplifiers

« RD/WR commands:
 To read/write from specific columns in

the sense amplifiers

Background

CPU

—_—

DRAM

Column Decoder

BUS

Buffers

Data In/Out

i

Sense Amps

MEMORY
CONTROLLER .

Row Decoder

~ITT_. Bit Lines...

. { Word Lines §.

Memory
Array




« DRAM Consists of multiple banks

* The memory controller (MC) manages accesses to DRAM

» A request in general consists of:
* ACTIVATE command:

 Bring data row from cells into sense amplifiers

« RD/WR commands:

 To read/write from specific columns in

the sense amplifiers
 PRECHARGE command:

 to write back a previous row in the sense

amplifiers before bringinc

Background

the new one

CPU

—_—

DRAM

Column Decoder

BUS

Buffers

Data In/Out

i

Sense Amps

MEMORY
CONTROLLER .

Row Decoder

~ITT_. Bit Lines...

. { Word Lines §.

Memory
Array




« DRAM Consists of multiple banks
* The memory controller (MC) manages accesses to DRAM
* A request in general consists of:
« ACTIVATE command:
* Bring data row from cells into sense amplifiers
 RD/WR commands:

» To read/write from specific columns in
~tRCD tWL tWR tRP

the sense amplifiers I IR R N ) v
« PRECHARGE command:
 to write back a previous row in the sense = tRAS N g

amplifiers before bringing the new one
» All commands have associated timing constraints that have
to be satisfied by the controller

Background
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* P processing elements
= P critical + P, non-critical
LLC is write-back write-allocate
e Writes to DRAM are only
cache evictions
Single-channel single-rank DRAM
subsystem

Ng; DRAM banks
Shared cache(s)

Memory
Controller

System Overview




Shared 10

Shared cache(s)

Memory
Controller

System Overview

P processing elements
= P critical + P, non-critical
LLC is write-back write-allocate
e Writes to DRAM are only
cache evictions

Single-channel single-rank DRAM
subsystem
Ng; DRAM banks

Goal:

Derive an upper bound on the
delay incurred by any memory
request of a critical PE




: operations of one PE affect the
temporal behavior of other PEs, which
complicates the timing analysis of the system.

Most of the MCS scheduling techniques do not
incorporate these interferences in their
scheduling or analysis

Approaches focusing on shared resources
mostly assume SMPs

Why We Bother?




7.4.2.7 Where the software is to implement both

safety and non-safety functions, then all of the
software shall be treated as safety-related, unless
adequate independence between the functions can

& be demonstrated in the design.
[IEC61508-3]

'bl, Mol od WAL 1 1% wivil -~

Why We Bother? MODEL



j
State-Space exploration of
the COTS MPSoCs

Study their DRAM Behavior

 Highlight features that
lead to unpredictability
» Highlight features that

cannot be used : :
rovide tighter latenc
Conduct for CPS P 9 y

Predictable Unpredictable

bounds and better

timing analysis
ming Yo bandwidth

Provide delay
bounds

Big Picture

[EMSOFT’18] Mohamed Hassan, Rodolfo Pellizzoni, "Bounding DRAM Interference in COTS Heterogeneous
MPSoCs for Mixed Criticality Systems”, BEST PAPER AWARD

PREDICTABILITY
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Depends on?:

OS Configuration

PE Architecture

MC Policies

System Details



Applications

Shared 10

Shared cache(s)

Memory
Controller

Off-chip
Memory/ies

/I\/Iemory Behavior \

Depends on?:

OS Configuration

PE Architecture

MC Policies

System Details

PEs can be given priorities

COTS platforms support different priority
levels

Existing analysis does not account for this

FR-FCFS
COTS also supports a threshold on
reordering to prevent starvation

RR across banks

Two flavors:

* Always schedule ready commands of any
type (high performance)

* Reorder only commands of different type
(prevent starvation)

Reads and writes have same priority

Serve in batches, where reads have higher
priority

MODEL




R/W Reorder

e 1: write batching
* 0: no write batching

Inter-bank Reorder
* 1: Reorder across all commands
* 0: Reorder commands of diff types

MPSoC
Platform
Instances

FR-FCFS Threshold
* 1: FR-FCFS is capped
* 0: no cap on FR-FCFS

Pipeline

* JO-All: All PEs are In-order
* JO-Cr: Critical PEs are in-
order

* OOO-AIl: All PEs are OO0

Priority Partitioning
* 1: Critical PEs are higher * No-Part: No Partitioning

priority * Part-Cr: Partition among critical
* 0: no priority apps

e Part-All: Partition among all apps

Platform Instances




R/W Reorder

e 1: write batching
* 0: no write batching

Inter-bank Reorder
* 1: Reorder across all commands
* 0: Reorder commands of diff types

MPSoC
Platform

w G Instances
\ Y

FR-FCFS Threshold
* 1: FR-FCFS is capped
* 0: no cap on FR-FCFS

Pipeline

* JO-All: All PEs are In-order
* JO-Cr: Critical PEs are in-
order

* OOO-AIl: All PEs are OO0

Priority Partitioning
* 1: Critical PEs are higher * No-Part: No Partitioning
priority * Part-Cr: Partition among critical

* 0:no priority 144 different platform apps

instances! e Part-All: Partition among all apps

Platform Instances
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General Observations PREDICTABILITY
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Observation 7:
Priority with Part-Cr effect

Same as Part-All effect!!
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A private 16KB L1 and a shared 1MB L2 cache

An in-order PE has a maximum of one pending request to the DRAM

An OOO PE has a maximum of 4 pending requests to the DRAM (PR = 4)
Four-processor system unless otherwise specified

Through the virtual-to-physical address mapping component at MacSim’s frontend
Based on the configuration, we enable the corresponding partitioning (Part-All, Part-Cr, or No-Part)

DRAM DDR3-1333H with single channel, single rank, and 8 banks

OS Mapping

) The two critical PEs execute a2time and rspeed
Benchmarks |EEMBC Automotive .. ) P .
The two non-critical PEs execute matrix and aifftr
Svnthetic Each of the critical PEs execute one instance of the latency benchmark Each of
y the non-critical PEs execute one instance of the Bandwidth benchmark

Eva I u at i O n PREDICTABILITY




X

Compared to Confg 6

(No-Part):

e Confg 2 (Part-All):

= 96% less WCD

= 60% BW
degradation

3000

2500

2000
wv

= 1500
= 1000

500

160

WCD [cyc]
=
0 N
S o

Evaluation

R, T Y]
AN AR AT R RN

|
AR
]
N
|
AR
|
AR
]
|
-
SRR
I
WY
I
AR
[ ]
SRAY
[ ]
R
I
WU
]
AW

10-Cr SRasaaRwswy

10-All
10-Cr
10-All
10-Cr
10-All
10-Cr
10-All
10-Cr
10-All
10-Cr
E)OO—AII ml\g
10-All

O00-All Fesmsw

:
5

OO0O0-All
OO0O0-All
OO0O0-All
OO0O0-All

©
=
o
=

| M EEMBC @OSynth O Analytical

Y
o
o

w
o
o

=

10-Cr ===
trites
|eaamasas)

N

WCD [cyc]
=)

10-All
10-All
N
o
s

T T TR

'y

VA
VA
e 17

O0O0-All
00O0-All

e
=

PREDICTABILITY



A

Compared to Confg 6

(No-Part):

e Confg 2 (Part-All):

= 96% less WCD

= 60% BW
degradation

3000 con
2500 mPEO mEPE1 {
2000 _
1500 confg, ;
= 1000 = / A
’ 2 | ap / g
N AAAAAAAAAAN / s
O LA Fl
T 93T T ITITIITI o I3 933 9%
O © 0 0O © 0 0o ©@ o 0o 9|0 olo © o o 9 o
- o - o - o - O ol — o - (@]
(@) (@) (@) (@] —QJ (@) (@)
noPr pr noPr pr noPr pr noPr pr
noThr thr thr thr
200 [.m EEMBC F1Synth B Analyticall 4500 dEI WEEMBC  OSynth  DAnalytical | 500 | S EEMBC ES =
ynth B Analytical
e £ con 400
E L : =I=
S 80 = 'd 300 | confg
RERAEE R AR : 8
o 1 6 6 160 6 o O O : 7
R EEEEEEELE = g 4
© 2 g2 2 g 9 2 g o 299 5 l 100 - I
© © © & 10-All 10-Cr 000-All 10-All 10-Cr 000-All 0 I
noPr pr noPr pr o or 10-All 0-Cr 00O-All

Evaluation

PREDICTABILITY




A

Compared to Confg 6
(No-Part):

* Confg 2 (Part-All):
96% less WCD
60% BW
degradation

e Confg 8 (Part-Cr +

89% less WCD
0.85% BW
degradation

3000
2500 W PEO 0 PE1
2000
<L
o 1500
= 1000 ,
R AN AN
0
T ¢ 3 I 93 IY
o 9 o o © o o 9
© 3 2 3 2
o o
noPr pr noPr
noThr
partAll

N T RS TR R S

AR RN R

N TR T N TR T T N TR

|
R

| ]
SRAY
| ]
R
|
WU
I
AW

10-Cr SRRSARwswW

10-All
10-All
10-All

10-Cr
10-Cr

OO0O0-All
O00-All
O00-All

°
=

200 [_mFFEMRC  @Synth |
= 160
5120
S 80

=
W

= — = = f = = — = = — =

{5 =EEMBC @Synth  DAnalytical |

| M EEMBC @OSynth O Analytical

FE

confgs

WCD [cyc]

V]

'

10-

/
/

C

Evaluation

PREDICTABILITY




a I | ] I | ] | | ] | ] I n \

PE,

Private ces Private
Cache Cache

Predictable and MC-aware Bus CArb [RTAS’16]

Shared PMSI [RTAS’17], PENDULUM [RTSS’19] .
Cache ’ HourGlass [ArXiv’18] PrEd icta ble

Memory
Hierarchy

PMC [RTAS’15, TECS’16]

MCSim [TECS’17]

MCS-MPSoCs [EMSOFT’18, TCAD’18]
RLDRAM [RTSS’18]
DRAMbulism [RTAS’20]

Predictable CPSoC PREDICTABILITY



¢ Adopts an independent-task model 2 No communication
amongst tasks

e Enforcing complete isolation between tasks.
e At the shared cache: strict cache partitioning and coloring
e At the DRAM: bank privatization

Prevent

Common Approach Data Sharing




« May result in a poor memory or cache
utilization

* e.g.: a task has conflict misses, while
other partitions may remain
underutilized

» Does not scale with increasing number of
cores
« e.g.. number of PEs < number of
DRAM banks

» Not viable in emerging systems due to
increased functionality and massive data

Common Approach Data Sharing
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| Solution:

No caching of shared data

= - [Hardy et al., RTSS'09)]
H i [Lesage et al., RTNS’10]
v Simpler timing analysis [Bansal et al., arXiv'19]

X Hardware changes [Chisholm et al., RTSS'16]
X Long execution time
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Solution:
No caching of shared data

[Hardy et al., RTSS'09]
[Lesage et al., RTNS'10]
[Bansal et al., arXiv'19]
[Chisholm et al., RTSS'16]




Scheduler

T1§T2 S T3 i
e H s

A

Another Solution:

- - Task scheduling on shared data

H - B
: Scheduling tasks with shared da]ta such that they never run
ST SO, < TR S 1. TN in parallel [Becker et al., ECRTS'16]

4 NP l}al'diﬂrare'changes : : Assigning tasks with shared data to the same core
X Limited multi-core parallelism [Chisholm et al, RTSS'16]

X Changes to OS scheduler

Incorporating run-time performance metrics collected
through hardware counters to make data-wise scheduling
decisions [Gracioli et al., SIGOPS'15]



Deadline=120
Prevent them from running in parallel : QS ?0

Deadline=120
60 90 105 120

(=]

Deadline=120

195

Map them to same core

o ——————————— —

, Example: B.shares data with\A and C
Another Solution:

Task scheduling on shared data

Scheduling tasks with shared data such that they never run in parallel [Becker et al. , ECRTS’16]

Assigning tasks with shared data to the same core [Chisholm et al, RTSS'16]

Incorporating run-time performance metrics collected through hardware counters-to make data-wise scheduling decisions’[Gracioli etaal., SIGOPS/15]
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On-chip hardware coherence can scale
gracefully as the number of cores increases.

Why On-Chip
Cache
Coherence ls
Here to Stay

SHARED MEM0RY 15 the dominant low-level
communication paradigm in today’s mainstream
multicore processors. In a shared-memory system,
the (processor) cores communicate via loads and
stores to a shared address space. The cores use caches
to reduce the average memory latency and memory
traffic. Caches are thus beneficial, but private caches
Iead to the possibility of cache incoherence. The
mainstream solution is to provide shared memory
and prevent incoherence through a hardware cache
coherence protocol, making caches functionally
invigible to software, The incoherence prob
basic hardware coherence solution are outlined in
the sidebar, “The Problem of Incoherence,” page 86.
Cache-coherent shared memory is provided by
nstream servers, desktops, laptops, and mobile
ces and is available from all majorvendors,
inchuding AMD, ARM, IBM, Intel, and Oracle (Sun).

TH comMMURIEATIDNS GF THE REM  uis 2603

Coherence is the norm in COTS platforms | Data Sharing




Heterogeneous compute requires coherency

» Flexible heterogeneous architecture
« Blend compute and acceleration for
tarpet solution

+ Fast, reliable transport to shared
memory
» Mazwje 1hlo;1hw:_ minermnite Liency

« Accelerate SoC deployment
= P devigned, optimized and validated
for e

abF a

Coherence is the Industry’s Choice Data Sharing




0day's SoCs include a mix of CPU cores,
computing clusters, GPUs and other
computing resources and specialized
accelerators.

Getting heterogeneous processors to
communicate efficiently is a daunting
design challenge. A popular approach
is to use high-performance and
power-efficient shared-memory
communication and a sophisticated
on-chip cache-coherent
interconnect. This presentation will
introduce a new technology that
automates the architecture design
process, supports CHI and ACE in one
design, and uses advanced machine-
learning algorithms to create an optimal
pre-verified cache-coherent solution.

Coherency: The New Normal in SoCs

Anush Maohandass

tN NETSPEED

s 29 M 4 £+ & B Yy Mg
" —— i "‘::.f.r"s'i‘f"_' S
— -

Coherence is the Industry’s Choice Data Sharing



Autonomous driving requirements are
mandating the simultaneous use of
multiple types of processing units to
efficiently execute sophisticated image
processing, sensor fusion, and machine
learning/Al algorithms.

This presentation introduces new
coherency platform technology
that enables the integration of
heterogeneous cache coherent
hardware accelerators and CPUs,
using a mixture of ARM ACE, CHI, and
CHI Issue B protocols, into systems
that meet both the requirements of
high compute performance and ISO
26262-compliant functional safety.

ARTERISIZ

Enabling Mixed-Protocol
Heterogeneous Cache Coherency
and ISO 26262 Functional Safety

W

Coherence is the Industry’s Choice Data Sharing




Unpredictability in Sharing Data

Data Sharing

[RTAS’17 | Mohamed Hassan, Anirudh M. Kaushik, Hiren Patel, “Predictable Cache Coherence
for Multi-Core Real-Time Systems"




X |nter-core coherence interference
on same cache line

X |nter-core coherence interference
on different cache lines

X |nter-core coherence interference
due to write hits

X |ntra-core coherence interference

Unpredictability in Sharing Data Data Sharing




Predictable Arbiter

Addr | CID | Msg

PMSI: Predictable Cache Coherence Data Sharing
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Benefit of Coherence: Up to 3x performance |Data Sharing
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How do we improve over that?
Do all cores have to suffer this high WCL? 2 Differentiated-Service

Problem of PMSI: Coherence effect on WC | Data Sharing




Time-based Cache Coherence
Configurable timers for critical/non-critical
cores

Fixed Priority Arbitration

* If both critical and non-critical requesting
same cache line = critical gets it

 Allows for simultaneous data sharing
* Both intra- and inter-criticality
« improves WCL for critical cores while Shared

improving the BW of non-critical cores S

PENDULUM: Cache Coherence for MCS

Data Sharing

[RTSS’19 | Nivedita Sritharan, Anirudh M. Kaushik, Mohamed Hassan, Hiren Patel,
“Predictable Cache Coherence for Multi-Core Real-Time Systems"
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Maintains overall
performance benefits
of coherence

Close the WCL gap
for critical cores
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Security is a nightmare challenge on
its own for all computing systems

Towards Predictable, Secure, and Verified CPSoCs

Three specific challenges for v

CPSo(Cs

Security



Security is a nightmare challenge on
its own for all computing systems

It is even more scary for CPS
Three specific challenges for
CPSoCs

Security




New IOT Applications Lack Security

- Security-as-a-service company Proofpoint:

- Cyber criminals have begun to commandeer
components of the Internet of Things and transform :
them into “thingbots” to carry out malicious activity.* a8

+ Security expert Bruce Schneier: '

- When you're selling a 30-cent thermostat, potentiometer,
pressure-detecting sidewalk square, smart light bulb—no
one’s going to be left to care [about security].T

- And [better security is] going to be solved by weird stuff, g
like there’ll be security within the (network) because the ) - @
endpoints are all crap.t ) 7

+ Network World:

- Convenience, user friendliness, time-to-market all win
out over security at this point.t

-

= “freescale’

Security




New IOT Applications Lack Security

» Security-as-a-service company Proofpoint:

- Cyber criminals have begun to commandeer l
components of the Internet of Things and transforn COST OF SECURITY

them into “thingbots” to carry out malicious activity. ) ) .

. Security expert Bruce Schneier: ® Security must be sized relatively to the consequence of a hack,

- When you're selling a 30-cent thermostat, potentiof not to the value of the device.

pressure-detecting sidewalk square, smart light bul ~ ® The hacker will put in perspective:
one’s going to be left to care [about security].T

® The "value” of the hack:

- And [better security is] going to be solved by weird - E.g. money, fun, technical challenge, terrorism...
like there'll be security within the (network) becausy ® The “cost” versus the “risk” of the attack
endpoints are all crap.t - Time spent to perform the attack,

. Network World: - Cost of equipment needed to perform the attack

(the economical barrier),
- Expertise required to perform the attack,
- Level of collusion

(level of information of the system),
- Access to the system

(physical access, protected by firewall...),

S ) - Legal penalty if caught
= ff‘eesca’e External Use | Halting the Thingoat Army Jey 6T Conference 2015 % (fme‘ prison_ W ).

- Convenience, user friendliness, time-to-market all \
out over security at this point.}

-

® Example: the Smart Meter gateway:
l ® Bill of Material: <$20,
@ Consequence of an attack: black-out in neighborhood: $Millions

Qo Inside

Driving Trust

6 | INSIDE Secure - Linley loT Conference — 2015-06-11

Security




Denial-of-Service (DoS) Attacks
Error Injection Attacks

Covert Channel Attacks
Side Channel Attacks

MCReverse

e
[RTAS’15 | Mohamed Hassan, Anirudh M. Kaushik, Hiren Patel, "Reverse Engineering Embedded Memory Controllers through Latency-based Analysis”, S e C u r I ty

[TECS’18] Mohamed Hassan, Anirudh M. Kaushik, Hiren Patel, " Exposing Implementation Details of Embedded Memory Controllers through Latency-based
Analysis"




Targeting different pages in same bank

-| Row of Cells
Victim Row
clflush (X) Hmereo R Vimow
clflush (Y) Victim Row

mfence
jmp codela

I-Wordline

Repeatedly opening and closing a row enough times within a refresh interval induces
disturbance errors in adjacent rows in most real DRAM chips you can buy today

MCReverse Security




Error Injection Attacks
(rowhammer)

Ability to target consecutive accesses to conflicting DRAM pages on
same bank
>

MCReverse Security




Denial-of-Service (DoS) Attacks Error Injection Attacks (rowhammer)

1. A memory controller with FR-FCFS and open-page policies
9 3
2. Ability to target consecutive accesses to same DRAM page

=ting DRAM pages on

..« to have an effect
.apping and page policy

« that this knowledge can further opfimize the

MCReverse Security




Test
Algorithms

MCReverse

Observed
Latencies

Inference
Rules

MC Details

Latency-
Based
Analysis

case Latencies
for All Cases

Security




Latency-
Ex: Two read accesses to different banks same rank Based
Analysis
tRCD tCCD
Reql ACT1 RD1 Best & Wor§t-
! tRCD > case Latencies
f LS for All Cases
% tRL i
5 L Datal Data2
; : |BEST :
é Iglf'ORST :

MCReverse Security




3i € [0, PW — 1]: b; < I < b, = open-page
policy

Latency-
3 Based
Ji € [0,PW — 1]: by < I5 < bs = close-page An:’alysis

policy

diffrk |
OP: diff cl ; OP: diff rw
i

Best & Worst-
Inference case Latencies
Rules for All Cases

by b, b3 by bs be

MCReverse Security




A
50 DRA

Algorithm 1: Reverse-engineering page policy and ad-
dress mapping.
forall i in [0,PW — 1] do
Let test; = [lry = (la;, R), insertNOPs(),
Observed Iry = {flipBit(lay, 1), R)]
- Let testy = [lry = (la, W), insertNOPs(),
lT‘Q = (ﬂlpBlt(lal.Q) R)]
resetMC(); runTest(test,);

resetMC(); runTest(tests);
end

MCReverse Security




Test
Algorithms

Observed
Latencies

Qualcomm Dragon 410c loT board

Security




Test

Algorithms

Observed
Latencies

.

MCReverse
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1
PN
i

SEp 2 Address Mapping ™

exposed information @

inference rule <>

algorithm -

A Step-by-Step Process SECURITY



Sfep 27 Address Mapping ™!
Ao |

Step 1: Page policy
v’ Close-page
v' Open-page
v Hybrid-page

exposed information @

inference rule <>
algorithm || ‘ i
+ < Write Buffer Depth_> :

A Step-by-Step Process SECURITY




Step 1: Page policy
v’ Close-page
v' Open-page
v Hybrid-page

. 4

77 Blep2” Addiess Mapping 7!

Step 2: Address Mapping
v" All possible combinations
v Advanced XOR mapping

exposed information O

inference rule <>

algorithm ‘ _

= = \ |
< Wiite Buffer Depth >

A Step-by-Step Process SECURITY




Step 1: Page policy
v’ Close-page
v' Open-page
v’ Hybrid-page

Step 2: Address Mapping
v All possible combinations
v" Advanced XOR mapping

Step 3: Arbitration Schemes
v" FCFS
v" RR
v" FR-FCFS
v’ Reorder threshold
v Write buffer policy

<

_______________ ;< DO

1Stepl. Page Policy [Alg 1 |

i _ i

: g JOF 1 :
H

i=0 |

exposed information O

inference rule <>

algorithm ‘ _

| < Wite Buffer Depth >

A Step-by-Step Process

= E ) -E%Aadl‘_es's'l\ﬂéﬁphig _E
.' : :

SECURITY




DRAM

Column Decoder
[1 [1

v’ Various arbitration decisions

y1 h@m a 1 tel, " Igre: 0 ed Er k for Validating Memory Controller Designs"
E\R’w éiﬁg, '{ﬁxﬁée@té’m ﬁ l/éi‘%on Process of DRAM Memory Controller Designs” VE RI F I CATI O N




Interface

Queues

Addres:

Command Queues

-~I:III\
gﬁfuﬁm
Arbitration

Requestors

Logical Physical
s |Address | Address |cammand dl
“|Mapping (Generation i)

Memory Controller

v’ Complex optimizations

v Multiple reordering levels
v’ Various arbitration decisions

DRAM.SYSTEAS dfe. CotHple

MEMORY E

CONTROLLER

—m

k for Validating Memory Controller Designs"
jon Process of DRAM Memory Controller Designs”

DRAM

Column Decoder

Sense Amps

... Bit Lines...

Row Decoder
. | Word Lines .

VERIFICATION




| Column Decoder

. 11 )
Data In/Qut == Sense Amps

| |Buffers

... Bit Lines...

Requestors

Memory
Array

Row Decoder
mm«‘

v’ Various arbitration decisions

y1 h@m a 1 tel, " lgge: 0 ed Er k for Validating Memory Controller Designs"
E\Rw éms 'ﬁﬁée@ém ﬁs l/éf‘%on Process of DRAM Memory Controller Designs” VE R I F I CATI O N




Benchmarks

v’ Time and effort conserving

% May not be memory intensive

x Lack easy-to-analyse memory
patterns

x Do not explore the state space
of the memory subsystem
properties

v’ Guaranteed coverage
x \lery time and resource consuming
(may not be possible)

v Moderate Time and effort
X Questionable test coverage

Existing Solutions

v" Allows for directed testing to
cover specific properties

¥ Time Consuming

% Prone to human errors

v’ Guaranteed Coverage

X Requires access to RTL

x Requires special hardware tools
x Cost

VERIFICATION




Model Counter- Test
Checker example? Template

START

CMD REQ
Model Model
Phase 1: Test Template Generation

# Tests Report
Correctness

Phase 2 Parser est MC mg Compare
Test Suite SIS
Generatio grvrl; Golden Phase 3: Diagnosic

n Map Metric and Report

MCXplore: Big Picture VERIFICATION




CMD
Model

Model

Model 6.1: Kripke structure for the MC input.

MCin = {S;n, Lin, Rin, Lin} where:
Rn = {ty €rw; €ch; Ernk; Ebnk, ed}
Sin = {si : ¥i € [0,63]} is the set of all possible states.
I = {sp} is the set of initial states.
R = {(s;,s;) : ¥i,j € [0,63]} is the transition relation between states.
L = {(si, (€, €bnk+ €rnk, €ch, €, 1Y) ) } 1s the labeling function where all the sets cannot
be empty sets, and
7 ty=BIN(%,0), €,,=BIN(Z, 1), e.4=BIN(1, 2), €,,:=BIN(1, 3), €pk=BIN(%,4), and e4=BIN(Z, D).

Y T R P A

Phase 1: Test Template Generation

Captures the interrelation amongst

0] memory requests

VERIFICATION




Interactions between memory :
commands and their timing i - Captures the interrelation amongst
constraints Model o] memory requests

Phase 1: Test Template Generation VERIFICATION



Predef.
SPECs

v’ Test Plan: precisely specify test properties in TL

v’ Separate test template from actual tests

v Optimal Tests: with minimum number of
requests (BMC)

Phase 1: Test Template Generation VERIFICATION




v Automated test generation
v’ Vital sequence patterns and test plans
for state-of the-art MCs
v’ Test suites for commodity MC policies

Phase 2: Test Suite Generation VERIFICATION




v High-level statistics such as bandwidth

v do not require internal debugging
capabilities (black box technique)

Uc
thr X tBUS

tRCD + (thr — 1)tCCD + RtoP + tRP

= 73%

1
0.8
0.6

0.2
0

BW Utilization (2)

Compare

Golden
Metric

Phase 3: Diagnosis and Report

04 ,

M"'O"'

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32

#Successive hits in the test
“®-Bugl -4-Bug2 -#=Correct

Report
Correctness

VERIFICATION



1. MPSoCs create switching alternatives

e Different modes of operation at different
cluster of PEs?

CPSoCs
Opportunities
for MCS

Back to the Big Picture Future Directions



] [) Software complexity increases with
O p p ortunities mixed ericality applications
Split-Lock on Cortex-A76AE is designed
O r I\/I to be transparent to software

Armv8.2 architectural support for
virtualization and Type-2 hypervisors

Back to the Big Picture

1. MPSoCs create switching alternatives

e Different modes of operation at different
cluster of PEs?

Future Directions



1. MPSoCs create switching alternatives

e Different modes of operation at different cluster of PEs?

e Migrate instead of switching?
e Dynamic Reconfiguration (IEC61508-7)

C.3.13 Dynamic reconfiguration
C P S O C S The logical architecture of the system has to be such that it can be mapped onto
- a subset of the available resources of the system. The architecture needs to be
O p p ortunities capable of detecting a failure in a physical resource and then remapping the
logical architecture back onto the restricted resources left functioning. Although
fO I M CS the concept is more traditionally restricted to recovery from failed hardware
units, it is also applicable to failed software units if there is sufficient ‘run-time
redundancy’ to allow a software re-try or if there is sufficient redundant data to
make the individual and isolated failure be of little importance. This technique
must be considered at the first system design stage.

Back to the Big Picture Future Directions



. MPSoCs create switching alternatives

e Different modes of operation at different cluster of PEs?
e Migrate instead of switching?

2. MPSoCs open the door for customized solutions

CPSoCs e Using specialized PEs is a norm in MPSoCs
Oppo rtunities e Dedicating a PE for the runtime monitoring

for MCS » faster detection of exceptional events = react in a timely
manner

* PE can be further tailored to optimize the behavior of the
monitoring techniques

Back to the Big Picture Future Directions



CPSoCs Challenges in MCS

1. Common assumption:
“uncertainty in WCET does not come from the
system itself; rather, it comes from our inability to
measure (or compute) it with complete confidence”
e Well, this may not be completely true for MPSoCs
»In SMPs, which core (or cores) executing a task

does not affect its measured execution time.

»In MPSoCs, this decision directly affects the level
of certainty in its WCET:

Real-time vs High-performance PEs?
Use scratchpads vs caches?




CPSoCs Challenges in MCS

2. Scalability challenges associated with these
scheduling and monitoring techniques.

3. Mode switching in MPSoCs may incur task

migrations or reassignment of heterogeneous cores to
tasks

» the effects of these decisions on the switching overhead
need to be quantified.




1. Which memory levels should be shared amongst which cores

e Does the GPU share the LLC with the CPU?

2. How to distribute the cache architecture?

e Would implementing a NUCA be adequate for MCS (e.g., helping in achieving
different levels of isolation)?

CPSoCs
Oppo rtunities 3. Different types of on-chip memories

fO r e Both caches and SPMs
. - e Most of the currently available approaches focus on a single type
Predictability

4. Different types of available off-chip memories

e DDR, GDDR, RLDRAM, LPDDR, QDR.
e |nvestigating the cooperation of these types is also worth investigating

Back to the Big Picture Future Directions



CPSoCs Challenges for Predictability

The interference exaggerates with the increase in
the number of PEs

Understanding the architectural details of shared
resources is inevitable to derive realistic bounds.
* [MCS-MPSoCs, EMSOFT’ 18]

Each type of PEs has its own memory access
behavior, which complicates the analysis, leading

to more pessimism

* Data-intensive PEs (e.g. multimedia/DSP processors) can
saturate system queues
* A requirement- and criticality-aware:
* Interconnect [CArb, RTAS’16]
« DRAM MC [PMC, RTAS’15&TECS’16]




'CPSOCS Challenges in Security

CYBER-PHYSICAL = HETEROGENEITY OF SHARED COMPONENTS
NATURE CPSOCS (AGAIN!)




5™ ISENIX SECURIY SYMPOSIUM

Lock It and Still Lose It —on the
(In)Security of Automotive Remote

Cy ber- P hys ical Nature Keyless Entry Systems

* CPS manage sensitive tasks in critical
domains: power grids, cars, factories, nuclear
JENIS

* Any security breach could lead to
catastrophic consequences

* Hackers gained access to locked cars by only
eavesdropping a single signal from the
original remote keyless entry unit of the car



Heterogeneity of CPSoCs

* Each PE can be a 3™-party IP (40% at Intel!) ‘.

* PEs share system components and interact
with each other 2 new across-PEs threats

e Stuxnet attack exploited the
authentication of the Siemens

programmable logic controller by an
access to a Windows machine




I Lo i i

Shared hardware components time taking control of steering
In CPSoCs and braking systems

P
* Historically, security was not considered as

a concern for CPS because of isolation
* Not the case anymore

* Researchers were able to control sensitive

(considered secure) engine control by
compromising the (considered insecure)
radio unit

e Reason? Sharing the CAN




Identifying new vulnerabilities of MPSoCs,
which did not exist in traditional platforms

Developing cost- and performance-effective

Possible methodologies to prevent or mitigate them

Directions for

Security in
CPSoCs

Back to the Big Picture Future Directions




CPSoC

Al - loT
OS |
Scheduling SoFtwATE ~ Automotive J
. a N\ \
Security Hardware UAVs
FPGA  CPU H ASIC | -

/
Infrastructure

Back to the Bigger Picture Future Directions




Intelligent Cyber-Physical Systems-on-Chip

Back to the Bigger Picture Future Directions
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f '.
| propose architectures for predictable MPSoC-based CPS P R E M | U M : !
Predictable Shared Memory Predictable Stare Cache
Hierarchy Memory ! ,i

Hierarchy

Verified CPS

Latency-
Based

Analysis

Observed
Latencies

case I.atenues
for All Cases




