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Capacity Bounds for Power- and Band-Limited
Optical Intensity Channels Corrupted by
Gaussian Noise
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Abstract—We determine upper and lower bounds on the
channel capacity of power- and bandwidth-constrained optical
intensity channels corrupted by white Gaussian noise. These
bounds are shown to converge asymptotically at high optical
signal-to-noise ratios (SNRs). Unlike previous investigations on
low-intensity Poisson photon counting channels, such as some
fiber optic links, this channel model is realistic for indoor free
space optical channels corrupted by intense ambient light. An
upper bound on the capacity is found through a sphere-packing
argument while a lower bound is computed through the maxen-
tropic source distribution. The role of bandwidth is expressed by
way of the effective dimension of the set of signals and, together
with an average optical power constraint, is used to determine
bounds on the spectral efficiency of time-disjoint optical intensity
signaling schemes. The bounds show that, at high optical SNRs,
pulse sets based on raised-quadrature amplitude modulation
(QAM) and prolate spheroidal wave functions have larger achiev-
able maximum spectral efficiencies than traditional rectangular
pulse basis sets. This result can be considered as an extension of
previous work on photon counting channels which closely model
low optical intensity channels with rectangular pulse shapes.

Index Terms—Channel capacity, direct detection, free space, in-
frared communication, optical communications, optical intensity
modulation, wireless.

1. INTRODUCTION

NVESTIGATIONS into the capacity of optical intensity

channels have focused on channels in which the dominant
noise source is quantum in nature. In these channels, the trans-
mitted optical intensity is constant in discrete time intervals.
The received signal is modeled by a Poisson-distributed count
of the number of received photons in each discrete interval.
In this work, we present capacity bounds for a fundamentally
different optical intensity channel. The indoor free-space op-
tical channel can be modeled as a linear channel with additive,
white, signal independent, Gaussian noise [1]. Unlike previous
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treatments, capacity bounds are computed for any time-disjoint
modulation scheme.

The literature is replete with channel capacity results for the
photon-counting channel. Gordon and Pierce demonstrated that
in the absence of external noise the capacity of such photon-
counting channels (in units of nats per photon) under an av-
erage optical power limit is unbounded [2], [3]. In fact, M -ary
pulse-position modulation (PPM) can achieve arbitrarily small
probability of error for any rate (in units of nats per photon) [3],
[4]. Under the constraint of fixed peak optical power, Davis and
Wyner determined the capacity of this channel and showed that
binary level modulation schemes were capacity achieving [5],
[6]. These channel capacity derivations, however, do not con-
sider the bandwidth of the transmitted signal. McEliece demon-
strated that schemes based on photon counting in discrete inter-
vals require an exponential increase in bandwidth as a function
of the rate (in nats per photon) for reliable communication [4]. In
the case of rectangular pulse-amplitude modulated (PAM) sig-
nals confined to discrete time intervals of length 7" and with a
given peak and average optical power, Shamai [7] showed that
the capacity achieving input distribution is discrete with a finite
number of levels increasing with 7.

In indoor free-space optical communication systems, the
dominant noise source arises due to ambient light, which
produces high-intensity shot noise. Indeed, in some fiber and
free-space links, front-end thermal noise due to the electronic
preamplifier is often a dominant source of noise. In both of
these cases, the noise process can be modeled as being additive,
white, Gaussian distributed and dominant over the quantum
fluctuations of the channel [1]. Unlike the photon-counting
model of the fiber channel, free-space optical channels are
intrinsically bandwidth limited due to the use of large inex-
pensive optoelectronic components and multipath distortion.
Multidimensional, multilevel constellations have been pro-
posed for the indoor free-space channel to achieve high data
rates [8], [9]. A previous upper bound on the capacity of this
channel was determined for the specific case of multicarrier
systems where the average optical amplitude in each disjoint
symbol interval is fixed [10].

In this work, we compute upper and lower bounds on the ca-
pacity of optical intensity channels corrupted by Gaussian noise
in the case of time-disjoint signaling. This work is not con-
fined to rectangular pulse modulation techniques, as in earlier
photon-counting channel results, but represents all time-disjoint
techniques in a common framework. Unlike the previous ca-
pacity bound derived for this channel, the bounds presented do
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not assume a particular signaling set and allow for the average
optical amplitude of each symbol to vary.

Section II-A outlines the salient features of the optical inten-
sity channel and a signal space model suited to defining time-
disjoint optical intensity schemes is presented in Section II-B.
A bandwidth constraint is cast as a restriction on the number of
available dimensions in Section II-D. Upper and lower bounds
on the capacity of the channel are derived in Sections III and IV
and the capacity is given in terms of a spectral efficiency. The
bounds are then shown to converge at high optical signal-to-
noise ratios (SNRs). The paper concludes by presenting some
example schemes in Section V and presents the implications of
the results and future directions in Section VI.

II. PRELIMINARIES

A. The Optical Intensity Channel

Indoor wireless optical communication channels transmit in-
formation by directly modulating the optical power of a laser or
light-emitting diode (LED) light source. Due to cost as well as
eye and skin safety considerations, incoherent optical sources
are used as transmitters and inexpensive optical intensity detec-
tors are used at the receiver. Whereas electrical channels allow
for the modulation of both the amplitude and the phase of the
underlying carrier, these inexpensive wireless optical systems
are able to modulate only the intensity of the optical carrier.
As a result, all transmitted signals are constrained to be non-
negative. Additionally, the average optical power transmitted
on such channels is the average amplitude of the transmitted
signal, unlike the wired channel, where electrical energy is the
mean-square value of the transmitted signal.

Let z(t) be some optical intensity signal to be transmitted.
The channel, which is composed of the multipath response of
the room as well as the electrical characteristics of the optoelec-
tronics, can be modeled by a linear conversion between optical
and electrical domains [1]. The transmitted signal is corrupted
by additive white Gaussian noise (AWGN). The basis for this
approximation is that electronic noise as well as high intensity
shot noise are the dominant noise sources and are both addi-
tive, white in the band of interest, and approximately Gaussian
distributed by a central limit theorem argument [1]. Thus, the
received electrical signal y(¢) can be written as

y(t) = ra(t) + 2(t)

where r > 0 is the responsivity of the photodiode in units of
amperes per watt and is the optoelectronic conversion factor.
Without loss of generality, we set = 1 for the remainder of this
paper. The random signal z(¢), in units of amperes, is zero-mean
AWGN.

Since the transmitted signal is an intensity, 2(¢) must satisfy
V¢ z(t) > 0. Due to eye and skin safety regulations, the average
optical power is limited, and hence the average amplitude of
x(t) is limited. The received electrical signal y(t), however, can
assume negative amplitude values. This channel model applies
not only to free-space optical channels but also to fiber-optic
links with negligible dispersion and signal-independent AWGN.

B. Signal Space

The set of time-disjoint optical intensity signals can be repre-
sented in a signal space which represents both the nonnegativity
constraint and average optical power cost geometrically [9]. Let
N = {1,2,..., N} be a finite index set and let ® = {¢,(¢) :
n € N} be a set of orthonormal basis functions were ¢, (t) = 0
fort ¢ [0,T), T > 0. By definition, the basis function ¢ (¢) is
set to be

pr(t) = {l/ﬁ’ te ) M

0, otherwise.

This basis function contains the average amplitude of each
symbol and, as a result, represents the average optical power
of each symbol. Due to the orthogonality of the other basis
functions, fOT ¢n(t)dt = 0 for n > 1. In this manner, the
average optical power requirement is represented in a single
dimension.

The admissible region [9] of an optical intensity modulation
scheme is the set Y of all points in the signal space which de-
scribe nonnegative pulses, or formally

T:{($17£27...,JZ1\7> S RN : (Vt S R)7an(/’n(t)20}

neN

It is useful to partition Y into sets of points with a given average
optical power. Define

as the set of all points in Y with average optical power k/ VT. 1t
can be shown that T = kY1, k > 0, since scaling by nonneg-
ative factors always yields a signal in Y. Thus, T = Up>0kT ;.
By definition, since the cross section of T perpendicular to the
¢1 basis for a given k scales linearly with &, the boundary sur-
face of T is a generalized N-cone [11, p. 341]. Furthermore,
since all convex linear combinations of points in Y represent
nonnegative signals, Y is convex. Thus, T is the convex hull of
a generalized N-cone with vertex at the origin [9].

C. Problem Definition

Consider transmitting symbols formed as linear combinations
of the N basis functions in the set ®. Assuming a bank of NV
matched filters at the receiver, the channel can be modeled as
the [V-dimensional vector channel model

Y=X+727

where each term is an N -dimensional random vector with prob-
ability densities fy (), fx (&), and fz(2z), respectively.

The noise vector Z is an /N-dimensional Gaussian random
vector with independent components of mean zero and variance
o? per dimension.

The transmitted vector X is selected subject to both a non-
negativity constraint and an average optical power constraint.
Let F denote the set of densities which simultaneously satisfy
both of these constraints. For all fx(z) € F, fx(z) = 0 for
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z ¢ T, in order to satisfy the nonnegativity constraint. Addi-
tionally, in order to satisfy the average amplitude, i.e., average
optical power constraint, every fx(z) € F must satisfy

1
Pr [ oy @
for given bounded values of P > 0 and 7" > 0. Notice that the
average optical power of the signaling scheme is not completely
described by the geometry of the constellation, as in conven-
tional signal space models, but also depends on the symbol pe-
riod. This is due to the fact that ¢ (¢) is set to have unit electrical
energy. This scaling is appropriate since detection of the signal
is performed in the electrical domain where the orthonormal
basis defined is appropriate [9].
The problem of finding the maximum rate at which reliable
communication can take place was treated by Shannon [12] and
can be posed in the context of this channel as

Cy(®) = max I(X;Y) 3)

fx(z)eF

in units of bits per channel use where I(X;Y") is the mutual
information between X and Y. Notice that this is the maximum
achievable rate when the transmitted waveforms are restricted
to be linear combinations of ®. This is analogous to the case of
the band-limited electrical channel model where all transmitted
signals are scaled versions of the the basis function sinc(7t/T).

In what follows, bounds on the maximum rate for a fixed
average optical power are computed for a family of channel
models each determined by the choice of basis ®.

D. Bandwidth Constraint

Previous results with rectangular pulses on the photon-
counting channel demonstrated that the rate is unbounded if
the average optical power is the only constraint [2], [3]. Indeed,
it is possible to show that signaling with arbitrarily narrow
rectangular pulses in a symbol interval of 71" at a given average
optical power causes the capacity in (3) to tend to infinity.

However, previous work on the photon-counting channel also
indicated that this unbounded rate necessarily comes at the price
of an infinite bandwidth requirement [4]. It is clear that in order
to have a consistent bound or notion of maximum rate for this
channel, a bandwidth constraint must be placed on the set of
signals transmitted.

The Landau—Pollak dimension [13] of the set of signals is
used here to cast the spectral constraint as an effective number
of dimensions provided by the channel. Let L2[0, 7'] denote the
set of all finite-energy signals with support contained in [0, T').
Define the (1—e¢)-fractional energy bandwidth W, (z) of a trans-
mitted symbol z(t) € L?[0, 7] with Fourier transform X (f) as

We(z) = inf {W € [0,00):

— 00

w oo
/ X()Pd > (1o / |X<f>|2df} @
J-W

where ¢ € (0, 1) is fixed to some value, typically 10~2 or 1073,
This bandwidth measure quantifies the frequency concentration
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of z(t). In practical terms, z(¢) can be thought of as being ef-
fectively band limited to W, (x) hertz if € is chosen so that the
out-of-band energy is below the noise floor of the channel [14].

A dimension for the signal z(¢) € L?[0,T] can be defined
through the fractional energy bandwidth. Consider approx-
imating z(t) € L2[0,7] as a linear combination of some
orthonormal basis functions. For a given W (z) and T, the
best such basis, in the sense of minimizing the energy in the
error of the approximation, is the family of prolate spheroidal
wave functions @, (f) [15]. The ¢, (f) are functions strictly
time limited to [0,7) which have the maximum energy in
[—-We(z), We(x)] of all unit energy functions [16]. The error
in the approximation can be upper-bounded as [13]

2
inf /
{ai} J —o0

ann(f)| df <12¢%. (5)
In this sense, the signal z(t) can be thought of as being in-
distinguishable from some linear combination of prolate sphe-
roidal basis functions. It can then be said that z(¢) is essen-
tially 2W, () T-dimensional with the error in the approximation
tending to zero as e — 0.
Define

[2We (2)T1]

>

n=0

X(f) -

K(®) = max 2W, (HEE:N a:ngﬁn(t)) T (©)
as the effective dimension of the signal space associated with
the optical intensity basis ®. The definition of x(®) is equiva-
lent to fixing 7" and defining the available channel bandwidth
Wen as the largest bandwidth of any transmittable signal, i.e.,
Wen = k(@) /2T This channel bandwidth definition can be in-
terpreted as ensuring that the channel is able to support the trans-
mission of at most (%) dimensions per symbol. Since each
transmitted symbol in the model is at most «(®)-dimensional,
the received symbols are uncorrupted by the channel, i.e., the
received signals are indistinguishable from the transmitted sig-
nals in the sense of (5).

In practice, it may be difficult to compute «(®P) for a given
basis set. The effective dimension x(®) can be computed by
fixing 7' and maximizing the bandwidth over all transmittable
signals. Without loss of generality, consider an z(¢) € L]0, T
which is unit energy. The bandwidth of this signal, as defined in
(4), can be approximated by expanding it into its components as

We(z) = inf {W € [0, 00):

w
> / 05N df > (1 - e)} @)
neN /=W

where ¢ (¢) is the Fourier transform of ¢,,(¢) and Y, 22 = 1.
Thus, the fractional energy bandwidth of a signal is approxi-
mated as a weighted sum of the fractional energy contained in
each of the basis functions. This approximation is valid for large
W or equivalently for small ¢, when the approximation

w

OO (f)df ~ 0

is valid for m # n. This approximation is used in some of the
example schemes presented in Section V.
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III. UPPER BOUND ON CHANNEL CAPACITY

An upper bound on the capacity of a Gaussian-noise-cor-
rupted channel can be obtained by considering a sphere-packing
argument in the set of all received codewords while imposing
an average optical power constraint. This analysis is done in the
same spirit as Shannon’s sphere-packing argument for channels
subject to an average electrical power constraint [17]. Deter-
mining this bound requires that the volume of the set of received
codewords be computed for a given average optical power limit.

A. Set of Transmitted Codewords

Consider transmitting a codeword & formed from a series of
L, N-dimensional symbols with a low probability of error. Geo-
metrically, in order for & to be transmittable, £ € YL, where YT
is the L-fold Cartesian product of Y with itself. For the sake of
notation, group the coordinate values for each constituent con-
stellation together to form & € T* as

.T:(.Z‘Ll,...,

Recall from Section II-B that T is the convex hull of a gener-
alized cone parameterized by the Y cross sections at ¢1 = k.
The Cartesian product Y% represents the set of transmittable
codewords formed by the concatenation in time of L time-lim-
ited symbols. As a result, T represents a time-limited optical
intensity scheme and must therefore be the convex hull of a gen-
eralized cone with vertex at the origin. In an similar fashion to
(1), define the ¢1V basis vector as

1

LN

= —(1,0,0,...,0,1,0,0,...,0,1,0,0,...)  (8)

EY = (10,0, 0.1,0.0,...0 )
N N

~ J
-~

LN

so that it represents the average optical power of each LN-di-
mensional codeword z € YT The region Y* is then parame-
terized by cross sections for a given ¢= coordinate value.
For a fixed symbol period T', assume that the average optical
power of each transmitted codeword is limited to be at most P
as defined in (2). In terms of the signal-space definition for T

L

1

7 > @k VTP )
k=1

where 1 j, is the coordinate value in the ¢, direction for each
constituent symbol. The transmitted L/V-dimensional vector &
is taken from the set ©(v/TP) = YT N U(/TP), where the
shaping region W(y/T'P) is a hyperplane defined so that the
power constraint (9) is satisfied. The region ¥(y/TP) can be
expressed in terms of the signal space as well as in terms of (8)
as

L
U(VTP) = {z e REV . %kzﬂm < ﬁP}

- {.q: ERLN : (z, otV < \/LTP} (10)
where (-, -) is the Euclidean inner product.

B. Set of Received Codewords

When z € G(ﬁ P) is transmitted, the received vector Y
is normally distributed with mean  and variance equal to the

7
Col)

Fig. 1. Cross section of (;)(\/TP), I" ., and upper bound @(\/TP +p,).

noise variance o2 per dimension. Let I'; ;v denote the set of all
possible received vectors. With high probability, Y will lie near
the surface of a sphere of radius p centered at £ where

LNo2. (11)

This assertion can be justified by viewing the components of
the vector Y — x as LV independent and identically distributed
Gaussian random variables. By the weak law of large numbers,
for every € > 0

Tim Pr{y/IN(o? =) < |¥ - al| < VIN(o?+ )} = 1.
Thus, the probability that Y is not on a sphere of radius p about
x can be made arbitrarily small by increasing L. A codeword is
decoded by assigning all vectors contained inside the sphere to
the given codeword.

Define the region I', as

I = {a:+b:a; € O(VTP),be pBLN}
=0(VTP) ® pB*N

p:

13)

where the @ operation is the Minkowski addition of two sets
[8, p. 126], and BLY is the L N-dimensional unit ball. Since
@(\/TP) is convex, I' is termed the outer parallel body of
O(V/TP) atadistance of p [18,p. 197] and is the set of all points
with distance at most p from ©(v/T P). Since (12) applies for
all transmitted vectors, for large enough L the distance between
any y € Iy and the corresponding £ € O(y/TP) tends to
p with probability arbitrarily close to one as L gets large. In
other words, for large enough L, the probability that ¢ does not
lie in I'o, can be made arbitrarily small. Since the capacity cal-
culations depend on the asymptotic behavior of I', 5 in L, the
properties of I', must be determined in order to determine an
upper bound. Fig. 1 presents an example two-dimensional cross
section of ©(v/T'P) and the corresponding I, region.
Clearly, ©(vVTP) C Ty since 0 € B“N. Where the
boundary of ©(v/TP) is smooth, the boundary points of ',
are a subset of the points parallel to ©(v/TP) at distance p
away. Form the parallel extension of @(\/TP) as the region
@(\/TP + p,) — w, for some constants w, p, > 0, as the set
of points which are at most distance of p away from ©(v/TP)
whenever the boundary of ©(y/T'P) is smooth. At points of
discontinuity, that is, in the “corners” of the bodies in question,
the points in ', lie inside the parallel extension of ©(v/TP)



788

y,02p OWTP+p,)—w
o)

O(VTP)

Fig.2. Parallel extension of @(\/TP ) ata distance p at point of discontinuity.
By triangle inequality, 6 > p.

at a distance p away due to the triangle inequality, as illustrated
in Fig. 2. In other words

O(VTP)C Ty C OVTP +p,) —w. (14)

C. Upper Bound on the Volume of T

Since I', is the Minkowski sum of a convex set and an
LN-ball, its volume can be computed explicitly by way
of Steiner’s formula [18, p. 210]. This approach, however,
requires that all LN volume measures of ©(/7P) are known.
In general, it is difficult to obtain these volume measures and
one must resort to an upper bound on the volume of I' .

Let V(-) evaluate to the volume of the region. Since all the
regions are closed, an upper bound on V(I'.,) can be found
using (14) to give

V(O(VTP +p,)) > V([w) > V(O(VTP)).

Thus, to find an upper bound on V(T ) it is necessary to com-
pute an expression for V(0(q)), for any ¢ > 0, as well as esti-
mating the parameter p,,.

1) Computing V(©(q)): Since O(q) is the truncation of the
L-fold Cartesian product of a generalized N-cone with itself,
V(0(q)) can be computed by exploiting the geometry of the
region. Define

L
V(k=1---L)x1 s > U,Zliuc < L(I} 15)
k=1

as the projection of ¥(q) (10) into the space defined by the L, ¢1
basis vectors of YL If 21 = (21,1,22.1,...,271,1), the volume
V(©(q)) can be written using (15) as

V(O(q)) = / a2

Jzex LN (VTP)

'/:L'IG\I/I((EL) -/zlel’”1 ~/zzeT”2

/ dzL---szdzldxl.
z, €T

1L

As defined in Section II-B, the set of admissible points for each
N-dimensional constituent constellation Y is a generalized
cone. As such, it is characterized by a single cross section in its
¢ direction. Since each cross section for a given ¢ coordinate
value is directly similar to Y1, V(Y3) = V(Y1)kN~! for
k > 0 [9]. Thus, the integral for V(©(g)) can be simplified by
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performing the integration in each constituent constellation to
yield

L
V(O(q) = / V(C)E ] =0y tdey. (16)
=1 €T (g;L) k—1
As shown the Appendix, this integral can be simplified to the

form

L (N =1

TN (Lg)™¥.

V(O(g)) = V(T1) a7

2) Asymptotic Value of p,: Since ©(q) is a generalized cone,
the LN — 1-dimensional cross-sectional volume and the height
is required for a given value in the ¢¥* direction. In order to
determine the value of p, required to compute the volume of
©(q), it is necessary to consider only a two-dimensional cross
section of ©(¢q) in a hyperplane containing ¢~ . Fig. 1 presents
an example of just such a cross section with ¢7"V as a coordinate
axis. In what follows, the specific cross section taken to compute
D, is developed. Note that since TV is taken as a coordinate
axis a scaling factor of v/ is present in this coordinate due to
(10).

Define the set

Aj={(x1,72,...,205) € O(VTP): x; =0}

where j € {1,...,LN}. The set A; C ©(v/TP) and can be
thought of as a surface which has ¢; as a normal vector. The
perpendicular distance between any vector in @(\/TP) and the
corresponding one ' is p by (13). So, the distance between
Aj and ', in the ¢; direction is p. Let {5 (j) be the projection
of ¢¥V into A, and C4(7) be the projection of XN onto ¢;.
Taking a cross section of the Y% with a hyperplane containing
C4(j) and CA(j) gives Fig. 1.

The angles a(L) and B(L) in Fig. 1 can be determined from
the geometry of the region. Define unit vectors {4 (7) and Ca ()
as unit vectors parallel to (,(j) and (A (j), respectively. The
desired angles can be found through the inner product as

(Cali) 1Y)

= cos (L)
L—1

(Eoli) 0tY)
= cos B(L)
:{ﬁ’ j:kN+17k:0717"'7(L_1)
0, otherwise.

j=kN+1,k=0,1,...,(L-1)
otherwise

and

Note that a(L) + B(L) = /2 by the definition of {4(j) and
¢a(j)-
From Fig. 1, the value of p, can be written in
pp=p+po(L).

The value of pg(L) depends on L through (L) and S(L). How-
ever, in the upper bound for channel capacity in Section III-D it
is only required to compute the asymptotic value of po(L) for



HRANILOVIC AND KSCHISCHANG: CAPACITY BOUNDS FOR POWER- AND BAND-LIMITED OPTICAL INTENSITY CHANNELS 789

large L. Therefore, only the asymptotic value of p, needs to be
computed. The angles in Fig. 1 approach the limits
Lh—I};o a(L) =0
7r

th;oﬁ(L) —2

As aresult, it is clear that as L grows the distance po (L) must
then behave asymptotically as

Jim po(L) = p.
As a result, using (11), the asymptotically correct value for p,,
as L — oo then is

2
pp:\/—%ZZU\/N.

D. Upper Bound Computation

(18)

The channel capacity in bits per symbol for a given optical
intensity basis set Ci(®) can be upper-bounded using the
sphere-packing argument developed for electrical power con-
strained channels [17]. The maximum rate is upper-bounded
by the asymptotic number of nonoverlapping spheres that can
be packed in ',y as L goes to infinity. Using the previously
defined regions

.1 V(TrN)
< — N N
(@) < Jlim 7108 377, vy
. 1 V(OWTP +p,))
< Lh_l)rgozlog2 V(pBEN) £ (19)
where the volume of the L/N-ball can be written as
N LN/2 LN
V(pB =
(PB™5) = <Ny

Using (17) and (18), the number of reliably decodable code-
words can be upper-bounded as

V(O(VTP +p,))
V(pB'N)
L
(LN/Q)! ((L(\/TP + 20\/N))NV(T1)(N — 1)!)
=~ (LN)! (LN7o?)LN/2

Using Stirling’s formula [19] to bound the factorial function

n\" 1 n\" 1
2 (—) l<v2mn (2 —
™ . exp<12n+1><n < 7rn<e> exp<12n>

and simplifying the resulting expressions, the number of code-
words can be upper-bounded as

V(OTP +p,) _ exp fe(L)
V(pBEY) V2
(VTP + 20V N)V(T)YN (N — )N e\
X < No \/%)

where limy,_ o fe(L) = 0. Substituting into (19) and taking the
limit as L. — oo yields the upper bound,

<ﬁ§ ; 2\/N>

/NN — 1)11/N
XV(TI) (V-1 /i] [bits/symbol ]  (20)
N 21

for some symbol period 7.
Notice that the upper bound on capacity Cs(®) depends on
the pulse set chosen via the admissible region Y. Section V-D

Cq(¢) S N10g2

presents a discussion on the selection of pulse shapes to max-
imize the achievable rates under a bandwidth constraint and
under differing SNRs.

A spectral constraint can be imposed on the capacity of the
channel by expressing it as a maximum spectral efficiency in
units of bits per second per hertz, C, (®), as opposed to C(P)
in (20), which is in units of bits per symbol. Spectral efficiency
is a more appropriate measure of the rate since it combines im-
portant practical channel performance measures of data rate and
bandwidth. The upper bound on channel capacity for a given ¢
in (20) can be represented as a bound on the maximum spectral
efficiency for a channel bandwidth of Wy, hertz using the ef-
fective dimension x(®) (6) as

Cn(®) < G (@)

where
2N (®) P
Cy7(®) = gy Lor2 l( S+ 2V
V(Y)YN(N - 1)1/N e .
X N \ or [bits/s/Hz]. (21)

Unlike the band-limited case, where the dimension of each basis
signal is one, here the effective dimension of each signal in T
must be computed. The factor N/x(®) can be thought of as a
measure of the dimensional efficiency of a given model since NV
represents the dimension of each transmitted signal while x(®)
is the maximum dimension of the set of signals determined by
® using a (1 — ¢)-fractional energy bandwidth measure.

Having imposed a spectral constraint on the channel model,
C,(®) is invariant to the symbol period unlike Cs(®). For ex-
ample, any rectangular pulse technique is a subset of the Carte-
sian product of one-dimensional rectangular PAM. For a given
symbol period, consider forming another pulse technique by
transmitting L time disjoint pulses per period each with width
T/ L seconds. In the limit, as pulse width goes to zero for a fixed
average optical power, the capacity limit Cs(®) is unbounded,
while imposing a bandwidth constraint yields an upper bound
on C,(®) in (21) which is unaffected by the width of the pulses
chosen. Thus, by imposing a bandwidth constraint and choosing
spectral efficiency as the measure of channel capacity a consis-
tent measure of the maximum data rate of the channel is ob-
tained.

IV. LOWER BOUND ON CHANNEL CAPACITY

A lower bound on the capacity of the optical intensity channel
can be found by computing the mutual information between the
channel input and output for any input distribution fx(z) € F.
In this work, a lower bound is computed by selecting the max-
entropic source distribution, f%(x) € F. This distribution max-
imizes the differential entropy of the source subject to both the
nonnegativity and average optical power constraints.

Due to the signal space definition, for a fixed T', the average
optical power depends solely on the mean of the ¢; coordinate
value, as shown in (2). To find f% (z), consider first the family
of distributions fi(z; A) € F which maximize the entropy
for any fixed average optical power A < P. By the maximum
entropy principle, fx(z; A) = K exp(—Az1), forz € T and
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for some K, A > 0 [20, pp. 266-268]. The constants K and A
can be found by solving the following:

fx(@; A)dz =1
JxeY

/ 21 f%(z; A)dz = VTA
zeY

to yield
N N 1 I
x(®; A) = e —N
S <ﬁA> V(T (N = 1) Xp( ﬁf%)z)
for every £ = (z1,22,...,2y) € Y. For X distributed as

fx(x; A), the differential entropy of fx(z; A), h(X; A), can
be computed as

M) = = [ S A) o, fi(o A

1N(N _ 1\11/N
:N10g2<\/TAV(T1) (]]VV L' e). (23)

Since this entropy is an increasing function of A
h(X,P)= max h(X,A)
0<ALP

and, hence, the maxentropic source distribution satisfies the av-
erage optical power constraint with equality, that is, f(z) =
fx(z; P). Notice that f% () is a function of solely the coor-
dinate in the ¢; direction which represents the average optical
power of each symbol. The conditional distribution of a given
x1 = k is uniform over all elements of Y, which is entropy
maximizing in the absence of constraints.
The lower bound on the capacity can be written as

Cy(®) > I(X";Y) (24)
where X* ~ f%(z). Although the use of the maxentropic
distribution provides a lower bound on the channel capacity,
a closed-form solution is in general difficult to derive. A
closed-form lower bound on the channel capacity can be found
by expanding the mutual information as

[(X*:Y) = k(X" + Z) - h(Z) 25)
where h(-) evaluates to the differential entropy. A lower bound
on I(X*;Y) can be computed as

I(X%Y)=h(X"+2Z)-hZ)
> W(X* + Z2) - h(Z) (26)
— h(X") - h(Z) @7)
where (26) arises since conditioning reduces differential entropy
and (27) since translation does not affect differential entropy.
Finally, using (23) with A = P along with (24) and (27), and
applying the spectral constraint (6) yields a lower bound on the
spectral efficiency

Cy(®) > O™ (@)
where
2N k(®) P

I | [ S
K’((I)) 082 < 2I/I/ch g

V(T)YN(N - DIVN e ,
X ~ o [bits/s/Hz]. (28)

low
Clov (@) =
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TABLE 1
COMPARISON OF MAIN CHARACTERISTICS OF EACH
OPTICAL INTENSITY MODEL

Rectangular PAM | Raised-QAM | 2-PSWF 3-PSWF
N 1 3 2 3
k(D) 20.572 27.038 20.572  20.572
V(T1) 1 m/2 ~ 1.571 1.914 2.173
N/w(®) (%) 486 11.10 972 1458

The asymptotic behavior of the bounds (21) and (28) can be
found by computing the limit of the difference of the bounds. It
is simple to show that for a given average optical power that

li C3P(@) — Ol (@) =0

that is, the upper and lower bounds on the spectral efficiency are
asymptotically exact as optical SNR tends to infinity. Note that
C},OW(Q) is tight only at high optical SNR and that numerical
computation of I(X™;Y) is required to provide a better low
bound at low optical SNR. The relationship between C,,(®) and
the capacity bounds derived can summarized as

2
CrP(®) > Cy(®) > —<I(X"Y) > OV (D).
(@) 2 (@) > G I(XY) > OF(®)
Section V computes the capacity bounds for a number of ex-
ample basis sets.

(29)

V. EXAMPLES AND DISCUSSION
A. Rectangular PAM

Form an M-ary PAM scheme using the rectangular pulse
shape of (1) so that ®pan = {¢1(t)}. The effective dimen-
sion of the scheme using a 0.99-fractional energy bandwidth
(e = 1072) is x(Ppanr) = 20.572, and is computed by direct
integration in frequency domain using a symbolic mathematics
package [21]. The cross section Y in this case is a point and
the volume of the cross section in this case is taken as 1 which
allows all previous derivations to hold [9], and is presented in
Table 1.

Fig. 3 presents the upper and the lower bounds on C,,(®pan)
for the PAM scheme defined as well as spectral efficiency curves
for discrete uniform 2-, 4-, 8-, and 16-point constellations versus
optical SNR. The spectral efficiency curves for the uniformly
distributed examples were computed numerically using the well
known technique developed by Ungerboeck [22].

The upper bound on capacity is obtained by direct application
of (21) to give

2 I{(@pAM) P (&
K(Ppam) log, [( 2W ;+2> \/;] '

The lower bound on capacity was determined first by computing
Sy (y), which takes the form

Cy(Ppam) <

fry) = fy*(l(y) * fz(y) -
e
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Fig. 4. Capacity bounds for rectangular PAM with mutual information curves
for 2-PAM and N-PPM schemes at low optical SNR.

where

a L (=
Q(z) = E/z exp(—u?/2)du.

Since fy(y) does not have a closed form in this case, I(X*;Y)
is computed numerically for a number of SNRs using a mathe-
matics software package [21] and plotted in Fig. 3. As expected,
at high optical SNR, the lower and upper bounds on capacity
approach one another. Notice also that for all SNRs considered
that the relationship (29) holds in this example.

Fig. 4 shows the same bounds as Fig. 3 at low SNR. Spec-
tral efficiency curves for a widely used coded rectangular PAM
scheme called N-PPM are also presented. A 4-PPM modula-
tion scheme is the standard signaling format for the Infrared
Data Association 4-Mb/s wireless infrared optical link [23]. An
N-PPM symbol is a block code defined over NT' seconds in

1 . . . .
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2 4
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Fig. 5. Capacity bounds for raised-QAM schemes with mutual information
curves for 4-, 16-, 64-, and 256-point constellations.

which the output intensity is zero except for a single 7" interval
which assumes a fixed nonzero value. The mutual information
curves for a channel model based on N-PPM are computed,
using the same numerical techniques as in the PAM case, and
plotted for N = 2,4, 8 in Fig. 4. Note that PPM schemes ap-
proach the lower bound for capacity at low optical SNR. Also
note that the PPM curves are in agreement with previous work
which shows that higher cardinality PPM constellations asymp-
totically have better performance than lower size constellations
at low SNR [4]. The lower bound C}"’W(QPAM) is very loose at
these low optical SNRs. The numerical computation of mutual
information in (25) is a better lower bound at low optical SNRs.

B. Raised Quadrature Amplitude Modulation (QAM)

An optical three-dimensional raised-QAM scheme can be de-

fined by specifying Pqan = {#1(¢), p2(t), ¢3(t)} where ¢1(¢)
is defined as in (1) and

ha(t) = \/gcos (2nt/T)
¢s3(t) = \/gsin (27t/T)

for ¢t € [0,T) [9]. Fig. 5 presents a plot of the upper bound
on capacity (21) for a three-dimensional raised-QAM scheme
which takes the form

Cy(Pqam)

I{(@Q AM) P e

2W o +2v3 \ 1871/3
The effective dimension was computed for Wy o1 using (7) and
by noting that |¢5(f)|? = |¢5(f)|?. Fig. 6 plots the value of
k(®qam) found using (7) for unit energy signals versus the al-
lowed coordinate value in the ¢, basis. The effective dimension
was computed by numerically integrating the Fourier transforms
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of the basis functions and scaling them according to (7) to yield
Wo.01. Notice that the maximum value occurs when the selected
vector is taken from the boundary points of T, i.e., by maxi-
mizing the coordinate value in the sinusoidal bases. The max-
imum effective dimension was then estimated to be r(Pganm) =
27.038 and is achieved by points on the the boundary of Y. The
cross-sectional volume V(Y1) = m/2 and is the area of a cir-
cular disc of radius 1/ V2 [9], and is presented in Table L.

As is the case with PAM, the lower bound on spectral effi-
ciency via I(X™;Y) must be computed numerically. Unfortu-
nately, computation of fy (y) is difficult and the I(X™;Y) was
computed using a discretized version of f% (z)(22). A constel-
lation of 1024 points was constructed by sampling f3 () at in-
teger lattice points and scaling to have unit sum. The maximum
rate using this source distribution was computed using the nu-
merical technique presented by Ungerboeck [22] for a number
of average optical powers. Again, the upper and lower bounds
approach one another at high optical SNRs. Spectral efficiency
curves for 4-, 16-, 64-, and 256-point uniform distributions were
determined using the same numerical techniques as in the PAM
case [22] and are also presented in Fig. 5.

C. Prolate Spheroidal Wave Function Bases

As discussed in Section II-D, for a given 2WT product, the
prolate spheroidal wave functions are the time-limited func-
tions with support in [0,7") with maximum energy in the fre-
quency band [ W, W] of all unit energy functions [16]. In light
of the bandwidth constraint imposed it seems natural to form
an optical intensity signaling scheme based on this orthonormal
family of functions.

Fig. 7(a) presents of plot of the o(t) and ¢;(t) for
2WT = #k(Ppanm). These functions are approximated by
generating highly oversampled discrete prolate spheroidal
sequences in a popular numerical mathematics package [24]. It
can be shown that in the limit as sampling rate goes to infinity
the discrete sequence converges point-wise to the associated
prolate spheroidal wave function [25].
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Consider forming an optical intensity signal basis as dis-
cussed in Section II-B. The function ¢ (¢) (1) is a basis function
for every intensity signaling set with 2W.(¢1)T = k(®Ppam)-
Consider choosing the remaining basis functions so that
2We(¢pn)T < k(Ppam) for n > 1. The effective dimension
K can be approximated by fixing 7' and maximizing the
bandwidth over all transmittable signals via (7). For any
nonnegative x(t) # ¢1(t), We(z) < We(¢1) since every other
basis function has a lower (1 — €)-fractional energy bandwidth.
In this case, the approximated effective dimension is achieved
since ¢4 (t) has the maximum bandwidth and is transmittable.
As a result, the effective dimension of such optical intensity
sets is K(Ppam )-

An N-prolate spheroidal wave function (PSWF) optical
intensity model can be formed by performing a Gram—Schmidt
orthogonalization procedure with ¢1(¢) and ¢,(t) for
n=0,1,..., N —2 at a time-bandwidth product of 2W,(¢1)T
to form the basis set ®pswE. The basis functions for this model
are then denoted ¢+ (¢) and ¢/, (¢).

In order to verify the value of k(P pswr ), the time-bandwidth
product for each basis function must be computed. In the case
of 2- and 3-PSWF, 2W, (¢!, )T were computed numerically for
n = 0,1 and evaluated to 8.275 and 8.510, respectively. Since
the time—bandwidth product of ¢/, (t) is less than that of ¢1(¢),
K(Ppswr) = Kk(Ppanm) for these models.

The V(Y1) for 2- and 3-PSWF were also computed numer-
ically and are presented in Table I. In the case of 2-PSWF, the
minimum and maximum value of @} (t) were estimated from
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the sampled waveform and their difference is taken as a esti-
mate of V(Y'). Fig. 7(b) presents the boundary of Yy for the
3-PSWF scheme. The values of the boundary of Y; were esti-
mated at 1000 points taken at a constant angular increment of
Af = 27 /1000. The resulting sequence of boundary points 7
were computed by increasing the size of a ray from the origin
until the corresponding time-domain signal was no longer trans-
mittable. This procedure was done at a number of increment
steps until the boundary was known to within a tolerance of
1073 units. The volume was then estimated using the following
Riemann sum in polar coordinates:

1
V(Y1) ~ ; §r,§A9.
The upper and lower bounds on the spectral efficiency (21) and
(28) were computed and are presented in Fig. 8 along with those
for rectangular PAM and raised-QAM.

D. Discussion

Fig. 8 presents a comparison of the capacity bounds derived
in Sections III and IV for the examples presented. Note that
at high SNRs, bandwidth-efficient signaling schemes based on
prolate spheroidal wave function basis or on the raised-QAM
pulse set have more than twice the maximum spectral efficiency
of the rectangular PAM techniques at a given SNR. At lower
optical SNR, the derived bounds are loose and do not reveal any
new insight. Indeed, at low SNR, when the available spectral
efficiencies tend to zero, rectangular pulse techniques may be
attractive due to their ease of implementation.

Table I presents a comparison of the parameters which de-
fine the capacity bounds for the examples considered. As indi-
cated by C,,(®) in (21), for a given x(®), the spectral efficiency
bounds are maximized by the ® which simultaneously max-
imize the dimensional efficiency N/k(®) and cross-sectional
volume V' (T'1). In the examples, raised-QAM achieves higher
spectral efficiencies by increasing the dimension of each symbol
for a modest increase in the effective dimension. As a result, the

dimensional efficiency is improved along with the spectral ef-
ficiency. For 2- and 3-PSWF schemes, the effective dimension
is fixed to be k(Ppan) by definition. The additional bases im-
prove the dimensional efficiency and thus allow for larger max-
imum spectral efficiencies. The role of V(Y), although log-
arithmic in its impact on the spectral efficiency, is significant.
Since V(Y1) depends on the amplitude characteristics of @, it
is not clear that N-PSWF optical intensity schemes will neces-
sarily support higher spectral efficiencies as N increases.

It is important to recognize that C,(®) is the maximum
achievable spectral efficiency for the given pulse set ®. The
basis set determines the set of transmittable signals over which
a distribution is chosen to maximize the spectral efficiency. The
effective dimension of the set of transmittable signals x(®) is
required to quantify the maximum achievable rate in terms of
quantities of the continuous channel. The pulse set which max-
imizes C,,(®) for a given channel bandwidth, however, is still
unknown. Some early work on the photon-counting channel
demonstrated that narrow pulse position techniques were op-
timal pulse techniques in the sense of a given average distance
measure [26], [27]. Capacity results for the photon-counting
channel nearly exclusively assume that rectangular pulse
techniques are employed and, as a result, do not generalize to
other pulse shapes.

It should also be noted that the classical capacity result
C' = Wlog,(1 + SNR) in the electrical channel is really the
maximum achievable rate for a strictly band-limited channel
model and a defined bandwidth constraint. In this case,
® = {sinc(nt/T)} and x(P) = 1 [17]. In other words, the
capacity is computed for a given channel model, which includes
the basis set ¢ under an energy and bandwidth constraint as is
done in a similar context in this work.

VI. CONCLUSION

We have derived asymptotically exact capacity bounds for the
optical intensity channel with average optical power and band-
width constraints in Gaussian noise. These results complement
rather than contradict previous work on the Poisson photon-
counting channel. The photon-counting channel can be viewed
as an optical system operating at low optical power where the
quantum nature of the photons dominates performance. Rectan-
gular pulse techniques are uniquely considered in the photon-
counting channel since the bandwidth of the channel is consid-
ered to be very large.

In this work, we treat a fundamentally different channel. In-
door free-space optical channels suffer from reduced bandwidth
due to multipath distortion and from white Gaussian noise due
to high background illumination. The derived capacity bounds
are not restricted to rectangular pulse techniques, as in previous
work, but are general and treat all time-disjoint optical intensity
schemes. A bandwidth constraint is imposed on the set of signals
that are transmitted by way of determining the effective dimen-
sion of the space of time-limited signals with a given fractional
energy bandwidth. The derived capacity bounds demonstrate
that optical intensity signaling schemes based on rectangular
basis sets have significantly lower achievable maximum spec-
tral efficiencies than bandwidth-efficient techniques. In partic-
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ular, significant rate gains can be obtained by using raised-QAM
or prolate spheroidal wave function pulses set over rectangular
PAM at high optical SNRs.

This work, however, does not address the complexity of
implementing encoders and decoders for the multidimensional
optical signaling formats presented. In designing practical
signaling strategies, the complexity of the codes required to
approach the derived capacity may limit their application to
lower rate optical intensity links. Wireless optical channels are
one such class of low-pass optical intensity channel which may
benefit from the application of spectrally efficient signaling
schemes considered in this paper. The performance of coding
strategies for a given pulse set, however, can now be compared
versus the capacity bounds derived here.

An interesting long-standing open question which remains is
the pulse set ® which maximizes C,,(®) subject to the channel
constraints. This work has not solved this problem but has sug-
gested that the solution will require a pulse set which is dimen-
sionally efficient while providing a large volume of admissible
signals.

APPENDIX

This appendix presents a proof for the volume of the set of
transmit codewords V' (©(q)) in Section III-C1. This develop-
ment proceeds from (16) and shows how the closed-form (17)
is derived.

Theorem I: Forx = (x1,%2,...,21)

L
/ [] iz =
z€V(q;L) .21

for all integers L > 0 and for some fixed integer N > 0 and
W4 (q; L) defined in (15).
Proof: By induction on L.
For L = 1, the above equality can be easily verified.
Assume the above equality holds for some L. > 1. Now con-
sider the left-hand side of the equality for L + 1

L(] L_ 1))!! (Lq)™™

L4+1
a:iv_ldz.

I(L—l—l):/

JxeW,(q;L+1) k=1

This integral can be rewritten by decomposing it into two inte-
grals, one over L variables and the other over 1, i.e.,

(L+1)q L
I(L+1)= / a¥ ! / [I = ‘dwdrria
0 TER ¢

where
1
k=1, <f((L +1)a— $L+1);L> :

Applying the inductive hypothesis

(L+1)q (N — 1)1E
I(L+1) = Nl
( + ) /0 Tr+1 (LN)'

X((L+1)g = xp41) N depia.
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Letz = x4 and h = (L+1)q to simplify notation. Expanding
the integrand using the binomial theorem and interchanging in-
tegration and summation gives

I(L +1)
LN

_ L h
_ (A([szl))v! Z(L]i\i)(_l)khm_k/ N1tk g
T k=0 0

Evaluating the integral and simplifying

— 1)L
1+ 1= =D e

(IN)! 30)

-Sn.L

where

k
se= 2 () o
k>0 +

A powerful technique for determining the closed-form solu-
tion of sums involving binomial coefficients involves the use of
hypergeometric series [28, Sec. 5.5]. A hypergeometric series
is one in which the first term is unity and the ratio of succes-
sive terms of the series is the quotient of polynomials. Consider
NSy, and let ¢;, be the kth term in this series. It is a simple
matter to verify that £, = 1 and that the ratio of successive terms
is

tips _ i+ N)(k — LN)

tr (k+1)(k+N+1)

which is the ratio of two polynomials each of degree 2. Thus,
N Sn,1 is hypergeometric. In fact, NSy 1, is a classical series
known as a Gaussian hypergeometric series whose closed form
is known. In the notation of hypergeometric series, N Sy, 1, can
be written as [28, eq. 5.92]

NSnL =2F (N]Yi— 1 _€N>
_T(LN+1)I'(N +1)

I'(LN +N +1)

Simplifying and using the identity I'(n + 1) = n!

Sy g = (LN)Y(N —1)!

’ (N(L+1))!

Substituting into (30) and expanding h gives

(N — 1)1+

(N(L+1))!

which is the right-hand side evaluated at L + 1. O

I(L+1)= (L + 1)g)NE+D

Therefore, the volume V(©(q)) can be written as

V() = v(ry: Y =DY

(LN)! (Lg)""

as presented in (16).
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