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Abstract—This paper introduces the pixelated wireless optical
channel, which transmits data at high rates using a series of coded
time-varying images. This multiple-input/multiple-output point-
to-point wireless optical channel uses arrays of optical intensity
transmitters and detectors to exploit the inherent spatial degrees
of freedom and to realize significant gains in spectral efficiency over
single-element systems. Spatial discrete multitone modulation is in-
troduced as a means to combat low-pass spatial distortion and to
alleviate spatial alignment problems of previous systems. The ca-
pacity of pixelated wireless optical channels is estimated by way of
a water-pouring spectrum. A proof-of-concept experimental pro-
totype is constructed using a 512 × 512 pixel liquid crystal display
panel and 154 × 154 pixels of a charge-coupled device camera. A
channel model is developed and the capacity estimated to be 22.4
kb/frame. An unoptimized multilevel code and multistage decoder
is applied over the spatial frequency bins and shown to yield spec-
tral efficiencies of approximately 1.7 kb/s/Hz over a range of 2 m.

Index Terms—Multiple-input/multiple-output (MIMO) wireless
optical channel, optical intensity modulation, optical space–time
code, short-range wireless infrared channel, spatial modulation
and coding.

I. INTRODUCTION

I T is often said that “a picture is worth a thousand words,”
and in this paper we use this concept to create a high-rate

wireless optical communication channel, termed the pixelated
wireless optical channel. The basic idea is very simple [1]–[3]:
We use a two-dimensional (2-D) array of optical transmitters
to form a sequence of coded images (such as, e.g., the image
shown in Fig. 1), which are detected by an imaging receiver.
For short-range links, where the signal-to-noise ratio (SNR) is
large enough, we are able to achieve large gains in spectral effi-
ciency over single-element links. The purpose of this paper is:
1) to introduce a framework for the design of spatio-temporal
coding in pixelated wireless optical channels; 2) to estimate the
information theoretic capacity of such channels; 3) to introduce
an experimental prototype; and 4) to quantify the potential per-
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formance that can be achieved in the prototype channel with
practical encoding and decoding complexity.

There are a number of potential applications for systems of
this type. For example, low-cost cameras are being included in
a wide variety of consumer products such as cellphones and
PDAs; we envision that, in addition to their primary purpose,
these cameras might be used as short-range high-speed digital
communication ports, providing a secure link free of mechan-
ical wear and interface issues. We are not the first to consider
using multiple optical transmitters and receivers to realize a
gain; indeed, for the purpose of connecting circuit boards to
a high-speed optical backplane, optical interconnect systems
with hundreds of parallel noninteracting channels have been
considered [4]–[10]. An important practical difficulty with such
systems is that precise spatial alignment between transmitter
and receiver is necessary in order to avoid interchannel interfer-
ence (ICI). The approach taken in this paper is a generalization
of this previous work in that ICI is specifically modeled and
accounted for in the coding and signal design, making pre-
cise spatial alignment unnecessary. The techniques developed
in this paper, may also be useful to ease strict spatial alignment
requirements in holographic storage systems [11]. The incoher-
ent pixelated wireless optical channel, considered in this work,
is appropriate for point-to-point high-speed short-range com-
munications for the purposes of data interchange for backplane
interconnect. Due to its limited range and requirement for a
line-of-sight, this link is a high rate complement, rather than
replacement, to present-day mobile radio links.

Previous works in the area of point-to-point (as opposed to
diffuse; see, e.g., [12], [13]) optical links used single-element
transmitters and receivers. Important examples are the standard
Infrared Data Association (IrDA)1 links that operate over 1 m
at rates of 4 Mb/s, as well as experimental tracked line-of-sight
links operating at rates approaching a gigabit per second [14].
The primary limitation on the frequency response of such
links is the photodiode depletion capacitance that arises due to
the use of large, inexpensive photodiodes which are operated
with limited reverse bias. In IrDA systems, the bandwidth of
the receiver is in the range of 10–12 MHz, which is at least
three orders of magnitude smaller than fiber optic systems.
As a result, spectrally efficient modulation techniques have
been considered to improve data rates on wireless optical
channels [15]–[21]. The use of multiple optical transmitters
has previously been considered in a variety of wireless optical
links. Multielement diffuse and quasi-diffuse wireless optical
links using discrete [22], [23] and imaging [24]–[26] receivers,

1Infrared Data Association. [Online]. Available: http://www.irda.org
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Fig. 1. SDMT symbol with cyclic extension.

and a variety of combining and coding schemes [27], [28] have
been considered to achieve gains in optical power efficiency.
However, in previous work, identical optical signals are trans-
mitted in all spatial directions (equivalent to a spatial repetition
code), yielding no improvements in spectral efficiency. Multi-
element links have also been proposed for long-range wireless
optical channels to mitigate the impact of fading [29]. These
channels differ significantly from short-range links (which do
not exhibit fading) and are therefore not considered in this work.

There is a close connection between this paper and multiple-
input/multiple-output (MIMO) systems at radio frequencies
(RF). Whereas, current RF MIMO systems have been proposed
with as many as 16 transmitter or receiver antennas, here, we
consider systems using on the order of 105 transmit elements
and 104 receive elements. These provide a large number of
degrees of freedom, over which the power constraint is spread,
enabling large multiplexing gains to be achieved. Unlike RF
MIMO systems, the use of spatial diversity to mitigate fading
is not an issue in the short-range optical links considered here.

The remainder of this paper is organized as follows. Sec-
tion II provides a mathematical model for the pixelated wireless
optical channel and justifies the assumptions made. A simple
experimental prototype system is presented along with channel
measurements to justify the derived channel model. The reader
familiar with the modeling of imaging systems can take the chan-
nel model in (8) and proceed to Section III, which discusses the
fundamental information theoretic limits to data transmission on

this MIMO optical channel. The channel capacity of MIMO pix-
elated wireless optical channels is estimated in the general case
as well as for the prototype channel. Practical spatio-temporal
modulation and coding techniques to approach the channel ca-
pacity are presented in Section IV along with an algorithm for
spatial synchronization. Section V presents concluding remarks
and directions for future work.

II. MIMO WIRELESS OPTICAL CHANNEL

We consider links that use inexpensive optical intensity mod-
ulators, such as light-emitting diodes (LEDs), whose output
intensity varies in response to an electrical signal. Since only
the intensity can be modulated, all transmitted electrical signals
are restricted to nonnegative values. Additionally, the average
optical power transmitted, i.e., the average amplitude, is limited
due to skin- and eye-safety considerations. The optical direct
detection receiver elements output an electrical photocurrent
proportional to the received optical intensity.

The propagation characteristics of this short-range wireless
channel differ from conventional radio frequency wireless chan-
nels due to the lack of multipath fading. The receiver photodiode
integrates the optical intensity field over an area of millions of
square wavelengths providing a degree of inherent spatial diver-
sity [30], [13].

In this section, we present a discussion on the basic structure
of the pixelated wireless optical channel as well as mathematical
models for deterministic and stochastic channel impairments.
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Fig. 2. Block diagram of the pixelated wireless optical channel.

A. Channel Configuration

Fig. 2 presents a block diagram of a pixelated wireless optical
channel.

The transmitter is a spatial light modulator (SLM), which pro-
duces an output optical intensity spatial distribution controlled
by electrical addressing [31]. Examples of transmit arrays in-
clude liquid crystal displays (LCDs), arrays of LEDs or vertical
cavity surface emitting lasers (VCSELs), organic polymer LEDs
(OLEDs) as well as deformable micro-mirror devices (DMDs)
(when coupled with projection optics).

The receiver is oriented to capture the transmitted image and
produces an output electrical signal representing the spatial dis-
tribution of optical power impinging on the device. Typical
examples of such receivers are charge-coupled device (CCD)
cameras, CMOS imagers as well as arrays of photodiodes. Ap-
propriate optics are employed to form a focused image on the
surface of the detector array.

We assume that the transmitter and receiver locations are fixed
and that the channel characteristics are stationary in time. This
situation is realistic in the case of backplane applications or in
situations in which the channel varies slowly and can be tracked.
Furthermore, it is assumed that the optical axes of the transmit-
ter and the receiver are aligned. In this on-axis configuration,
the receive image is an orthographic projection of the trans-
mitted image and there is no perspective distortion [32]. The
orthographic projection assumption is valid for optical back-
plane and holographic storage applications. In many cases, this
assumption is nearly true or it can be corrected by spatial pre-
distortion techniques. Commercial video-processing equipment
exists that removes projective distortion in the case of off-axis
projection [33].

In this paper, we consider the case of both transmit and re-
ceive pixels spaced on the 2-D integer lattice. Many optical sys-
tems have point-spread functions with circular symmetry due
to the shape of their apertures. 2-D signals that are bandlimited
over a circular region in spatial frequency domain are optimally
sampled using a hexagonal lattice in the sense of reducing the
number of samples required to represent the images [34]. In
fact, a saving of over 13% fewer samples can be realized by
using optimum hexagonal sampling over rectangular [35]. Al-
though small hexagonally spaced arrays have been considered

for diversity detection in turbulent free-space optical links [36],
a vast majority of commercial SLMs and receiver arrays have
elements arranged on rectangular grids.

In this paper, we assume that incoherent intensity modula-
tion and direct detection are employed at the transmitter and
receiver arrays, respectively. We focus on these types of links
due to their lower cost, improved eye and skin safety proper-
ties, and simpler implementation. It is possible to consider a
coherent MIMO wireless optical channel consisting of arrays
of coherent transmitters and wavefront sensors. Fundamentally,
coherent systems allow for the modulation and detection of the
wavefront directly and permit more flexible spatial filtering op-
tions. However, the cost and complexity of such systems make
them currently impractical, and thus, they are not treated in this
paper. In the remainder of this paper, all signals are assumed to
be spatial optical intensity distributions, and are thus restricted
to nonnegative amplitudes. Additionally, although we consider
the case in which images are formed by intensity modulating a
single band of wavelengths, i.e., a single color, it is also possible
to consider using multicolor images. Multiwavelength transmit-
ters and receivers provide an additional degree of freedom in
code design and can be used to realize a multiplexing gain.
However, it should be noted that, in general, the point-spread
function, defined in the next section, is wavelength-dependent.

The key differences between our definition of the pixelated
MIMO channel and previously proposed MIMO optical back-
planes is that strict spatial alignment of the receiver and trans-
mitter pixels is not required, nor does the resolution of the trans-
mitter and receiver arrays need to be identical. Here, we only
assume that the transmitter is in the field-of-view of the receiver.
The receiver determines the mapping between the camera co-
ordinates and those of the transmit array in a process termed
spatial registration. In machine vision applications, spatial reg-
istration is performed during camera calibration [32] and is
accomplished with the aid of calibration markers, termed fidu-
cials, known a priori at the receiver. The design of fiducials
which allow for sub-pixel alignment accuracy has been investi-
gated [37]. It must be noted, however, that although the receiver
can determine the position of the transmit pixels in the field-
of-view, it is not possible to adjust the phase or frequency of
the spatial sampling since these parameters are determined by
the pixel size of the imager and the separation of transmitter
and receiver. Section IV-B presents a solution to the spatial syn-
chronization problem in the case of spatial discrete multitone
(SDMT) modulation.

B. Mathematical Model: Deterministic Distortion

Denote iT(x′, y′; t) as the emitted spatial optical intensity dis-
tribution on the transmitter plane and iR(x, y; t) as the received
spatial distribution of optical intensity over the imager plane
both at time t, as shown in Fig. 2.

Let M denote the magnification predicted by geometrical
optics of the imaging system from the transmitter plane to
the imager plane and define iT′(x, y; t) as the image of the
transmitted image on the imager plane due solely to geometric
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optics, namely

i′T(x, y; t) =
1

|M | iT(x/M, y/M ; t). (1)

Under these conditions and the assumption of narrowband
illumination, this imaging system can be well modeled as linear
and spatially invariant in terms of optical intensity [38, Sec. 6.3].

Let h(x, y) denote the point-spread function characterizing
the response of this imaging system to a spatial impulse of
optical intensity. Fundamentally, h(x, y) is limited by diffraction
due to the finite aperture size of practical components [38];
however, it is typically dominated by implementation effects
which will be discussed shortly. The use of a linear spatially
invariant filtering operation to model optical imaging systems
is a popular and well established technique [38, Ch. 6]. Thus, in
the absence of noise, the spatial distribution of intensity at the
receiver, iR(x, y; t), can be related to the transmitted intensity
image via

iR(x, y; t) =
∫ ∞

−∞

∫ ∞

−∞
h(x − x̄, y − ȳ)i′T(x̄, ȳ; t)dx̄ dȳ

= h ⊗ i′T(x, y; t) (2)

where ⊗ is the 2-D convolution operator.
Most practical SLMs are able to produce an output opti-

cal intensity distribution that is discretized in both space and
time. We assume that the transmitter consists of nT identi-
cally shaped transmit pixels spaced at intervals of DT on a
square grid of size nTx × nTy in each spatial coordinate. De-
fine pT(x′, y′) as the transmit pixel aperture function that repre-
sents the spatial optical intensity distribution for each transmit
pixel. We additionally assume that for some period T seconds,
if t ∈ [iT, (i + 1)T ) then iT(x′, y′; t) = iT(x′, y′; iT ), i.e., each
pixel transmits a rectangular pulse amplitude-modulated (PAM)
signal with symbol interval T . At each symbol period, iT , a
data-bearing transmit image is formed by defining a matrix of
nTx × nTy real, nonnegative values, a[m,n; iT ] ≥ 0, to mod-
ulated each pixel. The resulting transmitted optical intensity
image at time iT , for i ∈ Z, is defined as

i’T(x, y; iT )

=
nTx −1,nTy −1∑

m=0,n=0

a[m,n; iT ]p′T(x − mD′
T, y′ − nD′

T).

Using (1), with reference to the image plane,

i′T(x, y; iT )

=
nTx −1,nTy −1∑

m=0,n=0

a[m,n; iT ]p′T(x − mD′
T, y′ − nD′

T)

where D′
T = DT/M and pT

′(x, y) = 1/|M |pT(x/M, y/M).
Thus, the intensity at the imager plane can be written using (2)

as

iR(x, y; iT ) =
nTx −1,nTy −1∑

m=0,n=0

a[m,n; iT ]

h ⊗ p′T(x − mD′
T, y − nD′

T). (3)

Practical receivers consist of an array of photodetecting pix-
els, which integrate iR(x, y; iT ) in time and in space, and output
a sample for each pixel every T seconds. The receiver array
consists of nR receive pixels spaced at intervals of size DR

on a square grid of size nRx × nRy in each coordinate. The
aperture function of each receive pixel, pR(x, y), is assumed
identical for each pixel. This function represents the extent and
shape of the received pixel and accounts for any variability in
the responsivity of the pixel in space. The receiver is a tem-
poral and spatial optical intensity sampler and at each symbol
interval outputs the nRx × nRy array r[k, l; iT ], which repre-
sents the sampled output of a spatial integrator in each pixel,
namely

r[k, l; iT ] =
∫ (i+1)T

iT

∫ ∞

−∞

∫ ∞

−∞
iR(x, y; iT )

pR(x − kDR, y − lDR)dx dy dt. (4)

Here, it is additionally assumed that the receiver and trans-
mitter are synchronized in time and that there is no temporal
intersymbol interference (ISI). Also, the propagation delay be-
tween transmitter and receiver is assumed to be constant and
is ignored. Data symbol timing recovery could potentially take
place by transmitting the clock on a separate spatial channel or
using conventional baud-rate timing recovery techniques [39].

The integral in time in (4) can be easily removed, since in
a given symbol interval the optical intensity distribution is as-
sumed constant. Substituting (3), gives the channel model from
the input data symbols to the received sampled intensity values
as

r[k, l; iT ] =
nTx −1,nTy −1∑

m=0,n=0

a[m,n; iT ]

h ⊗ p′T ⊗ p′R(kDR − mD′
T, lDR − nD′

T),

where p′R(x, y) = TpR(−x,−y). Define

hsys(x, y) = h ⊗ p′T ⊗ p′R(x, y) (5)

as a composite point-spread function of the entire imag-
ing system. Often, optical imaging systems are analyzed in
frequency domain [38, Ch. 6]. The Fourier transform of
hsys(x, y),Hsys(u, v), is termed the optical transfer function
(OTF) and represents the spatial frequency response of the imag-
ing system.

Therefore, the input—output response of the system can then
be written as

r[k, l; iT ] =
nTx −1,nTy −1∑

m=0,n=0

a[m,n; iT ]

hsys(kDR − mD′
T, lDR − nD′

T). (6)
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The system point-spread function, hsys(x, y), arises not only
due to the aperture effects discussed but also due to a host of
other effects. The linear spatial filter h in (5), is often modeled
as a cascade of linear spatial filters, each representing the im-
pact of the optics, diffraction, aberrations, and carrier diffusion
effects [40, Ch. 10] [41, Sec. 4.4.2]. In fact, it has been shown
that treating these effects separately and representing them as
a cascade of independent linear filters provides a pessimistic
estimate of the spatial bandwidth of the imaging system [42].
In general, it is difficult to compute the point-spread function
analytically for a given imaging system and it is often mea-
sured. In Section II-E, the point-spread function for a prototype
is measured and shown to be a low-pass spatial filter.

C. Noise

The characteristics of noise sources in electronic imaging
systems have been extensively studied due to their impact on
image quality [40], [41], [43]–[45]. In general, noise analysis
differs for each imager, however, the dominant sources of noise
are due to 1/f “flicker” noise, shot noise from the detected op-
tical intensity signal and dark current as well as thermal noise
generated by the readout circuitry. Qualitatively, at high illu-
mination, the dominant source of noise is due to photodiode
shot noise, which is signal-dependent, while at lower back-
ground illumination, circuit noise dominates [40, Sec. 4.2]. The
noise in these imagers is typically modeled as being Gaussian-
distributed. This is especially true in wireless optical channels
that have high-intensity background illumination, which causes
the distribution of the shot noise to approach a Gaussian distri-
bution by a central limit theory argument [13]. Thus, a general
model is a 2-D Gaussian distribution with noise variance

σ2(x, y) = αiR(x, y) + β [A2] (7)

where the constant α quantifies the signal dependence of the
noise, and β represents signal-independent components like cir-
cuit noise, dark current noise, and shot noise due to background
illumination.

The variance of the noise depends on both the received
signal as well as on the receive pixel area. The variance of
the received shot noise is proportional to the photocurrent
generated both by the receive optical intensity as well as by
dark current. Neglecting dark current noise, the variance of the
shot noise is proportional to the area of the receive pixel as well
as the received optical intensity [40]. Indeed, in wireless optical
channels that are corrupted by high-intensity background
illumination, the shot-noise variance is proportional to the
photodiode area [15, Sec. 3.7.3]. In CMOS active pixel sensors,
the dominant source of noise at low illumination is due to circuit
noise generated by readout and reset transistors [43]–[45]. This
noise is commonly referred to as kTC noise and has variance,
in units of A2, is proportional to the photodiode capacitance,
and thus the pixel area. Thus, the noise variance can be well
modeled as being proportional to the area of each receiver pixel.

In general, the noise sources across the receiver array have dif-
fering statistics due to the nonuniform photo-response of the pix-

Fig. 3. Diagram of experimental prototype.

els, commonly referred to as fixed pattern noise. The noise char-
acteristics in a prototype system are measured in Section II-E.

D. Prototype Configuration

We present a simple prototype pixelated wireless optical
channel, in order to measure realistic parameters for the gen-
eral model presented earlier. The prototype point-to-point link
is shown in Fig. 3 [46]. The transmit array consists of the LCD
panel of a laptop computer with 1024× 768 pixels at a dot
pitch of 0.24 mm (Versa 6050MX).2 The computer was used
to interface to the display and generate 8-b gray-scale images.
All transmitted images were quantized to one of the possible
256 intensity levels available to the LCD panel. The receive
array was implemented using a CCD camera with a resolu-
tion of 640× 480 pixels of size 10 µm× 10 µm (A301f).3 This
camera operates at 60 frames/s and outputs an uncompressed
8-b gray-scale value for each pixel. Similar to the transmitter,
all received pixels are quantized to one of the available 256
levels. The transmit and receive arrays were separated by a dis-
tance of 2 m and their optical axes were approximately aligned
so that the orthographic assumption was valid. There was no rel-
ative motion between the ends of the link. The lens, with focal
length 25 mm, was focused on the LCD panel and the aper-
ture was set to f/1.6 for all measurements to minimize detector
saturation. Although most short-range links operate in the near
infrared band (λ = 850–950 nm), this visible band experimen-
tal channel illustrates similar design challenges while satisfying
eye-safety constraints.

This prototype configuration was chosen due to its low cost
and ease of assembly. Although this is not the only implemen-
tation of a pixelated wireless optical link, it serves as a vehicle
to perform channel measurements to arrive at a realistic channel
model, as presented in the following section.

E. Measured Channel Parameters

A transmitted image was formed using nTx = nTy = 512
pixels centered in the middle of the LCD panel with all other
pixels turned off. The transmitted image is quantized to one
of the 256 intensity levels available. At the receiver, the corre-
sponding received image was measured to be nRx = nRy = 154

2NEC Solutions America. [Online]. Available: http://support.neccomp.com
3Basler Vision Technologies. [Online]. Available: http://www.basler- vc.com
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Fig. 4. Block diagram of the channel model for the point-to-point pixelated
wireless optical channel.

pixels in size. Test images were transmitted to characterize the
point-spread function, gamma distortion, and noise of the chan-
nel. Details of the measurement techniques and values used in
the model are given in the Appendix.

The resulting channel model is presented in Fig. 4.The
512× 512 transmit image is corrupted by nonlinear gamma dis-
tortion, which is present in commercial video display equipment
and spatially low-pass filtered. The operation of the CCD im-
ager is represented as a resampling of the image to a resolution
of 154× 154. This resampling is done by using bilinear interpo-
lation for noninteger sampling points. Signal-dependent noise
is added and the output is quantized to the 8-b levels avail-
able from the camera. A comparison between 100 transmitted
binary-level images and the output of the channel model gave
rise to a 5.4% error in the average energy with respect to the
channel measurement. Although not insignificant, the error be-
tween the measured data is small enough to suggest that the
salient properties of the channel are represented in the model
and that the model is appropriate for modem-design purposes.

In this paper, it is assumed that the nonlinear gamma distor-
tion inherent to some commercial SLMs has been compensated
for using predistortion. This linearization can be done in manu-
facture or is programmable in some LCD SLM panels.

To summarize, using (6) and (7), the channel model for a gen-
eral MIMO pixelated wireless optical channel from transmitted
symbols a[m,n; iT ] to received array values r[k, l; iT ] is

r[k, l; iT ] = n[k, l; iT ]

+
nTx −1,nTy −1∑

m=0,n=0

a[m,n; iT ]hsys(kDR−mD′
T, lDR−nD′

T), (8)

where hsys(x, y) is the system point-spread function and
n[k, l; iT ] is signal-dependent Gaussian noise with variance lin-
early related to the received intensity.

III. CHANNEL CAPACITY

The capacity of a communications channel, defined by
Shannon [47], is a fundamental measure of the ability to con-
vey information from a transmitter to a receiver. Channel ca-
pacity is the maximum rate at which reliable communication
can take place, i.e., the highest rate at which we can decode
the transmitted message with any probability of error. Shannon
demonstrated that communicating at rates less than the chan-
nel capacity is a necessary and sufficient condition for reliable
communication to take place.

In this section, we extend capacity results in standard models
to the pixelated wireless optical channel model in (8). We show

that a fundamental parameter governing the capacity is the num-
ber of independent degrees of freedom, which are present in the
channel. These degrees of freedom arise in both temporal and
spatial domains. We first compute an upper bound on the chan-
nel capacity and show how it scales with the number of transmit
and receive elements in a simple channel model. We then ex-
tend the analysis to arbitrary pixelated wireless optical channels
and compute a capacity estimate for channels represented as
(8). Practical spatial modulation and coding, which approaches
these derived capacity limits are presented in Section IV.

A. Pixelated Channel Capacity: Pixel-Matched Systems

In general, the capacity of the pixelated wireless optical chan-
nel will depend on hsys(x, y), the noise processes as well as a
constraint on the average optical power, i.e., average amplitude,
which can be transmitted. In this section, we treat a special case
for hsys and compute a tight upper bound on the channel capacity
that provides insight into how the channel capacity scales with
the average optical power constraint P and the number of pixels.

Consider the special case where n = nT = nR,D′
T = DR

and

hsys(kDR, lDR) =
{

1, if k = l = 0
0, otherwise

(9)

i.e., hsys is a spatial Nyquist pulse [48]. Channels that exhibit
this type of point-spread function are termed pixel-matched.
Examples of such links include optical interconnect applications
where arrays of VCSELs and photodiodes are aligned to form
a large number of parallel, nearly independent wireless optical
channels. The point-spread function approaches that of a spatial
Nyquist pulse through the careful spatial orientation of transmit
and receive arrays to ensure that emissions of each transmit
pixel are received by a unique receive pixel. In this special case
of the pixelated optical channel, gains in spectral efficiency
are realized at the expense of alignment accuracy between the
transmit and receive pixels. In the following section, we remove
this alignment requirement and estimate the capacity of the
pixelated channel in a more general case.

In this case of a pixel-matched hsys, the channel model (8)
reduces to

r[k, l; iT ] = a[k, l; iT ] + n[k, l; iT ].

Thus, the link consists of n subchannels with no ICI.
Although, the noise process is in general signal-dependent,
in this example we assume that background and circuit noise
dominate over the signal-dependent portion of the noise. Thus,
n[k, l; iT ] is assumed to be identically distributed Gaussian ran-
dom variables.

Let each subchannel transmit a rectangular pulse every T sec-
onds modulated by independent M -ary PAM symbols uniformly
selected from the constellation

Ω = {0, dmin, . . . , (M − 1)dmin}.

Notice that this signaling scheme satisfies the amplitude nonneg-
ativity constraint. Due to the symmetry of the problem, assume
that in each subchannel the average optical power limit is set
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to Pi = P/n, where P is the limit on the total average optical
power. In terms of the constellation in each subchannel [49]

Pi =
1√
T

× M − 1
2

dmin. (10)

For an array of fixed size, increasing n implies that the area of
each photodiode decreases as n. As discussed in Section II-C,
to a good approximation, the noise variance for each detector
depends linearly on the area of the receive pixels. Therefore, for
each receive pixel σ2

i = σ2/n, where σ2 =
∑n

i=1 σ2
i .

The capacity of optical intensity channels subject to non-
negativity and average amplitude constraints is not known in
closed form, although bounds do exist [50]. Define the centered
constellation,

Ω′ =
{
{0,±dmin, . . . ,±dmin(M − 1)/2}, M odd
{±dmin/2, . . . ,±dmin(M − 1)/2}, M even

.

Notice that the mutual information from input to output with
uniform signaling over Ω is the same as that for Ω′ [53]. At
low electrical SNR, it has been shown that the capacity of the
continuous additive white Gaussian noise (AWGN) channel is
a tight upper bound on the mutual information of uniform sig-
naling over Ω′ [52]. It is easy to show that the average energy
of Ω′ in each subchannel can be written as

Ei =
(M − 1)2

12
d2
min =

M2 − 1
3(M − 1)2

TP 2
i

using (10). The SNR in each subchannel takes the form

SNRi =
M2 − 1

3(M − 1)2
· κP 2

2Wσ2
· 1
n

(11)

where W is the K%-fractional power bandwidth, and κ = 2WT
is the Landau–Pollak dimension of the set of signals time lim-
ited to T and with bandwidth W [53]. Since the transmitted
pulse shape is time-limited, a definition for bandwidth is not
obvious and a fractional power bandwidth measure is adopted
here. In [49], in the case of rectangular pulses, the effective
dimension was computed as κ = 20.57 with a 99%-fractional
power bandwidth definition.

Thus, the capacity of the pixel-matched system is upper-
bounded by

C ≤

Cup =
n

κ
log

(
1 +

κ(M2 − 1)
6(M − 1)2

· P 2

Wσ2
· 1
n

)

[b/s/Hz]. (12)

As n → ∞, and defining the optical signal-to-noise ratio
(OSNR) as P/

√
Wσ2

Cup → M2 − 1
6(M − 1)2

· P 2

Wσ2
· 1
ln 2

=
M2 − 1

6 ln(2)(M − 1)2
OSNR2.

Thus, as the number of pixels increases, the upper bound grows
quadratically with the OSNR. Fig. 5 plots (12) for M = 2 and
OSNR = 10 dB along with results by numerically computing
the mutual information of the optical constellation for uniform

Fig. 5. Capacity [b/(s.Hz] as a function of number of pixels for OSNR =
10 dB, κ = 20.57, 2-PAM pixel-matched system. Note that the solid line is (12),
while points 	 are generated by numerically computing the mutual information.

signaling using a well known Monte Carlo technique [52]. No-
tice that the bound is tight and that a gain in the capacity of over
two orders of magnitude is available by using multiple pixels
over the case of using a single pixel for a given OSNR.

Although (12) demonstrates that increasing the number of
pixels improves capacity, the same is true if the bandwidth, i.e.,
frame rate, of the channel is increased. Notice that if capacity is
measured in bits per second, (12) demonstrates that increasing
the bandwidth has the same impact as increasing the number of
pixels. Thus, adding independent frames in time has the same
impact on the capacity, in bits per second, as increasing the num-
ber of independent spatial channels. Thus, the key parameter in
determining the capacity of the pixelated channel is the number
of degrees of freedom arising from both temporal and spatial
domains.

Qualitatively, the SNR in (11) follows the same relationship as
results derived for CMOS active pixel sensors [40]. A common
tradeoff for commercial imager designers is the one between
improved spatial resolution with small pixel sizes and reduced
per pixel SNR, which degrades image quality [44]. In the case
of a pixelated wireless communications system, the criterion
to optimize is the data throughput of the channel and not the
perceived quality of the received image. As n increases, the SNR
per pixel degrades and each subchannel is able to support modest
data rates. However, the growth rate of the number of degrees of
freedom grows faster realizing a net growth in channel capacity.

A similar result appears in radio channels with no fading,
in which a spatial multiplexing gain is realized by employing
a large number of spatial degrees of freedom for a fixed total
power constraint [54], [55]. Thus, the pixelated wireless optical
channel with its intrinsically high number of spatial degrees of
freedom can realize significant gains in spectral efficiency over
the single-element case. However, it should be noted that the
gain over the single pixel case is only significant when high
OSNRs are available.
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Fig. 6. Location of spatial frequency bins (represented by the ×) along with
the spatial Nyquist region.

Such high-OSNR channels occur primarily in short-range
wireless optical channels. Examples of such links include
board-to-board and optical backplane applications as well as
short-range interconnection applications. Long wavelength
devices operating in the 1.3µm wavelength range have larger
permissible average optical power emissions over near infrared
devices and can be used to improve OSNR. However, the cost
of systems based on long wavelength devices is significantly
higher since silicon photodetectors cannot be used.

B. Pixelated Channel Capacity: General Case

In general, pixelated wireless optical communication systems
do not satisfy the strict alignment requirements imposed by the
spatial Nyquist constraint imposed on hsys(x, y) in (9). In this
section, we develop a capacity estimate for pixelated channels in
which hsys(x, y) is a low-pass spatial response. We show that, as
in the pixel-matched case, the key parameter in determining the
channel capacity is the number of independent degrees of free-
dom provided for a given hsys, nT, and nR. Contrary to previous
work, interpixel crosstalk is treated explicitly in our estimate.

Without loss of generality, we consider the communications
system in spatial frequency domain. At the transmitter, an image
is formed by modulating data directly in spatial frequency do-
main, and then performing an inverse Fourier transform to yield
the transmit image. To avoid aliasing, we assume that the trans-
mitted image has no energy outside of the spatial Nyquist region
[38], [56] of the receive sampler, as illustrated in Fig. 6. Consider
forming transmit images by breaking spatial frequency domain
into a discrete set of nTx × nTy bins as shown in the figure.

Since the transmit array has finite spatial dimensions
nTxD′

T × nTyD′
T, the independent spatial frequency bins are

spaced at distances of 2π/nTxD′
T and 2π/nTxD′

T, respectively
in spatial frequency domain [56]. Similarly, the receive imager
has finite spatial dimensions nRxDR × nRyDR, and the inde-
pendent spatial frequency bins in the Nyquist band are spaced
at distances of 2π/nRxDR and 2π/nRxDR. To ensure that the
receiver is able to detect the spatial bins of the transmitter,

we assume that nTxD′
T = nRxDR and nTyD′

T = nRyDR. In
Section IV-B, we demonstrate formally that this is the condition
required for spatial synchronization of the pixelated wireless
optical channel.

Data is modulated in each spatial frequency bin by transmit-
ting a complex amplitude, A(u, v), in each bin and while en-
suring Hermitian symmetry through the origin, i.e., A(u, v) =
A∗(−u,−v), where “∗” denotes complex conjugate. In this
model, the resulting transmitted images are periodic real-valued
images of infinite extent. Assume that the receiver performs a
Fourier transform on the input image and is able to detect the
amplitude and phase of the spatial frequency component in each
bin to give the measured values

R(u, v) = A(u, v)Hsys(u, v) + N(u, v) (13)

where N(u, v) is the Fourier transform of the input noise pro-
cess. Thus, the dispersive spatial channel can be treated as a se-
ries of parallel Gaussian channels in spatial frequency domain.
In Section IV, we present a practical communication system
for implementing a finite extent image transmitter, receiver and
spatial synchronization algorithm satisfying the above commu-
nication system model.

Practical pixelated wireless optical channels are both peak-
and average-amplitude limited. Since the capacity of these chan-
nels is not known in closed form, as was done in Section III-A,
the capacity of the channel is estimated by approximating it as
an AWGN channel with a modified electrical power constraint.
Let the total electrical power constraint, E be a function of the
average optical power constraint, P , as E = cP 2 for some con-
stant c > 0. The dc spatial frequency bin of the power allocation
is set to be the constant

A(0, 0) = nTP

so that the average amplitude constraint is satisfied for every
transmitted image. Although this assumption ensures that the
average optical power constraint is met, it is pessimistic since
in single-element channels it has been demonstrated that vary-
ing the optical bias per symbol can lead to significant gains in
OSNR [19]. The constant c is chosen so that the clipping distor-
tion of the channel is minimized. For a given bias optical power
P, c is set to ensure that the probability of a negative ampli-
tude is small. Any negative excursions by the signal are clipped
and modeled as noise. Thus, an AWGN channel is used to give
an estimate of the capacity of the pixelated wireless optical
channel where the electrical constraint is set to ensure that the
nonnegativity constraint is satisfied with high probability. Sec-
tion III-B.2 presents a specific instance of this approximation
for the prototype system.

In addition to shot noise and electronics noise, this channel
is affected by spatially aliased noise due to the clipping and
quantization distortion. The transmitter quantization noise is a
result of the finite number of intensities, which can be emitted,
while at the receiver, the number of bits in the analog-to-digital
(A–D) converter of the image sensor introduce quantization
noise. These noise components will, in general, be signal-
dependent and correlated. In Section II-E, the variance of the
receiver noise was shown to be nearly linearly dependent on
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the input intensity level. In order to estimate the capacity, we
make the pessimistic assumption that the noise variance over
spatial frequency bins, σ2(u, v), is the maximum variance over
all inputs and that the noise in each bin is independent.

From (13), the channel consists of a series of independent
Gaussian spatial frequency channels. The capacity of the chan-
nel is well known to be [51, Sec. 10.4]

C =
∑
u,v

W

κ
log

(
1 +

κE(u, v)
2Wσ2(u, v)

)
b/s (14)

where W is the fractional power bandwidth, κ is the effective
dimension, and the power allocation per spatial frequency bin is

E(u, v) ={
ν − σ2(u, v)/|H(u, v)|2, if ν > σ2(u, v)/|H(u, v)|2,
0, otherwise

(15)

for some constant ν such that∑
u,v

E(u, v) = cP 2. (16)

An optimal power allocation over the spatial frequency bins
is determined by “pouring” the electrical power constraint cP 2

over the bins to occupy those spatial frequency bins with the low-
est σ2(u, v)/|H(u, v)|2. This result mirrors previous results in
radio channels in which the power constraint is distributed over
the singular values of the channel matrix [54], [55]. Although
this capacity estimate does not explicitly take into account the
nonnegativity amplitude constraint, the capacity results are in
fact pessimistic due to the restrictions placed on E to ensure a
high probability of nonnegativity, the addition of clipping noise
and the assumption of noise independence in each spatial fre-
quency bin.

C. Example: Spatially Bandlimited Channel

It is difficult to draw general conclusions about the capacity of
the pixelated wireless optical channel, since Hsys(u, v) will vary
depending on the link configuration. Consider the instructive
but unrealizable example of a flat, strictly spatially bandlimited
channel

Hsys(u, v) =
{

1, if u, v ∈ [−WS ,WS ]
0, otherwise,

with spatially white noise σ2(u, v) = σ2. This example is anal-
ogous to the pixel-matched channel considered in Section III-A
except that data is modulated in spatial frequency domain. In
this case, the power allocation (15) will equally distribute the
power over all available spatial frequency bins. We assume that
the model of (13) holds. Section IV demonstrates practical algo-
rithms to achieve this condition. The number of spatial degrees
of freedom present is limited by nT, nR as well as the spatial
bandwidth of the channel. If n is the total number of spatial
degrees of freedom, the capacity can be estimated as

C =
nW

κ
log

(
1 +

cκP 2

2nWσ2

)
b/s (17)

where the number of available spatial degrees of freedom are

n = min
{

nRx , nTx , 2WS
nRxDR

2π

}

×min
{

nRy , nTy , 2WS
nRyDR

2π

}
. (18)

The number of spatial degrees of freedom available depend
on the number of available receiver or transmitter pixels. If
the number of elements in (18) is limited by nT or nR, the
pixelated wireless optical channel is termed pixel-limited, since
increasing nT or nR increases the number of spatial degrees
of freedom and hence the capacity of the channel. Similarly, if
2WS < 2π/DR or 2WS < 2π/D′

T, then the system is termed
spatially bandwidth-limited, since for a fixed transmit array and
imager size increasing the number of transmit or receive pixels
does not add any new spatial degrees of freedom within the
Nyquist band.

In short-range links, the OSNRs as well as the spatial band-
widths increase. For a given distance, the goal is to increase
the number of degrees of freedom until the channel becomes
spatially bandwidth limited. That is, the goal is to engineer the
channel so that in (18), nT = nR and

2WS =
2π

DR
.

Notice also that in (17), temporal degrees of freedom, repre-
sented in the bandwidth W , contribute equally as spatial degrees
of freedom to the channel capacity expression.

Thus, short-range pixelated optical channels provide signif-
icant improvements in spectral efficiency, as is the case with
pixel-matched systems, by fully exploiting spatial and tempo-
ral degrees of freedom provided by the channel. These gains in
spectral efficiency are only significant in channels with sufficient
OSNR, such as interconnection and short-range links.

D. Capacity Estimate for Prototype System

The capacity of the prototype pixelated optical system of Sec-
tion II-D can be estimated using the measured values, described
in Section II-E and the Appendix, as well as (14).

It is assumed that the transmit array has been calibrated to
linearize the gamma distortion leaving only the dc shift due to
ambient lighting. The average amplitude was set at P = 117.5
due to this amplitude shift measured in the gamma distortion
measurements. Each pixel was assumed to be independent and
Gaussian-distributed with mean P , as is conventional in mod-
eling multicarrier systems. Using the total energy constraint in
(16), it can be shown that the variance of each pixel under these
assumptions is cP 2/5122. The clipping probability can then be
approximated as

Pclip ≈ 2Q

(
P√

cP 2/5122

)
.

Setting Pclip to 10−8 gives a value of c = 5122 × 0.03.
Unlike the previous example, the noise was not modeled as

being spatially white; rather, the noise variance in each bin was
estimated by running 50 frames through the channel model with
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Fig. 7. Water-pouring “bowl” for the prototype pixelated optical channel.

a power allocation, which spreads variance constraint amongst
all channels evenly, and averaging the resulting noise variance
per bin. The impact of quantization and clipping of the trans-
mitter and receiver are quantified by including them in the noise
estimate. Over many symbols, simulations verify that the result-
ing quantization distortion in the output image is small and well
modeled as a broadband spatial frequency noise source.

Fig. 7 presents a plot of the water-pouring “bowl,”
σ2(u, v)/|H(u, v)|2, for the measured channel. The vertical axis
in Fig. 7, is truncated to allow for plotting. The capacity of the
channel, for the given frame rate, is estimated via (14) to be
approximately 22.4 kb/frame. This capacity does not explicitly
take into account the peak constraint of the channel, but rather
models the channel as an electrical channel with added Gaussian
clipping noise.

Pixel-matched signaling was also considered on this channel
model by forming images with square blocks of pixels of size
L × L. Each pixel as modulated and detected independently.
The maximum spectral efficiency of such a system over L is
shown to be less than 290 b/s/Hz and is limited by crosstalk
between the pixel channels [1].

IV. SDMT MODULATION

In the previous section, we discussed the capacity of spatially
dispersive pixelated wireless optical systems by forming images
in spatial frequency domain and taking the inverse Fourier trans-
form. Using this motivation, we extend conventional multicar-
rier modulation for electrical channels to the spatially selective
pixelated wireless optical channel.

In this section, we discuss practical algorithms to transmit
data over pixelated wireless optical channels. Data is trans-
mitted in spatial frequency domain by transmitting quadrature
amplitude modulation (QAM) in each spatial frequency bin, as
dictated by the water-pouring spectrum discussed in Section III-
B.2. In order to approach the channel capacity, unoptimized error
control techniques are applied to encode the symbols transmit-
ted in each spatial frequency bin. We thus demonstrate that a
majority of the capacity of the prototype system, estimated in
Section III-B2, is realizable.

A. Definition

DMT modulation has been used in time dispersive channels
and channels with narrow-band interferes such as digital sub-
scriber lines [57], [58]. We extend conventional DMT to include
spatial dimensions, i.e., we define SDMT modulation, in which
data is transmitted by modulating in the spatial frequency do-
main.

Fig. 8 presents a block diagram of the SDMT system. The
user data is coded and loaded in the spatial frequency domain
dependent on the channel SNR in each frequency bin. It is
assumed that there is a training period preceding data transmis-
sion in which test signals are transmitted to allow the receiver
to determine the SNR in each spatial frequency bin and to feed
it back to the transmitter. The transmitter can then compute a
power allocation via (15) and load the spatial frequency bins
appropriately. Section III-B2 presents a power allocation for an
experimental channel.
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Fig. 8. Block diagram of the SDMT system.

After loading the bins, the resulting signal often exhibits a
large peak-to-average ratio. This is a problem well known in
conventional DMT systems [58]. The high peak-to-average ratio
problem is especially acute in this channel due to the potentially
large number of spatial degrees of freedom. Many techniques
exist to reduce the dynamic range of the output signal through
coding or exploiting unused spatial frequency bins [59]–[61].

The transmitted image is formed by taking the inverse fast
Fourier transform (IFFT) of the nTx × nTy pixel image. As
shown in Fig. 1, a cyclic extension is appended around the edges
of the transmitted frame in order to ease the task of equalization
at the receiver and is analogous to the cyclic prefix added in
conventional DMT systems [57], [62]. Here, we assume that
hsys(x, y) in (8) can be well modeled by a finite impulse re-
sponse model. A cyclic extension of size at least half of the
channel memory, is appended around the data portion of the im-
age to ensure that the finite extent of the image does not violate
the periodicity assumption of the fast Fourier transform (FFT).
Since there is no notion of causality in the image, appending an
extension of half the channel memory to each side of the image
is analogous to time-based systems in which the cyclic prefix
length equals the channel memory. As a result, the linear con-
volution of the channel response with the image is equivalent
to a circular convolution and so equalization at the receiver is
a matter of a single complex multiplication per bin. This sim-
plified channel is shown formally in (22) in Section IV-B, once
spatial synchronization has been achieved.

For the prototype, the appended cyclic extension was 8 pixels
wide. The use of a cyclic prefix uses pixels of the transmitter
to transmit redundant information and constitutes an overhead
on the communications system. In this case, the cyclic prefix
imposes an overhead of 6.3% increase in the number of required
transmit pixels for a given image size.

The receiver samples the incoming intensity signal in space.
Since no spatial filtering is available, aliasing is an impairment
at the front end of the receiver. Although the transmitted signal
has no energy beyond the spatial Nyquist band [38], [56] of
the receive array, the clipping and quantization noise generated
in the transmitter are aliased. The received image is placed in
frequency domain using nRx × nRy point FFT. The resulting
spatial frequency bins are equalized, decoded, and unloaded.
Thus, SDMT modulation provides a basis for spatially ban-

dlimited signals and tailors the transmitted image to minimize
the impact of the spatial distortion of the channel.

B. Spatial Synchronization For SDMT

The receiver samples the incoming image at a rate specified
by the spacing of the pixels in the receive array. Since the trans-
mitted image is designed so that it lies within the spatial Nyquist
region of the receiver, r[k, l; iT ] contains all transmitted data.
Unlike time-based systems, it is not possible to spatially syn-
chronize the receiver to the transmit image since the spacing
and location of the receiver pixels is fixed. However, it is not
necessary to match the frequency or phase of transmitted im-
age at the receiver, as a free-running sampler operating above
the spatial Nyquist rate is enough to ensure no information
is lost [63].

In the present system, consider a single frame of a transmit-
ted nTx × nTy pixel image with complex frequency domain
coefficients A[u, v] and let Hsys[u, v] be the sampled Fourier
spectrum of hsys(x, y). If the cyclic extension is added to the
transmit frame, the resulting received image can be modeled as
the periodic image

r(x, y) =
1

nT

∑
u,v

Hsys[u, v]A[u, v]

× exp
(

2πj
1

D′
T

(
ux

nTx
+

vy

nTy

))
. (19)

The CCD spatial sampler is a rectangular “bed-of-nails” yielding
the spatially sampled response, r[k, l] = r(x, y)|x=DRk,y=DRl .
The received frequency domain signal, R[w, z; iT ], is defined
as the nRx × nRy point FFT of r[k, l; iT ]

R[w, z] =
∑
k,l

r[k, l] exp
(
−2πj

(
kw

nRx
+

lz

nRy

))
.

Substituting (19) and expanding the sums over k, l gives

R[w, z] =
1

nT

∑
u,v

Hsys[u, v]A[u, v]

nRx −1∑
k=0

W

n Rx D R
n Tx D ′

T
uk

nRx W−kw
nRx

nRy −1∑
l=0

W

n Ry D R
n Ty D ′

T
v l

nRy W−lz
nRy

(20)

where WM = exp(j2π/M). Notice that the last two terms in
(20) can be viewed as nRx - and nRy -point discrete Fourier
transforms, respectively. If

nRxDR = nTxD′
T and nRyDR = nTyD′

T (21)

then

R[w, z] =
nR

nT

N −1∑
u,v=0

Hsys[u, v]A[u, v]δ[(u − w) mod nRx ]

×δ[(v − z) mod nRy ].

If the transmit spectrum is bandlimited to the Nyquist rate
of the receive spatial sampler, i.e., A[u, v] = 0 for u /∈
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{0, 1, . . . , nRx − 1} and v /∈ {0, 1, . . . , nRy − 1}, then

R[w, z] =
nR

nT
Hsys[w, z]A[w, z]. (22)

Notice that equalization in each spatial frequency bin consists
of a single complex multiplication. If the conditions (21) are not
satisfied, the frequency resolution of transmitter and receiver
are not identical and ICI is unavoidable. Thus, the synchroniza-
tion problem reduces to one of ensuring that the dimensions of
the projected transmit image are an integer number of receive
imager sampling instants. Note that in the case of transmitting a
square array, nTx = nTy , the conditions in (21) are equivalent.
If a multifocal length lens is available at the camera, then the
scale of the transmit image in the receive plane can be appro-
priately adjusted. If, as assumed, the input is sampled at a rate
higher than its Nyquist frequency, it is possible to interpolate
such that the condition is satisfied. A consequence of this is that
the cyclic extension must be increased by half of the size of the
interpolation filter memory.

C. Coding Implementation

The capacity of the SDMT pixelated channel estimates the
maximum achievable rate per channel use (i.e., per frame); how-
ever, it does not suggest any realizable method to achieve the
rates. In this section, we apply conventional, unoptimized codes
to the pixelated channel and show that a significant portion of
the channel capacity can be realized in practice.

Multilevel codes are a coded modulation scheme that use
binary codes to improve the reliability of multilevel QAM con-
stellations [64]. For constellations of size 2M ,M address bits,
B = (b0, b1, . . . , bM −1), are required to label each constellation
point. A multilevel coding scheme assigns a binary code, Ci , to
each bi depending on the “quality” of the given bit channel. For-
mally, if Y is the received variable, then the mutual information
can be written as

I(Y ;B) = I(Y ; b0, b1, . . . , bM )

= I(Y ; b0) + I(Y ; b1|b0) + · · ·
+ I(Y ; bM −1|b0, b1, . . . , bM −2).

Thus, data transmission on this channel can be modeled as com-
munication on M parallel bit channels, bi , assuming b0, . . . , bi−1

are known [65]. If each code Ci is capacity achieving, then the
total channel capacity is achieved using multilevel coding and
multistage decoding [65].

For conventional DMT channels, it has been found that the
use of multilevel codes can approach the channel capacity over
a wide class of channels [66], [67], [68]. Following [68], we
design a multilevel coder and multistage decoder for the SDMT
system, presented in Figs. 9 and 10. The least significant bits b0

and b1 in each bin are gray labeled and treated as a single symbol.
The average capacity of b0b1 over all the frequency bins was
computed as 0.56 b/symbol. Bits b0b1 in each spatial frequency
bin are coded with a near capacity achieving, irregular rate-1/2
low density parity check code with block length 105 [68]. The
higher level bits are labeled using Ungerboeck’s set partitioning
labeling. A target bit error rate (BER) of 10−7 was set and the

Fig. 9. Multilevel coder block diagram for the SDMT channel.

Fig. 10. Multistage decoder for the SDMT channel.

TABLE I
CODE DESIGN FOR HIGHER LEVEL BIT LABELS

upper bit channels were modeled as binary symmetric channels
(BSCs). Hard decision Reed—Solomon codes of block length
255 were applied to correct enough errors to ensure that the
target error rate was met and are presented in Table I along with
the average conditional probability of error and the capacity
of the associated BSCs. For b5 and higher label bits, uncoded
transmission satisfies the BER target.

After applying multilevel codes, the resulting rate is 17.1
kb/frame or 76% of the estimated channel capacity. The re-
sulting spectral efficiency of the system using rectangular PAM
modulation for each pixel and a 99% fractional power definition
of bandwidth is 1.7 kb/s/Hz.

V. CONCLUSION AND FUTURE DIRECTIONS

We have shown in this paper that transmitting and detecting a
series of images composed of millions of pixels is a promising
technique to provide extremely high-rate short-range wireless
optical links. The pixelated wireless optical channel realizes
these gains in spectral efficiency by exploiting the spatial de-
grees of freedom inherent to the large number of emitter and
detector elements. Unlike previous multielement optical links,
spatial multiplexing gains are achieved without the need for
the precise spatial alignment. Spatio-temporal coding over time
and spatial degrees of freedom is key to realizing these increased
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spectral efficiencies and replaces the inefficient spatial repetition
code of conventional multielement wireless optical links.

The pixelated wireless optical channel is ideally suited to ap-
plications that require high-speed short range communication
links, in which a line-of-sight is available. For interconnect and
data exchange applications, the pixelated channel is attractive
due to the availability of moderately priced components, unreg-
ulated bandwidth, compact size, and freedom from near-field
effects in current radio links. The pixelated wireless optical
link is also promising for short-range indoor wireless optical
communications due to its extremely high spectral efficiencies.
However, due to the requirement for line-of-sight and limited
emitted optical power, it is anticipated that these links are com-
plements, rather than replacements, for indoor mobile radio
links.

Another suitable area of application of the pixelated optical
channel is in situations that require strict signal containment.
Examples of such applications include communications within
a room or in some enclosure, or perhaps between two commu-
nicating parties concerned about radiating to an unauthorized
third party. Such signal containment is easily achieved with
optical signals, but is in general far more difficult to achieve
with RF signals. Such signal containment would also allow for
aggressive spatial reuse of optical frequencies.

To extend the application of the pixelated channel, the opera-
tion must be generalized beyond the on-axis case. Compensation
of rotational, scale and projective distortions and their impact
on capacity is still an open question. The complexity of imple-
menting the spatio-temporal coding needs to be considered in
practical systems. Lower complexity precoding and 2-D partial
response schemes may also be appropriate on this channel. The
planar transmitters and receivers considered in this work can be
generalized in future pixelated optical links. The use of flexible
OLED panels promise the possibility of inexpensive hemispher-
ical arrays to reduce the alignment sensitivity of point-to-point
links. Additionally, the theory and techniques presented here for
pixelated wireless communications can be employed in a range
of wavelengths including infrared and visible domain.

The goal of this work has been to demonstrate the immense
gains available through the use of spatio-temporal coding in
short-range MIMO wireless optical channels. It is anticipated
that continued work on this channel will lead not only to a
rich source of interesting research topics but also to a host of
potential applications.

APPENDIX

PROTOTYPE MEASUREMENT TECHNIQUES

This appendix provides additional details on the measure-
ment technique used on the prototype channel presented in
Section II-D.

In order to measure the spatial response of the channel, rep-
resented by hsys(x, y) in (8), individual pixels were illuminated
at the transmitter at a variety of locations. For each location, the
measured image was averaged over 10 000 frames to form an
estimate of the point-spread function. The zero-input response
of the channel was also averaged over 10 000 frames to remove

Fig. 11. Magnitude of OTF for center pixel of prototype.

offsets caused by systematic intensity variations over the LCD
panel. Fig. 11 presents the magnitude of the OTF for the central
transmitted pixel. Notice that the response is low pass in spatial
frequency domain. Using these end-to-end measurements, it
is not possible to determine the factors in (5) but only to find
the system point-spread function. Similar measurements were
repeated at various points over the array. After correcting for
the phase shift of each measured point, the peak discrepancy
between the central point and the measured responses is less
than 9% in terms of the energy. Although it is evident that there
is some spatial dependence on the point-spread function, the
assumption of spatial invariance holds approximately since the
variations are small. In order to get a closed-form expression
for hsys(x, y), a Gaussian pulse was fitted to the measured OTF
as is conventionally done in the analysis of some commercial
video equipment [69]. The Gaussian fit for the OTF of the
central pixel is

Hsys(u, v) = K exp
(
− u2

2σ2
u

− v2

2σ2
v

)

where u, v are in discrete spatial frequency domain, K =
200.44, σ2

u = 1681.78, and σ2
v = 1751.76. Taking the inverse

Fourier transform gives an estimate for hsys(x, y) as

hsys(x, y) = KD2
R

σ′
uσ′

v

2π
exp

(
− x2

2/σ′2
u

− y2

2/σ′2
v

)

where

σ′
u = σu

2π

154DR
and σ′

v = σv
2π

154DR

are normalized standard deviations continuous in spatial
domain.

Cathode ray tubes and LCD panels have a nonlinear gamma
distortion between the input level and the optical intensity output
[40]. In order to measure the gamma distortion for the display
used in the link, the transmit image was set to be a constant gray
value between 0 and 256. The receive images are averaged over
1000 frames to produce an estimate of the received intensity



872 IEEE JOURNAL OF SELECTED TOPICS IN QUANTUM ELECTRONICS, VOL. 12, NO. 4, JULY/AUGUST 2006

Fig. 12. Measured gamma distortion of transmitter as a function of intensity
and position along with least-squares linear fit for prototype.

Fig. 13. Variance of receiver noise as a function of intensity and position along
with least-squares linear fit for prototype.

value in the absence of noise. Fig. 12 presents the measured
gamma distortion at five locations on the transmit array. The
nonlinear distortion of the channel is spatially dependent, and
the average response over a variety of positions is used as the
prototypical gamma distortion of the channel. A least-squares fit
of the average gamma response was performed to the classical
response [40] to yield

J(x, y) = 1.1 × 10−3I(x, y)2.4 + 20.2

where I(x, y) is the input image and J(x, y) is the corresponding
output.

The noise at each receive pixel is due to background light
as well as due to the transmitted signal. As discussed in Sec-
tion II, the distribution of this noise is typically taken as being
Gaussian with variance linearly related to the receive inten-
sity. The variance of the noise was averaged over five locations

TABLE II
MINIMUM MEAN SQUARE FIT OF VARIANCE TO THE MODEL σ2

i (x) = αx + β

ALONG WITH R2 STATISTIC OF FIT

and 1000 frames. Fig. 13 plots the change in the variance as
a function of the transmitted level under normal background
illumination levels. Note that at high received values, the quan-
tizer saturates the receive value and the variance goes to zero.
Table II presents the linear fit to the measured responses and
the R2 statistic of fit [70], where R2 near one indicates a good
fit. The noise is modeled as being independent in both time and
space. This is a worst case scenario since any correlation in the
noise could be exploited in detection. For the channel model,
the average value for α and β over the five locations is used.
The resulting variance as a function of position is

σ2(x, y) = 1.9 × 10−2iR(x, y) + 0.33 [A2]

satisfying the noise model given in (7).
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