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Abstract— Short-range wireless optical channels provide high-
data rate indoor links free of spectral licensing issues. In this
work, we present a point-to-point, multiple-input/multiple output
(MIMO) optical channel, termed the pixelated wireless optical
channel, which exploits the inherent spatial diversity of the
channel to achieve gains in spectral efficiency. Information is
conveyed through the transmission of a series of pixelated images
to a receiver array. An experimental prototype point-to-point link
is constructed using a 512× 512 pixel LCD panel and 154× 154
pixels of a CCD camera. Based on channel measurements, a
channel model amenable to computer simulation is developed.
Spatial discrete multitone modulation is proposed for this MIMO
wireless optical channel to combat the low pass spatial response
of the channel. The capacity of a given channel realization is
estimated by way of the water-pouring spectrum. Multi-level
coding and multi-stage decoding over the spatial frequency bins is
shown to yield spectral efficiencies of approximately 1.7 kbit/s/Hz
over a range of 2 m.

I. INTRODUCTION

Wireless optical links transmit information by modulating
the instantaneous optical intensity of a light-emitting element
and detecting the intensity field using a photodiode receiver.
Since the devices can only modulate and detect the optical
intensity rather than the amplitude or phase directly, all
transmitted signals must be non-negative. Additionally, tight
constraints are made on the average optical power (i.e., average
amplitude) due to eye and skin safety regulations. Popular
configurations for wireless optical channels include (i) point-
to-point links in which an optical intensity is transmitted in a
directed fashion to the receiver and (ii) diffuse links in which
optical radiation is permitted to reflect on surfaces in a room.
Both point-to-point and diffuse links are free from multipath
fading since the receiver photodiode integrates the optical
intensity field over an area of millions of square wavelengths
and hence no change in channel response is noted if the
receiver is moved on the order of a wavelength [1, 2].

In this work we introduce a point-to-point, multiple-
input/multiple-output (MIMO), short-range wireless optical
channel, termed the pixelated wireless optical channel, which
exploits spatial diversity to realize gains in spectral efficiency
[3]. The use of multiple optical transmitters has been consid-
ered in various contexts: wireless optical links, chip-to-chip in-
terconnect and holographic storage. Multi-element diffuse and

quasi-diffuse wireless optical links using discrete [4, 5] and
imaging [6–8] receivers and a variety of combining and coding
schemes [9, 10] have been considered to achieve gains in
optical power efficiency. However, identical optical signals are
transmitted in all spatial directions yielding no improvements
in spectral efficiency. Two-dimensional optical chip-to-chip
interconnects have been constructed with arrays of vertical
cavity surface emitting lasers (VCSELs) and receiver arrays
with up to 512 parallel channels each transmitting independent
data [11, 12]. Although significant gains in spectral efficiency
are available, a common problem in all interconnects of this
type is that transmitter and receiver must be tightly aligned
to avoid any inter-channel interference [13]. Error control
coding has been applied to these links to combat misalignment
problems [14–16], however, cross-talk between receive pixels
is viewed as noise independent of the received values at each
pixel and is not exploited in system design. In holographic
storage systems strict spatial alignment is usually present
so that each receive element images a single transmit pixel
[17, 18]. These “pixel-matched” systems, however, are very
sensitive to misalignment errors.

The pixelated optical channel, presented here, differs signif-
icantly from previous optical multi-element work. The trans-
mitter consists of a pixelated array of thousands of optical
emitters which form a time-varying image on a display screen
or on a surface. Images are formed by employing coding over
space and time, i.e., spatio-temporal coding, to improve the
spectral efficiency and reliability of the link. The receiver uses
imaging optics and an array of optical detectors to produce
a pixelated receive image. This is in contrast to previous
multi-element wireless optical links which transmit identical
information in all spatial modes, in essence employing an
inefficient spatial repetition code. Unlike some chip-to-chip
interconnect and holographic systems, strict alignment of
the receiver and transmitter are not required so long as the
transmitter remains in the field of view of the receiver.

Sec. II describes the pixelated wireless optical channel
topology. An experimental prototype link is described and
a channel model is derived based on channel measurements.
Sec. III describes spatial discrete multitone modulation which
is well suited to the pixelated wireless optical channel and
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Fig. 1. Diagram of experimental prototype.

estimates the capacity of the channel using a water-pouring
argument in spatial frequency domain. A multi-level code and
multi-stage decoder is then presented to approach the channel
capacity. Finally, Sec. IV presents some concluding remarks
and directions for future work.

II. THE PIXELATED WIRELESS OPTICAL CHANNEL

A. Channel Topology

The transmitter is a spatial light modulator which produces
an output optical intensity spatial distribution which is con-
trolled by optical or electrical addressing [19]. In other words,
the transmitter outputs a time-varying optical intensity image
which is transmitted in free-space to form an image. This
image can be formed on a display as in the case of liquid
crystal displays, arrays of light emitting diodes (LEDs) and
organic polymer LEDs (OLEDs) or the image can be projected
onto a surface (e.g., wall or ceiling) by using an LCD panel
or an array of deformable micro-mirror devices (DMD) and
the appropriate optics.

The receiver is oriented to capture the transmitted image and
produces an output signal representing the spatial distribution
of optical power impinging on the device. This device can
be thought of as a temporal and spatial optical intensity
sampler. Typical two-dimensional examples of such receivers
are charge-coupled device (CCD) cameras, CMOS imagers as
well as arrays of photodiodes. Appropriate optics are employed
to form a focused image on the surface of the detector array.

B. Experimental Prototype

In order to determine the nature of the pixelated optical
channel, an experimental point-to-point link, as shown in Fig.
1, was constructed. The transmit array was realized using the
LCD panel of a laptop computer [20]. The computer was
used to control the LCD panel which measures 12.1” on the
diagonal and has 1024×768 pixels at a dot pitch of 0.24 mm.
The array of light receivers is implemented by way of a CCD
camera [21]. This camera has a resolution of 640×480 pixels
of size 10µm×10µm and can operate at frame rates of 60
frames per second uncompressed video.

The channel is configured so that the optical axes of the
transmitter and the receiver are aligned to produce a receive
image which is an orthographic projection of the transmit-
ted image [22]. As a result, in the absence of any other
channel impairments, the received image is a scaled version
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Fig. 2. Block diagram of the channel model for the point-to-point pixelated
wireless optical channel.

of the transmitted image. The distance between transmitter
and receiver was set at 2 m and no relative motion between
ends of the link was present. The lens was manually focused
on the LCD panel and the aperture was set to f/1.6 for all
measurements to minimize detector saturation. Although most
commercial short-range wireless optical links operate in the
infrared band (λ=850–950 nm), this visible band experimental
channel illustrates the same design challenges.

C. Channel Model

A channel model is required to allow for the simulation
of spatial modulation and coding schemes. The transmitted
image is composed of 512×512 pixels of the LCD panel with
all other pixels turned off. At the receiver, the corresponding
received image is 154 × 154 pixels in size. Test images were
transmitted to characterize the channel impairments and to
produce the channel model in Fig. 2.

The point-spread function (PSF) of an optical system is the
response of the system to a spatial impulse input and can be
used to characterize spatially invariant systems. The PSF was
measured at different transmit pixel locations and observed
to be low pass in spatial frequency domain. This response is
due to the averaging of the CCD array, optical abberations as
well as diffraction effects. The PSF was computed over several
transmit pixels and the discrepancy versus the central response
was less than 9% in terms of the energy justifying the spatially
invariant assumption.

Cathode ray tubes and LCD panels have a non-linear gamma
distortion between the input level and the optical intensity
output [23]. This distortion was measured by displaying a
constant frame of differing intensity and averaged over 1000
frames to yield the response

J(x, y) = 1.1 × 10−3I(x, y)2.4 + 20.2

where I(x, y) is the input image and J(x, y) is the correspond-
ing output.

The noise at each receive pixel is due to background light
as well as due to the transmitted signal. The distribution of
this noise is typically taken as being Gaussian with variance
linearly related to the receive intensity. The variance of the
noise was averaged over five locations and 1000 frames. The
variance of the noise is least squares fit to a linear model
to give σ2 = αĪ + β, where Ī is the mean received level,
α = 1.9 × 10−2 and β = 0.33 with an R2 statistic of fit
greater than 0.99.

The operation of the CCD imager is represented as a re-
sampling of the image to a resolution of 154 × 154. This
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Fig. 3. Block diagram of SDMT system.

re-sampling is done by using bilinear interpolation for non-
integer sampling points. Signal-dependent noise is added and
the output is quantized to the 8-bit levels available from the
camera. A comparison between 100 transmitted binary level
images and the output of the channel model gave rise to a
5.4% error in the average energy with respect to the channel
measurement. Although not insignificant, the error between
the measured data is small enough to suggest that the salient
properties of the channel are represented in the model and that
the model is appropriate for modem-design purposes.

III. SPATIAL MODULATION AND CODING

In order to realize gains in spectral efficiency, spatio-
temporal coding is required. The problem of modem design
becomes one of designing a family of time-varying images
which are reliably detected by an array of receive elements in
the presence of the channel impairments.

A. Spatial Discrete Multitone Modulation

Discrete multitone (DMT) modulation is a popular sig-
nalling scheme for frequency selective channels, especially
for digital subscriber lines [24–26]. A related scheme, spatial
discrete multitone (SDMT) modulation is defined here as
an extension of the conventional DMT system. The SDMT
modulation format forms images by transmitting data in spatial
frequency bins subject to a loading algorithm. This technique
allows for efficient transmission over the spatial frequency
selective pixelated wireless optical channel. Fig. 3 presents
a block diagram of the SDMT system.

It is assumed that there is a training period preceding data
transmission in which test signals are transmitted to allow
the receiver to determine the signal-to-noise ratio in each
spatial frequency bin. With this information, the transmitter
can compute a power allocation and load the spatial frequency
bins appropriately. Sec. III-B illustrates an example of this
power allocation for the system under consideration.

After loading the bins, the resulting signal often exhibits
a large peak-to-average ratio. This problem is well known in
conventional DMT systems [26]. Typically, all the available
spatial frequency bins are not allocated with data since the
signal-to-noise ratio is too low. A dynamic range-compression
algorithm is adapted in a straight forward fashion from the
DMT literature which exploits these degrees of freedom to
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Fig. 4. A SDMT symbol with cyclic extension.

compress the dynamic range of the signal by nearly 30% using
an iterative projection technique [27].

The transmitted image is formed by taking the inverse
fast Fourier transform (IFFT) of the 512 × 512 pixel image.
A cyclic extension is appended around the edges of the
transmitted frame. The benefit of this extension is that the
linear convolution of the channel response with the image is
equivalent to a circular convolution and so equalization at the
receiver is a matter of a single complex multiplication per bin.
This cyclic extension is analogous to the cyclic prefix added
in conventional DMT systems [25]. The transmitter clips and
quantizes the transmitted signal to the 8-bit resolution of the
transmit array. Fig. 4 illustrates a typical SDMT symbol with
cyclic extension.

At the receiver, the received image is sampled in time and in
space. It is assumed that the temporal synchronization is exact
and that there is no temporal ISI present in the channel. Since
no spatial filtering is available, aliasing is an impairment at
the front end of the receiver. Although the transmitted signal
can be designed with no energy beyond the Nyquist band, the
clipping and quantization noise generated in the transmitter
fold back into the Nyquist band. This aliased noise is consid-
ered in the power allocation in Sec. III-B. It is further assumed
that the receiver has performed registration of the transmitter
in its field-of-view. Spatial synchronization of the receiver to
the transmitted image is eased since no inter-bin interference
is present if the spatial frequency resolutions of the spatially
sampled transmitted and receive images are adjusted to be the
same. The received image is placed in frequency domain using
a 154× 154 point fast Fourier transform (FFT) and equalized
using a single complex multiplication per spatial frequency
bin.

B. Capacity Estimate

The experimental channel considered here is peak-limited
and it is not clear how to represent this constraint directly
in frequency domain. However, it is possible to model the
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Fig. 5. Water-pouring “bowl” for the SDMT channel.

channel as a conventional electrical channel if an electrical
power allocation is selected to minimize clipping distortion.
Let E be a measure of the total electrical energy distributed
among the frequency bins in the Nyquist band of the receiver.
A limit on E can be estimated by bounding the maximum am-
plitude due to the four adjacent pixels. Simulations verify that
over many symbols the resulting clipping distortion present
in the output image is small and well modelled as a broad-
band spatial frequency noise source. In this design, the signal
dependent characteristic of clipping and quantization noise
sources is not considered directly. Rather, the noise spectrum
per bin is estimated by running 50 frames through the channel
model when the power allocation is set to spread E over all
bins equally. The noise power received in each frequency bin
within the Nyquist band of the receiver is then averaged to
form an estimate of the noise spatial frequency distribution,
σ2

n(u, v). Furthermore, we assume that the noise sources in
each spatial frequency bin are independent Gaussian processes.

With an estimate of the noise variance in each bin, an
electrical power allocation amongst the spatial frequency bins
in the Nyquist band is derived using the well-known water-
pouring spectrum [28]. Fig. 5 presents a plot of the water-
pouring “bowl” for channel optical transfer function H(u, v).
The power allocation can be viewed as a process in which
the constraint E is poured into the bowl and occupies those
channels with the lowest σ2

n(u, v)/|H(u, v)|2. It should be
noted that not all spatial frequency points in the Nyquist band
of receiver have power allocated to them. The vertical axis in
Fig. 5 is truncated to allow for plotting.

The capacity of the SDMT system can be estimated as the
sum of a series of parallel Gaussian noise channels. Using
the estimated noise variance per bin along with the computed
power allocation the capacity of the channel is estimated to
be 22.4 kbits/frame. This capacity does not explicitly take into
account the peak constraint of the channel, but rather models
the channel as an electrical channel with added Gaussian-
distributed clipping noise.

C. Code Design

In order to approach the rates promised by the capacity
estimate, we apply multi-level codes and multi-stage decoding
over the spatial frequency bins. Let B = (b0, b1, . . . , bM−1)
be the address bits required for a 2M point constellation. The
mutual information from input to output can be written as,

I(Y ;B) =
M−1∑

i=0

I(Y ; bi|bi−1, bi−2, . . . , b0).

Thus, data transmission on this channel can then be viewed
as communication on M parallel bit channels, bi, assuming
bi−1, . . . , b0 are known [29]. Multi-level codes assign a binary
code, Ci, to each bi depending on the “quality” of the given bit
channel. If each Ci is capacity achieving, then the total channel
capacity is achieved using multi-level coding and multi-stage
decoding [29].

In the context of DMT channels, it has been found that the
use of multi-level codes can approach the channel capacity
over a wide class of channels [30]. For the SDMT channel
described in Sec. III-B, multi-level codes are applied to
approach the computed channel capacity. Following [30], the
bit loading algorithm selects the smallest constellation, of size
2i for i = 1, . . . , 8, for each frequency bin so that the rate
loss is at most 0.2 bits/symbol. Bits b0 and b1 in each bin
are Gray labelled and treated as a single symbol. Subject to
the loading algorithm, the average capacity of b0b1 over all
the frequency bins was computed to be 0.56 bits/symbol. The
intuition is that since there are a large number of bins a long,
powerful code with rate near the average capacity of b0b1 will
perform well. These two bits in each spatial frequency bin
are coded with a near capacity achieving, irregular rate-1/2
low density parity check code (LDPC) with block length 105

[30]. Simulations indicate that this code converges under the
channel bin SNRs computed in Sec. III-B. At the decoder, the
log-likelihood ratios for each of these bits can be computed
over all constellation points and input to the LDPC decoder.

The higher level bits are labelled using Ungerboeck’s set
partitioning labelling where for each bit the intra-set distance
increases. In order to design codes for the upper bits, a target
bit-error rate of 10−7 was set. The upper bit channels are
modelled as binary symmetric channels (BSCs) and hard de-
cision Reed-Solomon codes of block length 255 were applied
to ensure that the target error rate was met. Table I presents
the average conditional probability of error for the higher order
bits along with the capacity of the associated BSCs. For b5 and
higher bits, uncoded transmission satisfies the error rate target.

After applying multi-level codes, the resulting rate over
all frequency bins was computed to be 17.1 kbits/frame or
76% of the estimated channel capacity. The resulting spectral
efficiency of the system is dependent on the pulse shape used
for the underlying PAM modulation for each pixel. In this
case, rectangular PAM modulation was employed for each
pixel. Using a 99% fractional power definition of bandwidth
the ultimate spectral efficiency achieved is 1.7 kbits/s/Hz.

0-7803-8533-0/04/$20.00 (c) 2004 IEEEIEEE Communications Society 894



TABLE I

CODE DESIGN FOR HIGHER LEVEL BIT LABELS.

Bit Pe(bi|b0 . . . bi−1) Capacity of BSC RS Code Rate

b2 0.01598 0.8818 (255,133) 0.5216

b3 3.5258 × 10−4 0.9954 (255,237) 0.9294

b4 1.0371 × 10−6 0.9999 (255,249) 0.9765

b5 1.6014 × 10−11 - uncoded -

The case of “pixel-matched” signalling was also considered
using the same channel model. In this case images are formed
by transmitting independent data on square blocks of pixels
of size K×K and detecting each receive pixel independently.
The maximum spectral efficiency over K can be shown to be
less than 290 bits/s/Hz and is limited by inter-pixel interference
caused by the low pass spatial frequency response [3].

The complexity of the required processing in a practical
system, however, has not been taken into account as the goal
of this work is to demonstrate the potential gains in spectral
efficiencies afforded by the pixelated wireless optical channel.

IV. CONCLUSIONS AND FUTURE DIRECTIONS

The pixelated wireless optical channel provides large gains
in spectral efficiency by leveraging the spatial diversity inher-
ent to arrays of optical emitters and detectors. The increase
in spectral efficiency is achieved through spatio-temporal
coding which replaces the inefficient spatial repetition code
of conventional multi-element wireless optical links.

Although spatially invariant channels are discussed here,
SDMT may also be appropriate on channels with spatial
variation. It is often the case in chip-to-chip optical signalling
that the gain of pixels may vary across the array or even
be zero. If the spatial variation was known a priori at the
transmitter, say during a calibration stage in manufacture, it
can be taken into account in the power allocation algorithm.
It should also be noted that the pixelated transmitter and
receiver need not be planar. Indeed, hemispherical or other
shaped transmitters may be convenient in practical situations
and relieve the orientation problem inherent to point-to-point
links. Such non-planar transmitters can be fabricated using
OLED panels. Additionally, practical pixelated links can also
be implemented in the infrared band using proper transmitter
and receiver arrays.
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