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Optical Link Optimization Using Embedded
Forward Error Correcting Codes

Ted H. Szymanski

Abstract—The design of a single-chip optical transceiver to thousand clock cycles to decode in the time-domain, and the
optimize the performance of a short-distance optical datalink is decoding delays would render such transceivers ineffective
proposed. The transceiver includes an embedded hybrid auto- for computing networks and storage area networks, where

matic repeat request (ARQ) controller capable of operation at . . -
several gigahertz clock rates. The hybrid ARQ controller uses low delay is essential. Finally, VCSEL technology has the

a combination of packet retransmission protocols and forward Potential to scale to two-dimensional (2-D) optical datalinks,
error correction (FEC) to minimize bit errors and achieve a with potentially several thousand VCSELs each operating at
transmitter power coding gain of several dB. Conventional FEC several gigahertz clock rate, for an aggregate data rate in the
codes such as Reed-Solomon codes cannot be used due to thejps f terabits per second range. It would be very difficult to

excessive hardware cost and delays. A practical multilevel coding o
scheme is explored. The inner codes consist of small linear block scale traditional FEC codes such as long RS codes to such an

codes with reasonable FEC capability, such as small BCH codes, €nvironment, for all of the above reasons.
which can be encoded and decoded with reasonable hardware cost  Neifeld and Kostuk explored the use of short RS codes to op-
and delay. The outer code for a complete packet consists of a longtimize the performance of a 2-D bit-parallel free-space optical
linear block code with excellent error detection ability, such as a datalink [1]. The RS codes provided a coding gain which im-
cycle redundancy check code. Low-power pipelined on-chip FEC . .
decoders with estimated throughputs of several hundred gigabits Proved the SNR, which allowed the free-space optical channels
per second per square millimeter are proposed. Mathematical t0 be spaced closer together. The decreased spacing between op-
analysis indicates that substantial coding gains are possible, which tical channels increased the optical crosstalk, but this increase
can be used to increase the data rate or the distance span ofwas mitigated by the coding gain, resulting in a net throughput
the link. The proposed designs can be used in short-distance . o456 hy a factor of 3 to 8. They also proposed spectral do-
optical transceivers for 10-Gb ethernet, fiberchannel, and very . ; . .
main RS encoder and decoder chip-set in [2]. They recognized

short reach optical datalinks, and are scalable to future two-di- X X o .
mensional optical datalinks with Terabits of capacity. the complexity of the decoders and identified the choice of FEC

Index Terms—Automatic repeat request (ARQ), BCH, code, C€0des as an issue for further research.
forward error correcting, optical link, pipelined, transceiver, very FEC has been proposed by the International Telecommunica-
large scale integration. tions Union (ITU) for use in long distance bit-serial submarine
fiber optic systems, operating at 10 Gb/s [3]. The ITU recom-
mendation calls for an increase in the link data rate by 7% to
accommodate the check bits of the FEC code, a RS(255 239)

ERTICAL-CAVITY surface-emitting laser (VCSEL) code, which can correct up to= 8 random symbol errors. The
optical datalink standards are being developed for magyde has a coding gain of 5.5 dB at a BER of 1f To provide
short distance networking applications, including 10-Gyrther protection against bursts, the ITU recommends a 16-way
ethernet, fiberchannel, and very short reach (VSR) networkgterleaved RS(255 239) code, which can correct bursts of up to
Many of these emerging standards describe VCSEL optical24 bits.
datalinks with several one-dimensional (1-D) parallel optical \jtesse Semiconductor Corporation (Camarillo, CA) has an
channels, each operating at clock rates of several GHz, wiffjyance product notice describing an integrated circuit chip-set
link bit error rates (BERs) as low as 18'. . (VSC9210) which can be used for long distance bit-serial fiber
To datg, the 9pt|cal transceivers for short distance ogptic systems [4]. The chip-set can perform RS(255 241) en-
tical datalinks using VCSELs have not embraced embeddggiing and decoding at data rates of 2.488 Gb/s before encoding
(on-chip) forward error correction (FEC), for several reasongng 2.654 Gb/s after encoding, and consumes 1.05 W for the
First, the VCSEL technology itself has only been developggcoder and 2.82 W for the decoderBER = 10-3 for a
over the last decade and it already presents several formidatdgnpined power dissipation of approximately 4 W. The design
design challenges. Secondly, the hardware technology dPanother RS FEC encoder/decoder chip-set with an aggre-
encode and decode traditional FECs is expensive and infeas%@e rate of 10 Gb/s is described in [5]. However, according to
to embed within a low-cost single-chip transceiver. Third, tradjs) at speeds beyond 10 Gb/s, the implementation of FEC “be-
tional FECs such as Reed-Solomon (RS) codes require sevggihes extremely challenging due to excessive complexity and
power consumption.” To illustrate this point, an FEC system for
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system for a 1 Th/s link using the Vittesse technology would restimated aggregate throughputs of several hundred gigabits
quire 400 chip-sets, dissipating a total of 1600 W for decodinger square millimeter, and therefore, the very large scale
An FEC system for a future 10 Th/s optical link created with 2-htegration area overhead of including on-chip FEC decoders is
VCSEL technology, using the Vittesse technology, would remall. Mathematical analysis indicates that substantial coding
quire 4000 chip-sets, dissipating a total of 16 kW for decodingains are achievable. The coding gains can be used to increase
These examples illustrate the difficulty with traditional codethe data rate in short-distance optical datalinks, or to increase
and decoders for future high-capacity optical links. the distance span. The proposed designs can be used in optical
The Canadian government has funded a 10-year natiotrainsceivers for multigigabit ethernet, fiberchannel, and VSR
program to develop the architectures and technologies fuptical datalinks. More importantly, the proposed schemes are
a multiterabit free-space optical backplane, and a systestalable to multiterabit throughputs necessary to support the
demonstrator is described in [8]. As part of the architecturatD VCSEL datalinks of the future.
innovation, the use of simple embedded FEC built directly This paper is organized as follows. Section Il reviews noise
onto a 2-D CMOS/VCSEL optical transceiver was proposeahd BERs, and describes the proposed multilevel codes using
in [6]. The industrial sponsors, major Canadian manufacturdB€H and CRC codes. Sections IlI-V describe the mathemat-
in the optical networking industry, were strongly opposed teal models for three optical link encoding schemes (FEC alone,
the concept of embedding FEC directly onto CMOS/VCSEARQ alone, and a combination of FEC and ARQ). Section VI
transceivers, citing concerns about the hardware complexitydicusses the hardware encoders and decoders for the proposed
on-chip FECs, the loss of bandwidth due to the FEC overheagdes. Section VIl contains some concluding remarks.
and the lack of tangible benefits to FEC. In an effort to address
these issues, an analysis of the coding gain in short distance II. NOISE IN OPTICAL SYSTEMS
optical datalinks using ARQ and simple FECs, embedded ) L _ .
directly onto a single-chip CMOS/VCSEL transceiver, was W0 Major sources of noise in an optical datalink tiermal
proposed in [7]. It was shown that using the same parameter@@gdshotnoise [9]. Thermal noise originates due to the random
in [1], substantial coding gains could be achieved using Simd@othn ofelgctrons in the resistive load .of the receiver amplmer
embedded ARQ and FEC based on multidimensional par&v’CUIt, and is always preS(_ant. Shot noise is due to the d_lscrete
checks. Surprisingly, it was shown that data rate increases diajure of electrons, and arises from the random generation and
factor of 30 could be achieved, given the same assumptiond §§ombination offree electrons and holes ina photodiode. When
[1]. Reference [9] extends the work of [1] and [7] by explorinéhe optical power is low, thermal noise tends to dominate over

the use of small FECs such as Golay codes and BCH codeSipt NOise, yielding a thermal-noise-limited system [9].
2-D optical datalinks. There are several potential sources of noise in a VCSEL op-

In this paper, the design of a single-chip optical transceivifal datalink.

to optimize the performance of short-distance optical datalinks 1) Poor coupling between the VCSELs or photodetectors
is proposed. The transceiver includes an embedded hybrid au- (PDs) and the fiber can degrade power. The use of rigid
tomatic repeat request (ARQ) controller capable of operationat mechanical connectors such as the MT-connector, along
several gigahertz clock rates, a challenging design. The hybrid ~ Wwith small diameter VCSELs (1@m) and large diam-
ARQ controller uses a combination of packet retransmission  eter multimode fiber (62.5m), can increase the coupling
protocols and on-chip FEC to minimize bit errors and achieve  efficiency.
a transmitter power coding gain of several dB. The use of 2) Nonuniform power over large 2-D optical arrays can re-
retransmissions requires a bidirectional optical link, whereas  sultin some optical channels with high noise levels.
existing commercial parallel VCSEL datalinks and transceivers 3) Laser modes can contribute to noise at high frequencies.
are unidirectional. However, in many applications such as 4) Channel dispersion leading to intersymbol interference
computer-to-computer or computer-to-memory communica- (IS1) can contribute to noise at high frequencies. However,
tions, bidirectional communications is essential. We postulate ~ for short multimode fiber optical links with distances
that the development of bidirectional transceivers for these Of tens of meters, ISI will be limited.
applications, while challenging, is feasible. 5) Digital electronic switching, power supply noise and
In this paper, a practical multilevel coding scheme using electronic crosstalk on dense 1- and 2-D optoelectronic
simple FECs and error-detection codes suitable for fabrication ~ integrated circuits can be a major source of noise.
directly onto a single chip CMOS/VCSEL IC is exploredAll of these phenomena will lower the SNR and increase the
The inner codes (encoded last and decoded first) consistBER, and all can be partially compensated for by employing the
small linear block codes with reasonable FEC capability, suelror correcting schemes proposed in this paper. In all systems
as small BCH or Hamming codes, or the Golay code, whichkith limited optical power, noise will be a dominant cause of bit
can be encoded and decoded with reasonable hardware eosirs, and the proposed schemes will compensate regardless of
and delay. The outer codes for a complete packet condist source of the noise.
of a long linear block code with excellent error detection In this paper, to allow for comparison with the prior analyses
(ED) ability, such as a cycle redundancy check (CRC) code this area [1], [2], [7], [9], we assume thermal-noise-limited
or the multidimensional parity checks considered in [6] anslystems where the primary cause of bit errors is thermal noise
[7]. Low-power pipelined on-chip encoders and decoders fat the PD. In practice, laser modes and ISI will contribute to
the FEC and CRC codes are proposed. The decoders hidngenoise in long distance multimode fibers with lengths greater
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Fig. 2. Multilevel encoding format.
Fig. 1. Structure of the proposed single-chip optical transceiver. event is ignored.) Once the multiple codewords in a packet are

decoded, if ARQ is used, the packet is passed taXRE De-

coqjerunit, which performs ED using the CRC checksum in the

several gigahertz. Electronic switching and crosstalk will als%)&Q trailer. Packets with no detectable bit errors are accepted
. as error free, and forwarded to tfacket Out Queyewhere

contribute. Ultimately, these sources of noise will limit the per)-iley will eventually be removed by the consumer of data, When

formance to be gained by using the techniques proposed int E’Q is used, packets with detectable bit errors are deleted
pa_?ﬁg noise-equivalent-power (NEP) is a measure of a PDand the Datalink Controller is signaled. The Controller sends
q P jormation back to the sender requesting a retransmission of

o ! I

sensitivity, and reflects the amount of optical power needed . - i

achieve a SNR ratio of unity. The units of the NEP are W/z tﬂe erroneous packet, using the ARQ Sliding W|ndow protocol.
There exist several flow control protocols which manage such

. . retransmissions [11], [12]. We will assume the selective-repeat
A. 2-D Optical Datalinks protocol, where only the packets which are explicitly requested
Consider a 2-D parallel optical data link where 1024 bits afre retransmitted. This scheme does require two way traffic
parallel data arrive at every clock tick, with a 10-GHz clock ratélow over the optical datalink. Provided that most packets are
for a total bandwidth of 10 Th/s. The U.S. Defense Advancesiror free, the selective-repeat protocol consumes very little of
Research Projects Agency (DARPA) is sponsoring the develdpe datalink bandwidth.
ment of such technologies, and while such data links do not yefThe packet format given the multilevel coding scheme is
exist in real systems, the technology is feasible and such lirdtsown in Fig. 2. The data is first formatted into 512-bit sec-
may begin to appear in systems in several years. The techniqti@ss. An ARQ header which includes destination information
proposed in this paper will be scalable to the tens of Th/s capand source sequence numbers is prepended. An ARQ trailer
ities associated with future 2-D optical datalinks. consisting of a CRC checksum is appended. The entire packet
Fig. 1 illustrates a transceiver for an optical datalink, as rés then partitioned into smat-bit sections, each of which is
quired for the schemes to be proposed in this paper. Packetsemeoded into &-bit codeword using the FEC code.
rive from the producer of data into theacket-In QueueThe
packet passes through &RQ Encoderunit, which appends [ll. SIGNAL-TO-NOISE RATIO

the ARQ header information. The packet then passes thmwglﬂbata can be transmitted over a channel according to several

the CRC Encodewnit, which appends an ED code, typicallyd. . . . , ,
: . . ifferent modulation schemes, including direct detection (DD),
a 32-bit CRC checksum. The resulting packet is then pasjiﬁaary phase shift keying, and differential phase shift keying. In
h

to the innerFEC Encoderunit, where the packet is encode ;
. ; . ' DD sch , th f I -
using multiple relatively small BCH FEC codes. The packet lr?e scheme, the absence or presence of optical power de

. . . R . otes the logic values O or 1, respectively. The basic BER of
then stored in théliding-Window Queyawhich is used in the an optical datalink using the DD modulation scheme, denoted

ARQ protocol. A packet to be transmitted is transferred fromtthR is given by (1), where the Error Functien f(-) is de-
Sliding-Window Queut theTransmit Bufferunder the control : ' . U .
of the Datalink Controller and transmitted by an on-chip 1- Orfmed in (1), and wherenr denotes the signal-to-noise ratio at

2-D VCSEL array. the receiver [10], [13]

On the receiver side, a packet arrives from the channel BER =1 — L erf (0.354+/sur)
through thePhotodetector Arrayand into the Reassembly
Buffer. The individual bits are reassembled to form a complete 9 [z )
packet. The complete packet is then transferred into the inner erf(z) = N / e™™ dA. 1)
FEC Decodelunit, which performs FEC on the multiple BCH T Jo
codewords. Codewords which experience less thiiherrors The reader is referred to [14] for a derivation of (1). kor
(for some parametej are correctly decoded. Codewords whicl3, the error function can be approximated using(z) ~ 1 —
experience greater tharbit errors are either 1) decoded incore=" (zml/?).
rectly with undetectable errors or 2) are detected as errorful.Fig. 3 illustrates the BER of the uncoded or “raw” channel
(The codewords may possibly be correctly decoded, but thi®., the BER before any error control) versus the SNR, as given
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3000 .
by (1). Observe that the BER drops rapidly as the SNR in- 12
creases. Define the PER for an uncoded channel to be the prob- 2
i X o . . . 200
ability a packet withm bits is received without any bit errors.
The PER for 512-bit packets over the raw channel is also shown NS
on Fig. 3. 100 S~
The SNR for a free-space parallel optical datalink with optical K\"‘*\»f_w
L ) o
crosstalk is given in [1] 0P o 12 1
frequency (from 1 .. 1000 * 10 MHz)
P -
SNR = 01 @ o
Py(1 —n) +NEP - /f Fig. 5. SNR versus frequency for uncoded optical link.

where Po denotes the power of each optical source, and where ) )
1 represents the efficiency of the optical power transfer. THe Uncoded Optical Link
first term in the denominator represents the noise dug to opuca‘:Or the VCSEL-based datalinks in this paper, assume a 3-dB
crosstalk. The second term represents the thermal noise over the : L .
: . . “pawer loss in the optical interconnect for an efficiencyyof
bandwidth of the receiver. In this paper, we assume that opti . . ) . :
R ; . . 0.5. TheNoise-Equivalent-Powes representative of figures re-
transmission is through parallel optical fiber, where the optical

crosstalk is negligible. Under this assumption thefollowingfop—orted in the literature, i.e., assume WEP = 0.3 nW/Hz!/>
mula for the SNR is used [10], [13] as usedin[1]and[7]. According to [15], this NEP is compatible

with simple receiver designs that can achi€¥R = 10 with
50 W of optical power over a bandwidth of 250 MHz, in the
Py -7 absence of ISI.
W @) Fig. 5 illustrates the SNR versus the frequerfcfor an un-
coded optical datalink according to 3 for a VCSEL power level
as an approximation since it ignores some potential sourcesobfl.0 mW, assumin'EP = 0.3 nW/Hz!/2 andn = 0.5. Ob-
noise, as discussed in Section Il. However, regardless of #erve that the SNR drops as the frequency increases.
source of noise, the bit errors will be corrected by the proposedConsider the design of a VCSEL-based optical datalink with
error control schemes, in the same manner as the random biteemaximum acceptable packet error rate (PER)AD 15,
rors introduced, due to thermal noise, are corrected. Assume a VCSEL with 1 mW of power, an optical imaging
Fig. 4 (a) and (b), respectively, illustrates the eye-diagram sfstem with 3 dB loss, and BEP = 0.3 nW/HZz!/2. For the
a 3-Gb/s commercial VCSEL and a 10-Gb/s VCSEL over 80 maw optical datalink, the SNR must e300 to ensure the
of multimode fiber, indicating that the ISl is low at 10 Gb/sPER <10715, as illustrated by the bold dot in Fig. 3. From
The figure illustrates a reasonably good eye-diagram and sigg. 5, at 1 mW the frequency must be<31 MHz to ensure
gests that improvements in the data rate of the link, or the dise SNR = 300 and PER <1013, as illustrated by the bold
tance span of the link, can be achieved through the use of emot. This frequency will be used as a reference point for the
control coding. While counterintuitive, the performance can ellowing designs. These uncoded links are representative of
improved by increasing the data rate or distance span until #ivdsting parallel VCSEL transceivers, which do not perform
eye diagram degrades further, given the error correcting abil®yRQ or FEC at the datalink layer, and where all bit errors
of the proposed datalink controller. are left for processing at a higher protocol layer.

SNR =
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B. Embedded FEC Alone With No ARQ is negligible. Given a codeword, it is accepted by the receiver
Consider an optical datalink with FEC only. No ARQ issue¥/ithout bit errors with probability

are handled at the transceiver. Let the BER on an optical channel t

before any error control be denoted py.. The probability a Py = Z B(k, e, Pye).

packet is accepted with an undetectable error, equivalent to the e=0

PER, is denoted by the probabilipy. . Assume a packet has 512 data bits. This packet is encoded
Let p, be the probability a packet is received without errointo » = [512/n] codewords after the BCH inner code

py be the probability a packet is received with an undetectabte applied. A packet withh codewords will be correctly

error pattern; ang. be the probability a packet is received withdecoded and accepted with no bit errors with probability

a detectable error pattern. LBtbe a random variable denotingP., = B(h, h, P.,,), which reflects the event that all

the number of bit errors encountered in anbit packet. As- codewords can be correctly decoded.

suming throughout the paper that bit errors are independent anén entire packet may have bit errors after decoding with prob-

random events occurring with probability., the probability a ability P, = ZZZI B(h,e,1 — P.y) =1— B(h, O, P.y),

packet experiencesrandom bit errors is given by the binomialwhich reflects the event that one or more of theBCH

distribution codewords experiences greater thabit errors. Given that
the system under consideration supports FEC only, with no

N _(m B m—e e ARQ, these packets are accepted by the transceiver. Given the
Pr(E = e) = B(m, e, prc) = < ) (L= poe)™ " Pl (4) assumptions, the PER is, therefore

.- . . . . h

The probability that a packet experiences no bit errors is given 5> B(h, e, 1 — Puy)
by Pr(E = 0) = B(m, 0, pye). PER — e=1 )

The BCH codes are a class of cyclic codes, which can be de- h
coded in an iterative manner [11]. The BCH codes consist of B(h, b, Pew) + e; B(h, e, 1~ Pew)
two classes, the binary and nonbinary BCH codes. Of the non-. . : _

: . which will form a constraint (upper limit) on the channel clock
binary BCH codes, the RS code is the most well known. The . .

. ) . ) ._rate, to ensure that the predetermined PER threshold after using

BCH codes can use an iterative algorithm to find the locatio

of the bit errors, which can then be corrected. Fast implem(;%ﬁ%C can be met.

tations of the BCH codes, including the RS codes, can be vgty Results—FEC Alone
expensive and, for largeandt, the hardware cost of finding the

locations of the errors is substantial [11]. Therefore, the choic?Th?I_Ere\éiqu anz!ysi; Is how apﬁ.“ed o ;eEvsrafI desri]gnE%(gm]:
of which BCH codes may be feasible for very high-speed o ‘es. The design objective is to achieve a after the °

15 H _ H
tical datalinks must be carefully considered. This issue will Ot_h Nglsjsgmomg)g av\}/;n\{\/IQVCSEL, with 3 dB of power loss and
addressed in Section VI. Wi = 09N z

A (k, n, t) BCH code accepts bits of data and appends Fig. 6(a) illustrates PER versus frequency, after applying FEC

(n-k) parity check bits to createkebit codeword. The code is Ca_using several 7- and 15-bit BCH ches. Fig. 6.(b) lllustrates th?
pable of correcting up tobit errors in the codeword. When thepER versus frequency, after applying FEC using several 31-bit

number of bit errors exceedsthe correct decoding of the code-BCH codes and the Golay (23,12,3) code. Observe that at any

word cannot be guaranteed. If greater thdit errors occurs, given clock frequency, the PER after FEC drops dramatically

. d to the PER on the raw datalink shown. The cost of this
three events may happen: 1) the codeword may be incorretffMPare . _
decoded yielding a zero syndrome, in which case, an undetediERcess IS the loss of bandwidth due to FEC overhead, which is

error has occurred; 2) the codeword may be incorrectly decocﬂe‘i’:t reflected in Fig. 6(a) or (b). The effective data rate is de-

yielding a nonzero syndrome, in which case, a detectable er}%'f]zi)nid lby adjusting the clock rate by the coding efficiency

has occurred; or 3) the codeword may be correctly decoded wi - .
! ' ) W y y 0 achieve a PER of 10® when using the (15,5,3) FEC,

a zero or nonzero syndrome. lock f be determined f Fia. 6(a) o b
In many systems, to avoid the event of accepting incorrecﬁ g 6((:)OI\;I:H rgque dn d(’ty cta;]n € de erde'E% rgm Igth (?) l? te
decoded data (event 1), the BQk n, 1) codes are often used—f the VCéiELyczn l;gginc(raepz)arsogg ?r((a)m 31 I\/SII(—:IzefEJnrethe 2r(1:acr)1(;1erletloe
to correct fewer bit errors than their maximum error correctio ) .
60 MHz, while keeping the PER below 1. When the code

capability; some of the FEC overhead bits are used for ED. T te (5/15) is considered, the effective data rate increases from
ically, a(k, n, t) codeword is used to correct all error pattern i’ .
Y, a(k, n, ¢) P 1 Mb/s to 187 Mb/s, an increase by a factor of six.

with < ' bit errors, wheré’ < t. The code is used to detect
error patterns witle bit errors, whereé’ < e < t. The codes are
chosen so that the eventiibit errors is relatively rare, reducing IV. ARQ ALONE
the likelihood of decoding errors. An analysis for the effective bandwidth, assuming a binary
In this section, we reserve no FEC overhead bits for err@aymmetric channel (BSC) with ARQ alone, is now derived.
detection and correct up tabit errors per(k, n, t) codeword, Packets are encoded with an ED code at the transmitter. A
at the expense of admitting more undetected bit errors after danilar scheme was considered in [7]. At the receiver, a packet
coding. Throughout the paper, assume that both events 1) aetlansmission is requested when the received packet has a de-
2) in the previous paragraphs are equiprobable, and eventejtable error pattern. Ldt be a random variable denoting the
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100 ‘ = == ARQ only, the expected number of retransmissions per packet
Ly all is given by (7) as shown at the bottom of the page.
A /) According to [11], the efficiency of a selective repeat ARQ
// /7 / // protc_)collin a BSC, assuming(&, n, t) linear code is used for
10°5] o Vi / y S/ ] ED, is given by
Y y ALV
5 /aary / nse = (1= P,)7 (8)
o raw / / J . . .
10 ch annel/ / / / 1 which assumes that the reverse channel used to transmit the
10 | S (1517-2)/ bbb NACKs is error free, which is a reasonable approximation. In
/ / / 1 general, the reverse ACKs/NACKSs are usually transmitted onto
/ asnn / ] packets going in the reverse direction, consuming a negligible
/ / ! / (1553) amount of bandwidth. Equation (8) also assumes that the trans-
1615 ./ ,’ ] , mitter and receiver have sufficient buffering capacity so that
100 10 102 103 buffer overflow and a halt of transmissions never occurs.

According to (8), the channel efficiency decreases as the ex-

a .. .
S pected number of packet retransmissions increases, and as the

10 ‘ P code ratg(n/k) decreases. However, (8) is misleading since it
3 ” ] does not reflect the bandwidth increase which can be obtained
)2 // A by increasing the clock rate, in view of the reduction in the
// 1 Yy, PER after the addition of the ARQ protocol. Equation (8) will
1050 el / y / A be adopted to explicitly include the clock rate of the data link,
/ / S/ // / / which is a variable, to yield an absolute data rate in bits per
m i ']
second, rather than an efficienc
I('ILJ raw // : // 31//(6,3/)/ / y n
10 Channel/ i/,‘{ / f’ - D= fdock(l - Pr) E (9)
10 [ SN 7 7
/ /(2 12,3,{ / 1 The clock rate in (9) is the rate at which encoded bits are
(31.21.2 (37/'11@1 6n | transmitted, to be distinguished from the effective data Fate
/ @1 '%6'1) / 3 REREH Therefore, in our BSC with a CRC ED check scheme, the effec-
1615 / N / ‘ tive data rate after the ARQ protocol is given by
0 1 2 3
10 10 o 0 10 D = fatoak - (B(512+ CRC, 0, Pye) + (27°%C)
n
Fig. 6. PER versus frequency for FEC optical link. (a) 7- and 15-bit BCH '(1 - B(512 + CRC, 0, Pbe)) ) : (E) . (10)

codes. (b) 31-bit BCH code and 23-bit Golay code. Frequency on x-axis is in
multiples of 10 MHz.
A. Results—ARQ Alone

number of retransmissions required for a packet to be accepteqiig. 7(a) illustrates the effective data rate versus the clock
by the receiver. Assume packet retransmissions are randf?@huencyf according to (9). Results are shown for 3 different
and independent events, and let a packet retransmission eygt checks, 32-, 48-, and 64-bit CRC checks. Observe that at
occur probabilityPr. The expected number of retransmissiong,y clock rates, the BER is low, so there is a substantial advan-
required for a packet to be accepted at the receiver, includigye in increasing the clock rate and the net affect is a data rate
the first transmission attempt, is given by the following, whergcrease. After a certain frequency, the BER increases, causing

pr =1~ (pc +pu) a large number of packet retransmissions, which results in a
o 1 reduction in throughput. The maximum effective data rate can

E[R =Y k(P)"'(1-P)= TP (6) be read off they axis of Fig. 7(a) and is 1.1 Gbl/s for all three
k=1 " CRC codes. The PER after ARQ at this clock rate can be deter-

Let CRC denote the number of CRC checkbits. The packsined from Fig. 7(b). The overheads associated with the CRC
size increases from 512 to 532CRC bits to accommodate thecodes are relatively small given the 512-bit packet size, and the
CRC. A packet is accepted without errors in one transmissiohoice of CRC code affects basically the PER only. Analysis in-
attempt with probP. = B(512 + CRC, 0, P,.). Given that dicates that a 32-bit CRC reaches the PER limit at a clock rate of
a packet experiences one or more errors, assume the CRC28@ MHz, at which point the data rate is effectively 200 Mb/s.
mits undetected errors with a probabilityfR€. Hence, with  Using a 32-bit CRC, the data rate increase is approximately 6.5,

1
(B(512 4+ CRC, 0, Py.) + 2-°RC(1 — B(512 + CRC, 0, Py.))

E[R] = (7
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x 108 ‘ ‘ their maximum error correction capability. Typically,/a n, t)
codeword is used to correct all error patterns with’ bit er-
rors, wherg’ < t. The code is used to detect bit error patterns
with e bit errors, where’ < e < t. The codes are chosen so that
the event of bit errors occurring is relatively rare, reducing the
48 bit CRC | likelihood of decoding errors.

In this paper, the BCH codes are decoded and errors are
corrected to the fullest extent, and we reserve no FEC bits
for error detection, at the expense of potentially admitting
4t 1 more undetected bit errors after decoding. Assume that both
events 1) and 2) discussed previously in the FEC section
2r are equiprobable. Lep., be the probability a codeword is
received without errorp,,, be the probability a codeword is
0 i received with an undetectable error pattern, apg be the
100 10! 102 103 probability a codeword is received with a detectable error

pattern. Given a received codeword witht bit errors, it is
(a . . -
incorrectly decoded and accepted as error free with probability

12

101
64 bit CRC

6 32-bit CRC

Data Rate

100 ‘ 7 P, = (1/2) le:tﬂ B(k, e, Py), and it is detected as erro-
’ / neous with probability’.., = (1/2) ¢_, ., B(k, e, Py).
10 32bitcrRe_— /" / A packet with 512 bits will use a CRC check as the outer
10 ¢ = iy 1 code, increasing its length to 5+ZRC bits. This packet is en-
v ~ 48hitCRC_-— - coded intoh = [512 + CRC/n] codewords after the BCH
W H e inner code is applied. A packet withcodewords will be cor-
1()20» o el 1 rectly decoded and accepted (with no bit errors) with probability
64 bit CRC pe = B(h, h, Poy).
- An entire packet will be detected as erroneous after the FEC
10 , ‘ ] decoding with probabilityP. = zﬁzl B(h, e, Poy) = 1 —
B(h, 0, P.,,), which reflects the event that one or more ofthe
BCH codewords experienced a detectable error. The packet will
-40 : be incorrectly decoded and accepted as error-free with proba-
10400 101 12 103 bility P, = B(h, O, 1(1 = P.i,)) — B(h, h, P..,). After the
(b) FEC decoding, the packets pass through the CRC decoder. As-

Fig. 7. (a) Effective data rate versus frequency for ARQ optical link. (b) PEﬁg_me thg %RC decoder admits erroneous paCk_ets with pr(_)ba-

versus frequency for ARQ optical link. Frequency on x-axis is in multiples ddility 2=“RC and detects erroneous packets with probability

100 MHz. 1 —-27C°R€ The PER s, therefore [See (9) shown at the bottom
of next page.]

comparable to the use of FEC alone. However, the use of a 48-
or 64-bit CRC allows for much lower PERs to be achieved #&. Results—FEG- ARQ
higher frequencies. A 64-bit CRC is assumed. At a data rate of.

. . . 15
1.1 Gb/s, the PER is approximately 13 and well below the 1 Tevacfhlfave ?VCSE;datallr)k with Ia PkE‘R aflo t?l\f/en th
design threshold of 105, The maximum data rate, while en-— /v O SIgnai power, thé maximum clock Irequéncy belore the

. 15 : : . data rate drops can be determined from Fig. 8(a) to be greater
fggggfqegsg& 107" after ARQ, is determined from Fig. 7(a)than 5 GHz for the 7- and 15-bit FEC codes. From Fig. 8(a), the

. aximum data rate varies between 2.5 and 4.5 Gb/s, depending
By adding the ARQ scheme, the data rate of the VCSEL i . . X
be increased from 31 Mb/s in the uncoded channel to 1.1 Gi5°" the inner code. From Fig. 8(b), to achieve a PER of 10

while keeping the PER below the acceptable threshold, resultig | m?mth:]m clc;clg ;ate 'Sdgretﬁter tha_n 10 G:Zt for rtnosthglodes.
in an increase by a factor of 35. This result is surprising; th ecting the (15,5,3) code, the maximum data rate while en-

data rate increase due to retransmissions alone is consideréf?jlwg a PERS 10_1? is 4.5 Gis.
larger than the increase due to FEC alone, given this choice of he data rate has increased from the 31 Mb/s fort_he uncoded
operating parameters (large CRC codes). channelto 4.5 Gb/_s for the FE}_(Z\RQ channel, fqr an increase
by a factor of 145 times. We reiterate that the this result is based
upon the same model assumptions as the results in [1], [7], and
V. HYBRID FEC+ ARQ SCHEME [9] where systems are thermal noise limited. In practice, the
The two previous systems are now combined: an FEC inrestual gains will be limited by other noise sources. For very
code and a CRC outer code for ED, using both FEC and ARSDort distance optical links, with distances of tens of meters,
in the transceiver. the effects of modal noise and ISl should be sufficiently small
In many ARQ systems, to avoid the event of accepting imnough to enable substantial data rate increases. Nevertheless,
correctly decoded data, the BGH, n, t) codes are not used toexperimental validation will be required.
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Fig. 8. (a) Effective data rate versus frequency for REERRQ optical link,

Fig. 9.

(b)

€ A ! (a) Effective data rate versus frequency for REARQ optical link, for
for 7- and 15-bit BCH codes with 64 bit CRC. (b) PER versus frequency f@1-bit BCH codes and Golay code with 64-bit CRC. (b) PER versus frequency
FEC+ARQ optical link. Frequency on x-axis is in multiples of 100 MHz.  for FEC+ARQ optical link. Frequency on x-axis is in multiples of 100 MHz.

Additional results are shown for 31-bit BCH codes witha
64-bit CRC in Fig. 9.

VI. HARDWARE COMPLEXITY

In this section, the hardware complexity of the decoder is
B. Coding/Power Gain

estimated. A pipelined (15,5,3) BCH decoder is proposed in
Fig. 10. The combinational logic between pipeline stages con-
The coding gain of a forward error-correcting code can ksists of four six-input majority logic gates and 28 four-ingor
defined as the transmitter power increase required to achigages (two levels deep).

a specific BER on an uncoded channel, when compared to sAssume an 0.18m CMOS standard cell technology, where
coded channel [11]. The VCSEL power required to yield a PER= 0.09 um, and where each gate drives a standard load (one

of 10~'® assuming an uncoded channel can be determined frother standard size gate). In order to estimate the circuit com-

(3) and Fig. 3 to be 300. At a data rate of 4.5 Gbh/s (from sectigtexity, representative data for several 0,48 standard cells is
3.5), the noise power is 20W. To achieve a SNR of 300, theillustrated in Table I. For smaller technologies such as @3
signal power must equal 6 mW. Given the assumed 3-dB powelOS, define a scaling factor < 1 as the ratio of\s, and

loss on the optical fiber, the initial VCSEL signal power on athe areas and delays in the smaller technology can be estimated
uncoded channel must be 12 mW. The use of the FERQ using the linear scaling law [16].
scheme has resulted in a coding gain by a factor of 12, or arA full-adder (FA) cell has a cost of 66m? and a delay of
effective transmitter power increase of 10.8 dB.

100 ps. A six-input majority logic gate can be made with 2 FAs

Z_CRC B h7 O7 1 1— P{’,m — B h, h, P(',w
PER = ( ( ! el ))

B(h, h, P.y) + 2-CRC (B(h, 0, 1(1 = Pu)) = B(h, h, Pcw)) '

11)
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[ e TABLE I
D | I | [ | [ I | I | [ | [ I DELAYS FOR UNCODED AND ENCODED CHANNELS

data in data out Encoding Transmission Time of Flight | Decoding time | Total time
Y YYY VYY ¥YYVYY Y VYY VY : :
time (ns) time (ns) (ns) (ns) (ns)
[ combinational IOQIC } uncoded 0 1,677 50 0 1,727
(a) e ‘ FEC 17 276 50 17 360
FEC+ARQ 25 14 50 25 123 (ave.)

parallel vector in
AP b))y
Wl TTTTTTTTITTTT I
PEATT T ITT

combinational logic J

An extra pipeline stage can be added to partition each
combinational logic section in two stages. The added hardware
overhead is approximately 15 staged5 DFF= 11 250 um?,

E ()= i.e., the area required by the decoder increases by about 25%

to 56 280.:m?. However, the final critical path is reduced to
approximately 740 ps and the maximum clock rate is now

l approximately 1.35 GHz. This 30-stage decoder pipeline has

. ®= input and output data rates of approximately 20 and 6.75 Gb/s,

l;‘, Ll b bl b h il respectively. The addition of another 15 pipeline stages yields
of [ [T TTTTTTTTT] k4 a 45-stage pipeline, with an area of 67 53®> and a clock

R R RN rate of approximately 1.8 GHz. This 45-stage decoder pipeline
paraliel decoded vector out occupies approximately 6% of 1 nirof silicon, and has input

® and output data rates of 27 and 9 Gb/s, respectively. Using

Fig. 10. (a) Bit-serial decoder for BCH codes. (b) Proposed pipelined decof@veral decoders in parallel, each square millimeter of silicon
for BCH codes. can decode approximately 450 Gb/s of data, yielding 150 Gb/s
of data.
DATA FOR SEVERAL LOGIC(-SrﬁI'?EI;EINIOlS M CMOS TECHNOLOGY Synchronization is a challenging problem in high-speed
o design. In the proposed transceiver, in order to eliminate a
clock-and-data recovery circuit for each optical channel, a
Gate(0.18uCMOS) | Area (u*) | Delay (psec) high-speed clock can be transmitted on a separate optical
channel and is shared among several physically adjacent data
channels. If the received clock signal is high quality, the signal
Binary gate 12 40 can be processed through a delay-locked loop (DLL) and then
used to sample the data channels. If the received clock signal
is low quality, the transmitter power for the clock channel can
Quad EXOR 55 180 be increased relative to the data channels, which can then be
processed with a DLL. Alternatively, the received clock can
be processed through a phase-locked loop (PLL) to yield a
sampling clock signal with reduced jitter. A detailed analysis
and 4 binary logic gates, for a cost of 17Z&” and a delay of of synchronization in high-speed parallel optical channels is,
approximately 180 ps. The combinational logic for one pipelifgowever, an area for further research.
stage occupies approximately (178)+28x (55) = 2252 ym? The delay of the optical datalink can be estimated; the re-
and has a critical path delay of 540 ps. The area for 15 DFFssigits are shown in Table Il. Consider the transmission of 512-bit
750:m2. The area for the entire FEC decoder is approximatepackets over the uncoded channel, with a PERLO — 15.
15 stages< (2252 + 750) = 45030 um?. This decoder requires The clock rate is constrained to be 31 MHz and, assuming a
approximately 4% of 1 mof a silicon integrated circuit. For 10-bit-wide channel, the transmission time is 52 clock periods
comparison purposes, the area of a standard metal bond pad aselb 77 ns. Assuming a 10-m fiber, the time-of-flight (TOF) is
to connect a wire to a silicon IC i550 x 100 = 15000 xum?. approximately 50 ns. The packet is reassembled at the receiver
The proposed decoder occupies aboxttBe area of a typical in approximately 1727 ns. Using the (15,5,3) FEC scheme, the
electrical bond pad. data rate is increased to 187 MHz at a clock rate of 560 MHz.
The critical path delay due to combinational logic cells onlAssume the FEC encoder requires 30 stages at 1.8 GHz (similar
is approximately 540 ps. The DFF overhead adds an additiot@althe decoder). The transmission time is 154 clock periods, or
100 ps. Ina 0.18sm CMOS process, the wiring delay can matc76 ns. The TOF is unchanged. The pipelined 30-stage decoder
or exceed the cell delay. Throughout this section, assume tkquires 30 clock periods (at 1.8 GHz) or 17 ns. The packet
wiring delay equals the cell delay in these highly localized dés reassembled at the receiver in 360 ns. Using the combined
coder circuits. Therefore, we allocate an additional 640 ps fBEC+ARQ scheme, the peak data rate is 4.5 GHz using the
wire delays. The maximum clock rate can be estimated to (5,5,3) code. However, to lower the retransmission rate assume
approximately 0.780 GHz. This 15-stage decoder pipeline haslata rate of 4.0 GHz at a clock rate of approximately 12 GHz.
input and output data rates of approximately 11.7 and 3.9 GbI$ie transmission time is 160 clock periods or 14 ns. The TOF
respectively. remains unchanged, the decoding time using the 30-stage FEC

Inverter 10 30

Full Adder 65 100

D Flip Flop 50 100
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decoder is 17 ns. The CRC decoder requires approximately 16g]
stages at 2 GHz, for a delay of 8 ns. Assume the encoders incur
the same delay as the decoders. The packet is reassembled a
the receiver in 114 ns, when no retransmissions are requiredl.
The FECFARQ system has an expected number of retransmis-[S]
sions of 1.02 at 4.5 GHz (and approximately one at 4 GHz). The
second retransmission has a delay of approximaitely14 ns.

The weighted average total time is, therefore, approximately 5
123 ns. The FEC-only scheme is several times faster than the ur{—]
coded system, and the FE@RQ scheme is a few times faster
than the FEC-only scheme.

It should be noted that the pipelined BCH decoder in Fig. 10
has not been constructed, and therefore, its performancés]
should be viewed as an estimate until the design is validated.
Furthermore, it should be noted that a bidirectional 2-D optical
transceiver as shown in Fig. 1, including ED logic, FEC logic,
and timing synchronization operating on Terabits of optical
data, represents significant engineering challenges. An optica
system using the proposed transceiver design would be consid-
erably more complex than a system that was accomplished lﬂro]
a multidisciplinary research team funded by the Canadian Nej11;
works of Centers of Excellence program, with the participation
of four universities, four companies, and a budget in the rang%1L2
of $10 million Canadian over a period of 10 years [8]. This[13)
author’s experience indicates that to secure funding and embark
on the design of such a transceiver in a multidisciplinary™*
environment with numerous technical challenges, requires gs;
very compelling argument which this paper attempts to present.

(7]

9]

VIl. CONCLUSION

Mathematical analyses indicate that the performance of shorge]
distance multimode fiber optical datalinks can be improved sub-
stantially, by the use of a Hybrid error control system using
both FEC and ARQ retransmissions. The design of a bidirec-

tional optical transceiver exploiting a two-level coding schem= 8

with small FEC block codes for the inner code combined wit_-
a CRC error check for the outer code, was proposed. Assum_
a thermal noise limited system as in [1], [7], and [9] the tran{
ceiver allows significant increases in the data rate or distar
span of the link. The use of FEC alone or ARQ alone provid
moderate coding gains, while the combination of FEC and AR
provides a substantial coding gain, approximately equal to
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