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import tensorflow as tf

import numpy as np

x = tf.placeholder(tf.float32, shape=[None, 784])

W = tf.Variable(tf.zeros([784, 10]))

b = tf.Variable(tf.zeros([10]))

with tf.Session() as sess:

  sess.run(tf.global_variables_initializer())

  with tf.device("device:XLA_CPU:0"):

    y = tf.nn.softmax(tf.add(tf.matmul(x, W)[0], b))

  sess.run(y,{x: mnist_images,w: weights, b: bias})

ML application described in TensorFlow’s Python API

XLA JIT Compiler

VTR
Verilog-to-Routing

 Downgrades LLVM IR to match LegUp 
LLVM format
- UBC flow, known as LeFlow [3], 

finds and downgrades nonmatching 
LLVM IR instructions

- SFU flow compiles LLVM into an 
intermediate assembly, them
decompiles assembly back to the 
correct LLVM format

 Maps LLVM inputs and output to 
memory blocks C to Verilog high-level synthesis [4]

utilizing LLVM compiler front end

 Accelerated Linear Algebra (XLA) is 
a domain-specific just-in-time (JIT) 
compiler for TensorFlow Graphs [2]

 More computation for quantized 
networks

 More efficient for irregular structures
 Higher performance per watts
 Higher acceleration (parallelism, 

pipelining, etc.)
 FPGAs are used as inference

platforms for deep learning applications

Need a metric to evaluate FPGA platforms 
CAD and architecture for DNNs inference
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 Enables evaluating the compatibility of different 
FPGA architectures and CAD algorithms for deep 
learning application

 Comprises a diverse selection of deep learning 
applications, e.g., image classification, video 
classification, speech recognition, and language 
modeling

 Based on a complete design flow, starting from 
deep learning application described in python, 
and ending with an FPGA design

an open-source framework for 
conducting FPGA architecture and 
CAD research and development [5]
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