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Abstract—In conventional multiple description coding (MDC), two descriptions of a source are generated and sent over ON/OFF channels. In this paper, we are interested in exploiting the redundancy built in MDC to additionally confer robustness against other channel errors. In particular, we consider a multiple description lattice vector quantizer (MDLVQ) whose output (a pair of side lattice points) is mapped to a pair of binary indexes and each index is sent over a binary channel. One channel is noiseless, while the other is noisy. Thus, at the decoder, one description is received error-free, while the other may carry bit errors. Then the decoder uses the error-free description as side information to improve the reconstruction. The effectiveness of the decoder in alleviating the impact of bit errors depends on the mapping γ of side lattice points to binary indexes. We propose the design of a structured bit-error resilient mapping γ. For this, the set of side lattice points is first partitioned using Voronoi regions of an appropriate coarse lattice. Next a good linear channel code is selected, each Voronoi region is assigned a coset of this channel code, and the side lattice points within each Voronoi region are mapped to binary sequences in the corresponding coset. In addition, we argue that the performance of γ is improved by assigning cosets close in Hamming distance to neighboring Voronoi regions, and propose a technique to achieve this goal. We derive a lower bound on the error correction performance of the proposed mapping γ in terms of the performance of the channel code C used in its construction. Interestingly, we prove that, as the rate of the MDLVQ grows to infinity, the mapping γ becomes as good as the code C in correcting bit errors. Simulation results show the significant superiority of the proposed index mapping versus random mappings.
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I. INTRODUCTION

MULTIPLE description coding (MDC) generates multiple descriptions of a signal, such that every description can lead to an acceptable reconstruction quality, while the quality gradually increases with the number of descriptions that are successfully decoded. Some tutorial papers on MDC are [1]–[3]. Conventionally, the design of MDC has focused mainly on ensuring robustness against description loss. On the other hand, it is natural to expect that the redundancy which is introduced in the system could also be used to mitigate the effect of other channel impairments such as bit errors. Indeed, it was shown in prior work that by using joint source-channel decoding at the central decoder the performance in case of channel errors can be improved [4]–[13]. In particular, the authors of [4] use a two description scalar quantizer (2DSQ) for delay-constrained transmission over a slow fading Rayleigh channel. They show that the 2DSQ significantly outperforms a diversity system consisting of a maximum ratio combiner with the same interleaving delay. In [5] and [6] each description generated by a 2DSQ is first applied a convolutional coder and then sent over an AWGN channel using BPSK. The decoder applies an iterative joint source-channel decoding algorithm using the turbo principle, which exploits the correlation between descriptions. Work [6] also develops such an algorithm for the case without the channel coder. Work [7] considers the transmission of a Markov sequence over noisy channels using a 2DSQ with uniform quantizers followed by variable length source codes. They develop a soft decoder based on belief propagation principles. In [9] a joint source-channel coding scheme is proposed, which combines MDC with space-time turbo-coded modulation. The authors show that the system using MDC performs considerably better than a single-description coding scheme for moderate levels of signal-to-noise ratio (SNR). Laneman et al. [8] compare strategies for the transmission of a source signal over two independent, nonergodic channels with random states. They use as a performance measure the so-called distortion exponent, which measures how fast the average distortion decays with the SNR. They compare the use of MDC with channel coding on each individual channel, combined with joint source-channel decoding, against a system sending a single description with optimal channel coding across both channels. They prove that the two strategies have the same performance for continuous state channels, while in the case of on/off channels the former strategy is strictly better.

The above observations raise the question of how to construct systems that are robust against both description loss and bit errors. This problem was addressed in [11]–[13]. More specifically, in [11] and [12] heuristic algorithms were applied for the design of the index assignment in the case of 2DSQs and multiple description vector quantizers, respectively. On the
other hand, in [13] the problem of improving the bit-error resilience of a 2DSQ was addressed by careful design of permutation mappings applied to each description. More specifically, the construction of structured mappings with guaranteed minimum Hamming distance properties, relying on known channel codes, was proposed.

In this work we address the design of a bit-error resilient symmetric MDLVQ, where MDLVQ stands for multiple description lattice vector quantizer. An n-dimensional symmetric MDLVQ consists of a so-called central lattice $\Lambda_c \subseteq \mathbb{R}^n$, a so-called side lattice $\Lambda_s \subseteq \Lambda_c$, and an injective mapping $\alpha : \Lambda_c \rightarrow \Lambda_s \times \Lambda_s$, termed the index assignment (IA). The encoder of the MDLVQ first quantizes the input vector to the closest central lattice point $\lambda_i \in \Lambda_c$. This quantizer is also referred to as the central quantizer. Next the encoder determines the pair ($\lambda_{1,i}$, $\lambda_{2,i}$) as the systematic part of the received bit sequence, where each $\lambda_{j,i}$ is a (possibly) bit-error corrupted version of $\lambda_{j,i}$, $1 \leq t \leq T$. Thus, there are four scenarios that can occur: I) the outputs are $\lambda_{1,i}$ and $\lambda_{2,i}$; II) the outputs are $\lambda_{j,1}$ and $\lambda_{j,2}$; III) the outputs are $\lambda'_{1,i}$ and $\lambda_{2,i}$; IV) the outputs are $\lambda'_{1,i}$ and $\lambda_{2,i}$. More importantly, the decoder has knowledge of the scenario that occurs.

From this point on the decoding may proceed in several ways. One possibility is to discard the erroneous sequences $\lambda'_{1,i}$, $\lambda'_{2,i}$. Such a system can be modeled by the conventional MDC problem since cases II and III reduce to the case when only one description is received, while case IV corresponds to both descriptions being lost. Another possibility is to further apply joint decoding which exploits the correlation between the descriptions, in all cases II, III and IV. As shown in [6] joint decoding can improve the performance. In this work we will consider joint decoding only in cases II and III, while in scenario IV we discard the erroneous sequences. The joint decoding will be performed at each time instance $t$, i.e., for each pair $(\lambda_{1,i}, \lambda_{2,i})$ in case II, respectively each pair $(\lambda'_{1,i}, \lambda_{2,i})$ in case III. In the sequel the term “channel $i$”, for $i = 1, 2$, will refer to the channel with input $\lambda_{j,i}$ and output $\lambda_{j,i}$ or $\lambda'_{j,i}$, incorporating the composite action of the channel encoder, modulator, transmission over the physical wireless channel, followed by demodulator and the channel decoder.

The goal of our work is to design the mapping $\gamma_i$ to improve the performance at the aforementioned decoder. Notice that since $\gamma_i$ is a bijection, it does not affect the performance (i.e., it does not change the distortion or rate) when channel $i$ is noiseless. Thus, for the design of $\gamma_i$ it is enough to focus on the case when channel $i$ is noisy, while the other channel is noiseless. Note that the decoder knows which channel is noisy, but the encoder does not. Fig. 1 depicts the system under consideration in the case when only channel 2 is noisy.

The main contribution of this work is the design of a structured mapping $\gamma_i$ with good error-correction performance when channel $i$ is noisy, while the other channel is error-free. For this, the set of side lattice points is first partitioned using the Voronoi regions of a properly chosen coarse lattice. Next $\gamma_i$ is constructed based on two other mappings $\varphi$ and $\psi$. The mapping $\varphi$ maps the side lattice points situated in the Voronoi region of the origin to binary sequences of a good linear channel code $C$. The mapping $\psi$ maps the Voronoi regions of the coarse lattice to cosets of the chosen channel code. Next we prove that the so-called local Hamming distance of $\psi$, defined as the largest Hamming distance between cosets assigned to neighbouring Voronoi regions, is of crucial importance for the performance of $\gamma_i$. Therefore, we propose the design of $\psi$ with

---

1The attribute “symmetric” refers to the fact that both descriptions have the same rate and lead to the same distortion when each of them is used alone for the source reconstruction.

2A systematic channel code is a channel code where the information sequence is part of the channel codeword.

---

Fig. 1. MDLVQ with bit-errors.
small local Hamming distance, based on \( n \) one-dimensional Gray mappings. Furthermore, we evaluate the performance of the proposed mapping \( \psi_i \) in terms of the performance of the channel code \( C \) used in its design, and of the local Hamming distance of \( \psi \). We show that the error-correction ability of \( \psi_i \) reaches the same level as the code \( C \), asymptotically as the rate of the MDLVQ approaches \( \infty \). We also prove that, as the rate of the MDLVQ and the quantizer dimension \( n \) go to \( \infty \), the redundancy added in the channel code approaches the value of the redundancy built in the MDLVQ system, which is defined as the difference between the sum-rate and the no excess rate. Thus, by selecting a capacity achieving channel code for the construction of \( \psi_i \), it is guaranteed that the whole redundancy introduced in the MDLVQ system is effectively utilized toward error correction. Finally, experiments are carried out to assess the practical performance of the proposed design. The results show significant performance improvement using the proposed index mapping compared with random mappings. We point out that the conference paper [21] is a shorter version of this work, which omits all the proofs and does not include Proposition 3. Additionally, the present work contains more examples, experimental results and discussions.

It is worth highlighting the differences versus prior work [13]. In [13] the design of bit-error resilient mappings was carried out in the case of 2DSQ for both scenarios where only one or both descriptions may carry bit errors. However, the extension of those designs from the scalar to the vector case is not straightforward. In the current work we consider only the scenario when one description is correct, but develop a general framework for the construction of the mapping, applicable to higher dimensions, not just to the scalar case. Additionally, we include the analysis of performance in terms of probability of correct decoding (not just Hamming distance, as in [13]), and the asymptotical analysis of performance as the rate approaches infinity (not present in [13]).

The rest of this paper is organized as follows. Section II presents the main definitions and notations. Section III introduces the structured construction of the mapping \( \gamma_i \) based on a coarse lattice and two other mappings \( \varphi \) and \( \psi \). Additionally, the error correction performance of \( \gamma_i \) is assessed in terms of the channel code used in its construction and of the local Hamming distance of \( \psi \). Section IV presents a technique to construct the mapping \( \psi \). Section V discusses the asymptotical error correction performance of the proposed mapping \( \gamma \) as the rate of the MDLVQ approaches infinity. Finally, Section VI presents experimental results and Section VII concludes the paper.

II. PRELIMINARIES

We will use \( \mathbb{F}_2 \) to denote the binary field. The lower case letters in bold are used to denote row vectors. The upper case letters in bold will be used to denote matrices. Let \( w_H(s) \) be the Hamming weight of a binary vector \( s \). For any binary vectors \( s \) and \( t \) with the same dimension, define the Hamming distance \( d_H(s, t) \) as \( w_H(s \oplus t) \), where \( \oplus \) denotes the component-wise addition in the binary field. Further, define \( d_H(A) \) for a set \( A \subseteq \mathbb{F}_2^n \) as the minimum Hamming distance between any two distinct bit sequences in \( A \). For \( s \in \mathbb{F}_2^n \), denote by \( d_H(s, A) \) the smallest Hamming distance between \( s \) and any point in \( A \). Additionally, let \( \overline{A} \) denote the complement of \( A \) in \( \mathbb{F}_2^n \).

For each \( q, 0 < q < 1 \), let \( H(q) \triangleq -q \log_2 q - (1 - q) \log_2(1 - q) \). For any finite set \( B \), let \( |B| \) denote its cardinality. For any \( n \times n \) matrix \( M \) with elements in \( \mathbb{R} \), let \( ||M|| \) denote its \( L_2 \)-norm, defined as \( ||M|| = \sup_||x||=1 ||xM|| \), where \( ||x|| \) is the Euclidean norm of the vector \( x \in \mathbb{R}^n \). Additionally, if the matrix is invertible then \( M^{-1} \) denotes its inverse. The volume of a measurable set \( S \subseteq \mathbb{R}^n \) is denoted by \( vol(S) \).

A lattice \( \Lambda \subseteq \mathbb{R}^n \) is a discrete set of points \( \Lambda = \{ \lambda = zG', z \in \mathbb{Z}^n \} \), where \( G' \) is an \( n \times n \) non-singular matrix whose elements are real numbers. Thus, the lattice consists of all points with integer coordinates with respect to the basis formed by the row vectors of the generator matrix. The fundamental parallelepiped of the lattice [25] is defined as the set of all points in \( \mathbb{R}^n \) which are linear combinations of the basis vectors, with coefficients between 0 and 1. The fundamental volume of the lattice is the volume of the fundamental parallelepiped and is denoted by \( v(\Lambda) \). The nearest-neighbor quantizer associated with the lattice \( \Lambda \), denoted by \( Q_{\Lambda} \), maps each \( x \in \mathbb{R}^n \) to its closest lattice point, i.e.,

\[
Q_{\Lambda}(x) \triangleq \arg \min_{\lambda \in \Lambda} \|x - \lambda\|.
\]

For each \( \lambda \in \Lambda \), the Voronoi region of \( \lambda \) in \( \Lambda \), denoted by \( V[\lambda : \Lambda] \), is the set of vectors \( x \in \mathbb{R}^n \) mapped to \( \lambda \) by quantizer \( Q_{\Lambda} \). The ties are broken in a systematic manner such that the following relation holds for all \( \lambda \in \Lambda \):

\[
V[\lambda : \Lambda] = \lambda + V[0 : \Lambda],
\]

where \( x + S \triangleq \{ x + y | y \in S \} \), for any \( x \in \mathbb{R}^n \) and \( S \subseteq \mathbb{R}^n \). Thus, all Voronoi regions are congruent. Moreover, the volume of a Voronoi region equals \( v(\Lambda) \).

For any set \( S \subseteq \mathbb{R}^n \), let \( cl(S) \) denote the closure of the set \( S \), i.e., the set consisting of all points of \( S \) together with all limit points of \( S \) [26, Definition 3.63]. Then we have

\[
cl(V[\lambda : \Lambda]) = \{ x \in \mathbb{R}^n | \|x - \lambda\| \leq \|x - \lambda'\| \text{ for any } \lambda' \in \Lambda \}.
\]

It is worth pointing out that, according to our definition of the Voronoi region, which follows [25], not all the points on the boundary of \( V[\lambda : \Lambda] \) are included in \( V[\lambda : \Lambda] \), therefore \( cl(V[\lambda : \Lambda]) \neq V[\lambda : \Lambda] \). Two lattice points \( \lambda_1, \lambda_2 \in \Lambda \) are said to be adjacent if the closures of their Voronoi regions have points in common. Further, for each \( x \in \mathbb{R}^n \) we define

\[
x \mod \Lambda \triangleq x - Q_{\Lambda}(x).
\]

In this work, we assume a fixed-rate symmetric MDLVQ. Consider a vector source \( X \) with elements in \( \mathbb{R}^n \), with probability density function (pdf) \( f(x) \). We will assume that the support of the pdf is included in some bounded measurable set \( A \). Recall that the MDLVQ comprises two lattices,

3Note that the boundary of \( V[\lambda : \Lambda] \) consists of all the points in \( cl(V[\lambda : \Lambda]) \) such that \( \|x - \lambda'\| = \|x - \lambda\| \) for some \( \lambda' \in \Lambda \setminus \{ \lambda \} \).

4In practice, for general distributions we can choose a bounded set \( A \) such that \( P[X \notin A] \) is very small and the following development can be adapted with no essential modifications.
\( \Lambda_c \) and \( \Lambda_s \subset \Lambda_s \), and an IA mapping \( \alpha : \Lambda_c \to \Lambda_s \times \Lambda_s \). Let \( B_i \triangleq Q_{\Lambda_s}(A_i) \). Let \( N \) denote the index of \( \Lambda_s \) with respect to \( \Lambda_c \), i.e., \( N \equiv v(\Lambda_c)/v(\Lambda_s) \). For \( i = 1, 2 \), let \( B_i \) denote the codebook of description \( i \), i.e., \( B_1 \相当于 \{ \lambda_1 \in \Lambda_s | \alpha(\lambda_1) = (\lambda_1, \lambda_2) \} \), for some \( \lambda_1 \in B_1, \lambda_2 \in \Lambda_s \), and \( B_2 \triangleq \{ \lambda_2 \in \Lambda_s | \alpha(\lambda_2) = (\lambda_1, \lambda_2) \} \), for some \( \lambda_2 \in B_2, \lambda_1 \in \Lambda_s \). As in most of the prior work on MDLVQ [14]- [18], [20] we will assume that the IA is shift invariant, i.e., for any \( \lambda_c \in \Lambda_c \) and \( \lambda_s \in \Lambda_s \), the following holds: \( \alpha(\lambda_c + \lambda_s) = (\lambda_s, \lambda_c + \alpha(\lambda_s)) \). Further, for each \( i = 1, 2 \), let \( \gamma_i : B_i \mapsto \{0, 1\}^k \) be an injective mapping, where \( R \) must satisfy the condition 
\[
 n R \geq 2 \max_{i=1,2} \log_2 |B_i| .
\]
Note that \( R \) is the rate of each description. The MDLVQ encoder operates as follows. For \( x \in \mathbb{A} \), the central quantizer determines \( \lambda_s = Q_{\Lambda_s}(x) \). Then the binary index \( j_i = \gamma_i(\lambda_i) \) is sent over the \( i \)-th channel for \( i = 1, 2 \), where \( (\lambda_1, \lambda_2) = \alpha(\lambda_c) \).

As pointed out in the introductory section we are interested in the scenario when only one of the channels is noisy. The decoder knows which channel is error free, but the encoder does not. Since the mapping \( \gamma_i \) does not affect the performance when channel \( i \) is noiseless, the mappings \( \gamma_1 \) and \( \gamma_2 \) can be designed separately. The designs of \( \gamma_1 \) and \( \gamma_2 \) are similar, therefore, we will focus on the design of \( \gamma_2 \). For this it is sufficient to consider the case when only the second channel is noisy (Fig. 1). More specifically, we will assume that channel \( 2 \) is the \( n \)-th extension \(^5\) of a binary symmetric channel (BSC) with crossover probability \( p, 0 < p < 1/2 \), denoted by BSC(\( p \)). For simplicity, we will use the notation \( \gamma \) instead of \( \gamma_2 \). Thus, the central decoder receives indexes \( j_1 \) and \( j_2 \) over the first, respectively second channel. The decoder recovers \( \lambda_1 \) as \( \gamma_2^{-1}(j_1) \). Then it uses a maximum likelihood decoder, which exploits the knowledge of \( \lambda_1 \) as side information, to find an estimate \( \hat{j}_2 \) of the index transmitted over the second channel. For each \( \lambda_s \in \Lambda_s \), denote by \( W(\Lambda_1) \) the set of side lattice points \( \lambda_2 \) such that \( (\lambda_1, \lambda_2) = \alpha(\lambda_s) \) for some \( \lambda_s \in \Lambda_s \). Then the decoder searches for the index \( \hat{j}_2 \in \{0,1\}^I \) which is closest in Hamming distance to \( j_2 \). Then it determines \( \hat{\lambda}_2 = \gamma^{-1}(\hat{j}_2) \) and finally outputs the reconstruction \( \hat{\lambda}_c = \alpha^{-1}(\hat{\lambda}_1, \hat{\lambda}_2) \).

We will evaluate the performance of the mapping \( \gamma \) using the maximal conditional probability of error, denoted by \( P_e(\gamma) \) and defined as follows,
\[
P_e(\gamma) \equiv \max_{\gamma_2} \mathbb{P}[J_2 \neq \gamma_2(J_1, J_2) = (j_1, j_2)],
\]
where \( J_1, J_2 \) and \( \hat{J}_2 \) denote the random variables associated to indexes \( j_1, j_2 \) and \( \hat{j}_2 \) respectively. As explained previously, the central decoder needs to look only in a subset of \( \mathbb{F}_2^n \), namely in \( \gamma(\mathbb{W}(\Lambda_1) \cap B_2) \), in order to estimate \( \hat{j}_2 \). Thus, the set \( \gamma(\mathbb{W}(\Lambda_1) \cap B_2) \) can be regarded as the channel code used for the transmission of \( \lambda_2 \) when the first description lattice point is \( \lambda_1 \). Then the performance of the mapping \( \gamma \) is determined by the individual performance of each code \( \gamma(\mathbb{W}(\Lambda_1) \cap B_2) \), where \( \lambda_1 \in B_1 \). Since another way of assessing the error-correction performance of a channel code is in terms of its minimum Hamming distance, we will also consider such a measure. Therefore, let us define the minimum window Hamming distance of the mapping \( \gamma \) as
\[
d_{H,W}(\gamma) = \min_{\lambda \in \mathbb{B}_1} d_H(\gamma(\mathbb{W}(\lambda_1) \cap B_2)).
\]
Note that the decoder is able to correct all \([(d_{H,W}(\gamma) - 1)/2] \) bit errors, therefore, the value of \( d_{H,W}(\gamma) \) can also be used to measure the performance of the mapping \( \gamma \).

### III. Design of Mapping \( \gamma \)

The proposed design of the mapping \( \gamma \) relies on a key property, which follows from the shift invariance of the IA, namely
\[
\mathbb{W}(\Lambda_1) = \lambda + \mathbb{W}, \tag{2}
\]
for any \( \lambda_1 \in \Lambda_s \), where \( \mathbb{W} = \mathbb{W}(0) \). In order to prove it take an arbitrary \( \lambda_2 \in \mathbb{W}(\Lambda_1) \). Then there exists \( \lambda_s \in \Lambda_s \) such that \( (\lambda_1, \lambda_2) = \alpha(\lambda_s) \). The shift invariance of the IA implies that \( \alpha(\lambda_s) = (\lambda_1, \lambda_1 + \alpha(\lambda_s) \implies \lambda_2 = \lambda_1 + \mathbb{W} \). Thus, \( \lambda_1 + \mathbb{W} \subseteq \mathbb{W}(\Lambda_1) \). The proof that \( \lambda_1 + \mathbb{W} \subseteq \mathbb{W}(\Lambda_1) \) follows similarly.

According to the discussion at the end of the previous section, for a good performance of the mapping \( \gamma \) we would like each subset of \( B_2 \) of the form \( \lambda_1 + \mathbb{W} \) to be mapped to a good channel code for a BSC. To this end we will use cosets of a linear channel code. It is known that any coset of a linear channel code \( C \subseteq \mathbb{F}_2^n \) has the same performance as \( C \) over a BSC with maximum likelihood decoding. Additionally, all cosets of \( C \) have the same size as \( C \) and form a partition of \( \mathbb{F}_2^n \). Then we will partition the set of lattice points \( B_2 \) using Voronoi cells of a coarser lattice \( \Lambda \subset \Lambda_s \) such that each such Voronoi cell includes a subset \( (\Lambda_1 + \mathbb{W}) \cap B_2 \) for some \( \lambda_1 \). Further, we map the lattice points in each Voronoi cell to the binary sequences in a coset of \( C \). The mapping of the Voronoi cells of the coarse lattice to cosets of \( C \) can be represented as a mapping \( \psi \) from the set of coarse lattice points to the set \( \mathbb{C} \) of coset representatives. Finally, the task of ensuring that the sets of the form \( (\Lambda_1 + \mathbb{W}) \cap B_2 \), which intersect with several Voronoi cells of the coarse lattice (Fig. 2), are also mapped to good channel codes for a BSC falls on the design of the mapping \( \psi \).

Therefore, consider a coarse lattice \( \Lambda \subset \Lambda_s \) such that
\[
\mathbb{V}[0 : \Lambda] \supseteq \mathbb{W}. \tag{3}
\]
Note that since \( \mathbb{W} \) is finite, a sublattice \( \Lambda_s \) of \( \Lambda_s \) satisfying the above condition is guaranteed to exist. For instance, it could be constructed by scaling \( \Lambda_s \) with an integer scaling factor until the Voronoi region \( \mathbb{V}(0 : \Lambda) \) becomes big enough to satisfy (3). Further, denote by \( \mathbb{W}' \) the set of side lattice points which are in the Voronoi region \( \mathbb{V}(0 : \Lambda) \), i.e., \( \mathbb{W}' \equiv \mathbb{V}(0 : \Lambda) \cap \Lambda_s \). Then relation (3) implies that \( \mathbb{W} \subseteq \mathbb{W}' \). Note that \( \Lambda \) should be chosen such that (3) holds and \( |\mathbb{W}' \setminus \mathbb{W}| \) is as small as possible. Now let us denote by \( \mathbb{B} \) the set of points \( Q_{\Lambda}(\lambda_1) \) for \( \lambda_1 \in B_2 \). This implies that \( \mathbb{B} \) is the smallest subset of \( \Lambda \) such that \( \bigcup_{u \in \mathbb{B}} \mathbb{V}[u : \Lambda] \supseteq B_2 \), and since \( \mathbb{V}[u : \Lambda] = u + \mathbb{V}(0 : \Lambda) \)}
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and B2 ⊂ Λs, it further follows that \( \bigcup_{u ∈ B} (u + \mathcal{C}) \supseteq B_2. \)
Additionally, note that since B2 is finite, B must also be finite.
Further, let k ≜ \( \lceil \log_2 |\mathcal{C}| \rceil \) and let R be selected such that
nR is an integer and nR ≥ \( \lceil \log_2 |B| \rceil + k. \) Next choose two vector subspaces C and C’ of the vector space \( \mathbb{F}_2^n \),
such that C’ is a set of coset representatives of C, |C’| = 2^k and |C’| = 2^{nR - k}. Then construct two injective mappings
\( \varphi : \mathcal{C}’ \rightarrow C, \) \( \psi : B \rightarrow C’. \)
Finally, we define the mapping \( \gamma : B_2 \rightarrow \mathbb{F}_2^{nR} \) as follows. For every \( \lambda ∈ B_2 \)
\( \gamma(\lambda) ≜ \varphi(\lambda \mod \Lambda) \oplus \psi(Q_{\lambda}(\lambda)). \) (4)
Now we will prove that the mapping \( \gamma \) is injective. It is known that since C’ is a set of coset representatives of C,
then for any \( b ∈ \mathbb{F}_2^n \) there is a unique pair \( c ∈ C, c’ ∈ C’ \) such that \( b = c \oplus c’ \) [27]. Then the equality
\( \gamma(\lambda_1) = \gamma(\lambda_2) \) implies that \( \varphi(\lambda_1 \mod \Lambda) = \varphi(\lambda_2 \mod \Lambda) \)
and \( \psi(Q_{\lambda_1}(\lambda_1)) = \psi(Q_{\lambda_2}(\lambda_2)). \) Since the mappings \( \varphi \) and \( \psi \)
are injective it further follows that \( \lambda_1 \mod \Lambda = \lambda_2 \mod \Lambda \) and \( Q_{\lambda_1}(\lambda_1) = Q_{\lambda_2}(\lambda_2). \) Using further the fact that \( x = x \mod \Lambda + Q_{\lambda}(x) \), for any \( x ∈ \mathbb{F}_n \), leads to \( \lambda_1 = \lambda_2. \)
Further, notice that the above construction ensures that for each \( \lambda_1 ∈ B \), the points in \( \lambda_1 + \mathcal{W} \) are mapped by \( \gamma \)
to a coset of C, which has the same performance as C over BSC(p) with the maximum likelihood decoder. However, for
side lattice points \( \lambda_1 \) which are not in the coarse lattice \( \Lambda \), the set \( \lambda_1 + \mathcal{W} \) may intersect several Voronoi cells of the
course lattice as shown in Fig. 2, thus the set \( \gamma(\lambda_1 + \mathcal{W}) \) may
not be entirely included in a single coset of C. Next we will
address the design of the mapping \( \psi \) to ensure that the sets
\( \gamma(\lambda_1 + \mathcal{W}) \) are also good channel codes for the points \( \lambda_1 \)
In the latter category.
Clearly, the Voronoi cells intersected by \( \lambda_1 + \mathcal{W} \) are
close in Euclidian distance. This observation suggests that
the Hamming distance of images through \( \psi \) of coarse lattice
points which are close in Euclidian distance is linked to the
performance of \( \gamma. \) In order to formally state the result we
need a few more notations. Two distinct coarse lattice points
\( u, u’ ∈ \Lambda \) are said to be *neighbors*, if there are \( \lambda, \lambda’ ∈ \Lambda \)
such that \( Q_{\lambda}(\lambda) = u, Q_{\lambda’}(\lambda’) = u’ \) and \( \lambda ∈ \lambda’ + \mathcal{W} \) or \( \lambda’ ∈ \lambda + \mathcal{W}. \) Let \( \mathcal{N} \) denote the set of pairs \( (u, u’) ∈ B_2 \) such that
\( u \) and \( u’ \) are neighbors. Further, denote
\( d_{H,\mathcal{N}}(\psi) ≜ \max_{(u, u’) \in \mathcal{N}} d_H(\psi(u), \psi(u’)). \)
We will use the term *maximum local Hamming distance of \( \psi \)* to refer to \( d_{H,\mathcal{N}}(\psi). \) We will show next that a small value of
\( d_{H,\mathcal{N}}(\psi) \) ensures a good performance of \( \gamma. \) To this end we
need the following Lemma which provides a crucial insight on
the form of each set \( \{(\lambda_1 + \mathcal{W}) \cap \mathcal{B}_2\} \). Its proof is deferred
to Appendix A.
**Lemma 1:** Let \( \gamma \) be defined as in (4). Then for any \( \lambda_1 ∈ \mathcal{B}_1 \),
there are a subset \( C_0 \) of \( \mathcal{C} \), a binary sequence \( s ∈ \mathbb{F}_2^n \) and
an injective mapping \( \omega : C_0 → \mathbb{F}_2^n \) such that
\( \gamma((\lambda_1 + \mathcal{W}) \cap \mathcal{B}_2) = s \oplus \omega(C_0), \) (5)
and, for every \( c ∈ C_0 \),
\( d_H(c, \omega(c)) ≤ d_{H,\mathcal{N}}(\psi). \) (6)
**Remark 1:** Since the performance of the maximum like-
ilhood decoder over BSC(p) is shift invariant, relation (5)
implies that the channel code \( \gamma((\lambda_1 + \mathcal{W}) \cap \mathcal{B}_2) \) has the same performance as \( \omega(C_0). \)
On the other hand, relation (6) implies that when the value of \( d_{H,\mathcal{N}}(\psi) \) is small the set \( \omega(C_0) \)
is “close” in Hamming distance to \( C_0 \), and thus, the error
correction performance of \( \omega(C_0) \) is close to the performance
of \( C_0. \)
The following result, also proved in Appendix A, derives an
upper bound for \( P_\varepsilon(\gamma) \) in terms of \( d_{H,\mathcal{N}}(\psi) \) and \( P_\varepsilon(C) \), which is
the maximal conditional probability of error of channel code
\( C \) using the maximum likelihood decoder over BSC(p). Let
us introduce first an additional notation. Namely, for any \( 0 < q < 1/2, \) and integers \( 0 < \kappa < m, \) let
\( e(\kappa, m, q) ≜ H \left( \frac{\kappa}{m} \right) + \frac{\kappa}{m} (1 - q). \) (7)
Theorem 1: Let \( \gamma \) be defined as in (4) and let \( \ell ≜ d_{H,\mathcal{N}}(\psi). \)
Then the following holds
\( P_\varepsilon(C(\gamma)) ≤ 2^{q(\ell + 1, nR, p) + nR} P_\varepsilon(C). \) (8)
The next result obtains a lower bound on the minimum
window Hamming distance of \( \gamma \) in terms of the minimum
Hamming distance of \( C \) and the maximum local Hamming
distance of \( \psi. \) Its proof is deferred to Appendix A as well.
**Proposition 1:** Let \( \gamma \) be defined as in (4). Then the following
relation holds
\( d_{H,\mathcal{W}}(\gamma) ≥ d_H(C) - 2d_{H,\mathcal{N}}(\psi). \)
Therefore, according to the above results we would like
to design a mapping \( \psi \) such that \( d_{H,\mathcal{N}}(\psi) \) is small. Such a
construction is introduced in the following section based on \( n \)
one-dimensional Gray mappings.
IV. ON THE DESIGN OF MAPPING $\psi$

Notice that in the scalar case we can use Gray encoding for the mapping $\psi$, which ensures that the bit sequences assigned to consecutive integers have Hamming distance 1. In this section we will develop a method to construct $\psi$ based on one-dimensional Gray mappings. For this define, for every $m > 0$, the mapping $b_m : \mathbb{I}_{2^m} \to \mathbb{F}_2^m$ such that $b_m(l) = \beta_m(l)D_m$, for any $l \in \mathbb{I}_{2^m}$, where $\mathbb{I}_t \triangleq \{0, 1, \cdots, t-1\}$, for any $t > 0$, and $\beta_m(l) = (b_{m-1}(l), \cdots, b_0(l))$, where $b_i \in \mathbb{F}_2$ and $\sum_{i=0}^{m-1} b_i 2^i = l$. Additionally, $D_m$ is the $m$-by-$m$ matrix with elements in $\mathbb{F}_2$ satisfying $D_m(i, j) = 1$ if and only if $i \in \{ j-1, j \}$. The following result will be useful in the sequel.

**Lemma 2:** For every positive integers $m, l$ and $t$ such that $l, l + t \in \mathbb{I}_{2^m}$, we have $d_H(b_m(l), b_m(l + t)) \leq t$.

**Proof:** Using the triangle inequality repeatedly, one obtains that

$$d_H(b_m(l), b_m(l + t)) \leq \sum_{s=1}^{t} d_H(b_m(l + s - 1), b_m(l + s)).$$

Using further the fact that $d_H(b_m(\kappa), b_m(\kappa + 1)) = 1$ for all $\kappa$ [13], the conclusion follows.

A. General Method Based on $n$ One-Dimensional Gray Mappings

Let us assume now that we have a collection $\mathcal{Y}$ of $n$ sets

$$\mathcal{Y} = \{ \mathcal{Y}_1, \mathcal{Y}_2, \cdots, \mathcal{Y}_n \},$$

with $\mathcal{Y}_i \subseteq \Lambda$, for $i = 1, \cdots, n$, such that any coarse lattice point $u \in \mathcal{B}$ can be expressed uniquely as

$$u = \sum_{i=1}^{n} u_i, \quad u_i \in \mathcal{Y}_i, \quad 1 \leq i \leq n. \tag{9}$$

Then for each $i, 1 \leq i \leq n$, construct a mapping $\theta_i : \mathcal{Y}_i \to \{ 0, 1, \cdots, \kappa_i - 1 \}$, where $\kappa_i \triangleq |\mathcal{Y}_i|$. Finally, for any coarse lattice point $u \in \mathcal{B}$ with the decomposition given in (9), define $\psi(u)$ as

$$\psi(u) = (0_k, b_{m_1}(\theta_1(u_1)), b_{m_2}(\theta_2(u_2)), \cdots, b_{m_n}(\theta_n(u_n))), \tag{10}$$

where $m_i \triangleq \lceil \log_2 \kappa_i \rceil$, for all $1 \leq i \leq n$. Note that in this case, we have

$$R = \frac{1}{n} \left( k + \sum_{i=1}^{n} m_i \right).$$

Further, notice that if $C$ is a systematic code with the systematic bits appearing in the first $k$ positions, then the image of $\psi$, denoted by $Im(\psi)$, is a set of coset representatives of $C$.

Clearly, the performance of the mapping $\psi$ depends on the particular choice of the collection of sets $\mathcal{Y}$. In order to take advantage of Lemma 2 to decrease the value of $d_{H, \Lambda}(\psi)$ we would like each function $\theta_i$ to map neighbouring points to consecutive integers. Therefore, it is desirable to choose $\mathcal{Y}_i$ in such a way that such a mapping exists. Additionally, we would like to have the quantity $\sum_{i=1}^{n} m_i - \lceil \log_2 \mathcal{B} \rceil$ as small as possible in order to minimize the extra redundancy introduced into the system by the structure imposed on $\psi$. In the sequel we present a method for choosing $\mathcal{Y}_i$, which relies on the decomposition of lattice points as a linear combination of the rows of the generator matrix. The method is termed “GM-decomposition”, where “GM” stands for “Generator Matrix”.

B. GM-Decomposition Method

Notice that each lattice point can be uniquely expressed as an integer linear combination of the row vectors of the generator matrix. Let $G$ be an $n$-by-$n$ generator matrix of the coarse lattice $\Lambda$, and let $g_i$ denote its $i$th row, for $i = 1, \cdots, n$. For each $i, 1 \leq i \leq n$, let

$$\mathcal{Y}_i \triangleq \{ z g_i | z \in \mathbb{Z}, a_{i,0} \leq z \leq a_{i,1} \},$$

for some integers $a_{i,0} \leq a_{i,1}$, such that $\mathcal{B} \subseteq \mathcal{Y}_1 + \mathcal{Y}_2 + \cdots + \mathcal{Y}_n$. Clearly, the decomposition (9) is unique. We will use the term “GM-decomposition” (GMD, for short) to refer to the decomposition using this choice of $\mathcal{Y}$. Further, define $\theta_i(z g_i) \triangleq z - a_{i,0}$, for all $1 \leq i \leq n$, $z g_i \in \mathcal{Y}_i$, $1 \leq i \leq n$. We will use the notation $\psi_{GM}$ for the mapping $\psi$ designed based on GMD. Then for $u = z G$, where $z = (z_1, \cdots, z_n)$, relation (10) becomes

$$\psi_{GM}(u) = (0_k, b_{m_1}(z_1 - a_{1,0}), b_{m_2}(z_2 - a_{2,0}), \cdots, b_{m_n}(z_n - a_{n,0})). \tag{11}$$

**Example 1:** Fig. 3 shows an example for the construction of $\mathcal{Y}$ using the GMD method for the lattice $A_2$. The points contained in $\mathcal{Y}_1 \cup \mathcal{Y}_2$, are marked with a square. The integer assigned to each point in $\mathcal{Y}_i$ by $\theta_i$ is written below the point. The 3-bit binary sequence assigned to each point in $\mathcal{Y}_i$ using the mapping $b_3(\theta_i(z))$ is written above the point. For $u = -g_1 - 2g_2$ (denoted by A in Fig. 3) we have $\psi(u) = (0_k, 010, 011)$.

Next we will derive an upper bound for $d_{H, \Lambda}(\psi_{GM})$. Let $\rho$ denote the covering radius of the coarse lattice, which is defined as the supremum of the Euclidean distance from the origin to any point $x \in V[0 : \Lambda]$ [22].

**Proposition 2:** Let $G$ be the generator matrix of $\Lambda$, used to construct $\psi_{GM}$, let $G_0 \triangleq \frac{1}{2} G$ and let $c = \| G_0^{-1} \| = \| G^{-1} \|$. Then one has $d_{H, \Lambda}(\psi_{GM}) \leq 3c \sqrt{n}$.

**Remark 2:** Notice that the constant $c$ defined in the above proposition is invariant to the scaling of the lattice $\Lambda$. As we
will see in the next section, this result is essential, along with Theorem 1, in establishing that the error correction performance of $\gamma$ approaches the performance of the code $C$, as the rate $R$ approaches infinity.

The proof of Proposition 2 relies on the following lemma.

Lemma 3: Let $u, u' \in \Lambda$ be neighbors. Then $\|u - u'\| \leq 3\rho$.

Proof: Let $\lambda, \lambda' \in \Lambda$ be such that $\lambda \in \lambda + W', Q_\Lambda(\lambda) = u$ and $Q_\Lambda(\lambda) = u'$. Then

$$\|\lambda - u\| \leq \rho, \quad \|\lambda - \lambda'\| \leq \rho, \quad \|\lambda' - u\| \leq \rho.$$  

Using the triangle inequality repeatedly, one obtains

$$\|u - u'\| \leq \|u - \lambda\| + \|\lambda - \lambda'\| + \|\lambda' - u\| \leq 3\rho.$$  

Thus, the proof is completed.

Proof of Proposition 2: Let $z, z' \in \mathbb{Z}^n$ such that $u$ and $u'$ are neighbors, where $u = zG$ and $u' = z'G$. According to Lemma 3, one has

$$\|u - u'\| \leq 3\rho.$$  

Since $G$ is invertible, one obtains that $z = uG^{-1}$, and $z' = u'G^{-1}$, which leads further to

$$\|z - z'\| = \|(u - u')G^{-1}\| \leq \|u - u'\||G^{-1}\| \leq 3\rho\|G^{-1}\| = 3c,$$

(12)

where the last inequality follows from (12) and the fact that $\|G^{-1}\| \geq \frac{1}{2}\|G_0^{-1}\|$. By applying the Cauchy-Schwarz inequality and relation (13), one obtains that

$$\sum_{i=1}^{n} |z_i - z'_i| \leq \sqrt{\|z - z'\|^2 n} \leq 3c\sqrt{n}.$$  

The above relations in conjunction with (11) and Lemma 2 imply that

$$d_H(\psi_{GM}(u), \psi_{GM}(u'))$$

$$= \sum_{i=1}^{n} d_H(b_{m}(z_i - a_{i,0}), b_{m}(z'_i - a_{i,0}))$$

$$\leq \sum_{i=1}^{n} |z_i - z'_i| \leq 3c\sqrt{n}.$$  

Now the proof is completed.

V. ASYMPTOTIC ANALYSIS

In this section we evaluate the performance of the proposed construction, asymptotically as $R$ goes to $\infty$, i.e., as $v(\Lambda_s)$ and $v(\Lambda_c)$ go to 0. We would like to point out that the asymptotic analysis of performance under the above high resolution assumption is common practice in the MDLVQ literature [14–18, 20]. To this end we will consider a family of MDLVQs as explained next.

First we would like to consider a measure of the rate of the MDLVQ, which does not include the additional redundancy due to the structure imposed on $\gamma$. Denote it by $R_0$ and define it as

$$R_0 \triangleq \frac{1}{n} \log_2 \frac{\text{vol}(A)}{v(\Lambda_s)}.$$  

The motivation for this definition is that the minimum rate needed to encode description $i$ with a fixed-rate coder is $\frac{1}{n} \log_2 \frac{\text{vol}(\mathcal{B}_i)}{v(\Lambda_s)}$, which approaches $R_0$ as $v(\Lambda_s) \to 0$. Clearly, the interesting case is when $\text{vol}(A) > v(\Lambda_s)$, and thus $R_0 > 0$.

Next we introduce the co-redundancy parameter $a$ of the the MDLVQ, defined as follows,

$$a \triangleq \frac{\log_2 v(\Lambda_s)}{\log_2 \frac{\text{vol}(A)}{v(\Lambda_s)}}.$$  

Notice that $a$ can be equivalently expressed as

$$a = \frac{\log_2 N}{nR_0}.$$  

Then the minimum rate to encode the points in the central codebook $\mathcal{B}_c$, using a fixed-rate encoder is $\frac{1}{n} \log_2 \frac{\text{vol}(\mathcal{B}_c)}{v(\Lambda_s)}$, which approaches $R_0(1 + a)$ as $v(\Lambda_s) \to 0$. Thus, since $1 - a = \frac{2R_0}{nR_0(1 + a)}$, the quantity $1 - a$ can be regarded as a measure of the redundancy between the two descriptions.\footnote{Note that for fixed dimension $n$, the value of $1 - a$ does not account for the whole redundancy existing in the system since fixed-rate encoding is suboptimal. However, as we will see shortly, as $R$ and $n$ approach $\infty$, the value of $1 - a$ approaches the true redundancy rate, for memoryless vector sources.}

This observation motivates the use of the term “co-redundancy parameter” for $a$. The above discussion also implies that $0 < a < 1$. Additionally, it can be easily verified that

$$v(\Lambda_s) = v(\Lambda_c) \cdot \psi_{GM}(A) \cdot \frac{1}{n}, \quad N = \frac{(\text{vol}(A))^{\frac{1}{nR_0}}}{\text{vol}(\Lambda_c)}.$$  

For fixed lattices $\Lambda_c, \Lambda_s, \Lambda$ and parameter $a$ satisfying (14), we will consider a family of MDLVQs $\mathcal{F}M(A, \Lambda_c, \Lambda, a) = \{\mathcal{M}(\sigma) | 0 < \sigma \leq 1\}$, where $\mathcal{M}(\sigma)$ is the MDLVQ whose central, side and coarse lattice are, respectively,

$${\Lambda}_c(\sigma) \triangleq {\sigma}{\Lambda}_c, {\Lambda}_s(\sigma) \triangleq {\sigma}{\Lambda}_s, \quad \Lambda(\sigma) \triangleq {\mu}(\sigma){\Lambda}_{\sigma},$$

where $\mu(\sigma)$ will be defined shortly. Then all the MDLVQs in the family have the co-redundancy parameter equal to $a$. Indeed, one has

$$\frac{\log_2 v(\Lambda_c(\sigma))}{\log_2 v(\Lambda_c(\sigma))} = \frac{\log_2 \frac{\text{vol}(A)^{1 + a}}{v(\Lambda_c(\sigma))}}{\log_2 \frac{\text{vol}(A)^{1 + a}}{v(\Lambda_c(\sigma))}}$$

$$= \frac{\log_2 \frac{\text{vol}(A)^{1 + a}}{v(\Lambda_c(\sigma))}}{\log_2 \frac{\text{vol}(A)^{1 + a}}{v(\Lambda_c(\sigma))}}$$

$$= \frac{\log_2 \frac{\text{vol}(A)^{1 + a}}{v(\Lambda_c(\sigma))}}{\log_2 \frac{\text{vol}(A)^{1 + a}}{v(\Lambda_c(\sigma))}}$$

$$= a.$$  

where the second last equality uses the fact that $\log_2 \frac{\text{vol}(\Lambda_c)}{v(\Lambda_c)} = a \log_2 \frac{\text{vol}(A)}{v(\Lambda_c)}$. Further, it can be easily seen that as $\sigma$ approaches 0, the fundamental volume of $\Lambda_c(\sigma)$ and of $\Lambda_c(\sigma)$ approach 0 while $N(\sigma)$, defined as $N(\sigma) \triangleq \frac{v(\Lambda_c(\sigma))}{v(\Lambda_c(\sigma))}$, and $R_0(\sigma)$, defined as $R_0(\sigma) \triangleq \frac{1}{n} \log_2 \frac{\text{vol}(A)}{v(\Lambda_c(\sigma))}$, both approach $\infty$. It is important to emphasize that the family $\mathcal{F}M(A, \Lambda_c, \Lambda, a)$ is defined such that the rate $R_0$ tends to infinity while the
co-redundancy parameter $a$ is fixed. The analysis in this section will be performed on this family as $\sigma \to 0$, which is equivalent to $R_0 \to \infty$. The same asymptotic regime was considered in [14], where the rate is approaching infinity while keeping fixed some parameter which is similar in spirit to our parameter $a$.

We extend all the notations related to an MDLVQ, which were introduced in the previous sections, to $\mathcal{M}(\sigma)$ by adding the parameter $\sigma$ in the notation. Thus, the counterparts of the sets $B_0, B_1$ for $i = 1, 2, B, W, W', C$ will be denoted, respectively, by $B_0(\sigma), B_1(\sigma)$ for $i = 1, 2, B(\sigma), W(\sigma), W'(\sigma), C(\sigma)$. The counterparts of the mappings $\alpha, \gamma, \varphi$ and $\psi$ will be denoted, respectively, by $\alpha(\sigma), \gamma(\sigma), \varphi(\sigma)$ and $\psi(\sigma)$. Finally, the counterparts of $k, R, \kappa_i, m_i$, for $1 \leq i \leq n$, will be denoted, respectively, by $k(\sigma), R(\sigma), \kappa_i(\sigma), m_i(\sigma)$, for $1 \leq i \leq n$. Furthermore, we assume that the IA $\alpha(\sigma)$ is designed as in [14], while the mapping $\gamma(\sigma)$ is constructed as described in Sections III and IV, with $\psi(\sigma)$ based on GMD.

Additionally, we assume that the coarse lattice $\Lambda$ satisfies the condition $V[0 : \Lambda] \supseteq B(W(\sigma))$, where, for any set $S \in \mathbb{R}^n$, $B(S)$ denotes the smallest ball centered at the origin, which contains $S$. Further, we define

$$\mu(\sigma) \triangleq \left( \frac{\text{vol}(B(W(\sigma))))}{\text{vol}(B(W))} \right)^{1/n}. \tag{15}$$

Recall that $\Lambda(\sigma) = \mu(\sigma)\Lambda$. It follows that the condition $V[0 : \Lambda(\sigma)] \supseteq B(W(\sigma))$ is satisfied, implying that $V[0 : \Lambda(\sigma)] \supseteq B(\sigma) \supseteq W(\sigma)$ holds, too. Additionally, notice that the construction of the IA in [14] ensures that $\text{vol}(B(W(\sigma))) = N(\sigma)^{\text{vol}(\Lambda(\sigma))}(1 + o(1)) = \sigma^{\text{dim}(\Lambda)} N\Lambda(\sigma)(1 + o(1))$ as $\sigma \to 0$. This implies that $\text{vol}(B(W(\sigma)) \to 0$ and, further, that $\mu(\sigma) \to 0$ as $\sigma \to 0$.

The following result, whose proof is given in Appendix B, evaluates the rate loss due to the structure of the mapping $\gamma$, asymptotically as $\sigma \to 0$.

**Theorem 2:** Consider a family of MDLVQs

$$\mathcal{FM}(\Lambda_c, \Lambda_s, \Lambda, a) = \{ \mathcal{M}(\sigma) | 0 < \sigma \leq 1 \}$$

for some $0 < a < 1$. Then the following relations hold

$$\frac{1}{n} \log_2 \frac{\text{vol}(P_0)}{\text{vol}(A)} \leq \lim_{\sigma \to 0} \left( R(\sigma) - R_0(\sigma) \right) \leq \frac{1}{n} \log_2 \frac{\text{vol}(P_0)}{\text{vol}(A)} + 1 + \frac{1}{n}, \tag{16}$$

where $P_0$ denotes the smallest parallelepiped with edges parallel to the basis vectors of the lattice $\Lambda$, which contains the set $A$.

Next we will evaluate the asymptotic error correction performance of the mapping $\gamma(\sigma)$. For this we need another lemma. Its proof is deferred to Appendix B.

**Lemma 4:** Consider a family of MDLVQs

$$\mathcal{FM}(\Lambda_c, \Lambda_s, \Lambda, a) = \{ \mathcal{M}(\sigma) | 0 < \sigma \leq 1 \}$$

for some $0 < a < 1$. Then the following relation is valid

$$\lim_{\sigma \to 0} \frac{k(\sigma)}{nR(\sigma)} = a.$$

**Theorem 3:** Consider a family of MDLVQs

$$\mathcal{FM}(\Lambda_c, \Lambda_s, \Lambda, a) = \{ \mathcal{M}(\sigma) | 0 < \sigma \leq 1 \}$$

for some $0 < a < 1$. Assume that channel 2 is BSC($p$).

1) If $a < 1 - H(p)$ then

$$\lim_{\sigma \to 0} P_e(\gamma(\sigma)) = 0, \tag{17}$$

for a suitable choice of the channel code $C(\sigma)$, for $0 < \sigma \leq 1$.

2) Conversely, if there are channel codes $C(\sigma)$, for $0 < \sigma \leq 1$, such that (17) holds then one must have $a \leq 1 - H(p)$.

In this work we use a fixed-rate coder for each description, while the prior work uses entropy-coded MDLVQ. Therefore, it is interesting to assess the rate difference between the fixed-rate and entropy-coded scenarios. In the following development we use different vector dimensions $n$, and will consider a family of MDLVQs $\mathcal{FM}^{(n)}(\Lambda_c^{(n)}, \Lambda_s^{(n)}, \Lambda^{(n)}, a)$ for each $n$. In order to specify the dimension $n$, we add the superscript $(n)$ to the related notations. For instance, notations $A^{(n)}, \mathcal{M}^{(n)}(\sigma), R^{(n)}(\sigma)$ will be used, respectively, for $A, \mathcal{M}(\sigma), R(\sigma)$.

Assume that the input random vector $X$ is memoryless with marginal probability density function (pdf) $f(x)$, i.e., $f(x) = f(x_1) \cdots f(x_n)$, where $x = (x_1, \cdots, x_n)$. Also assume that the pdf $f(x)$ has finite mean $\mu \triangleq \int f(x)dx$, finite variance $\sigma^2 \triangleq \int f(x)(x-\mu)^2f(x)dx$, and finite differential entropy $h(f) \triangleq -\int f(x) \log_2 f(x)dx$. Denote $\mu = (\mu_1, \cdots, \mu_n)$.

We will consider the squared error as a distortion measure and denote by $d_{ic}^{(n)}(\sigma)$, for $i = 0, 1, 2$, the distortions (per sample) obtained by applying the fixed-rate MDLVQ $\mathcal{M}^{(n)}(\sigma)$.

Specifically, $d_{ic}^{(n)}(\sigma)$ is the distortion when both descriptions are decoded, while for $i = 1, 2$, $d_{ic}^{(n)}(\sigma)$ is the distortion when only description $i$ is decoded. Let $d_{ic}^{(n)}(\sigma)$, for $i = 0, 1, 2$, denote the corresponding distortions for the entropy-coded MDLVQ. Denote by $R_{ic}^{(n)}(\sigma)$ the rate of a description in the entropy-coded case and let $R_{ic}^{(n)}(\sigma) = \frac{1}{n} H(Q_{\Lambda}(X))$. Further, define the redundancy rate of the MDLVQ $\mathcal{M}^{(n)}(\sigma)$ as

$$\rho^{(n)}(\sigma) \triangleq \frac{2R^{(n)}(\sigma) - R_{ic}^{(n)}(\sigma)}{R^{(n)}(\sigma)}. \tag{18}$$

The following result is proved in Appendix B.

**Proposition 3:** Assume that the random variables $X_1, X_2, \cdots, X_n$ are drawn i.i.d. according to the pdf $f(x)$, i.e., $f(x) = f(x_1) \cdots f(x_n)$. For each $\epsilon > 0$ and $n \geq 1$, denote

$$A^{(n)}(\epsilon) \triangleq \left\{ x \in \mathbb{R}^n \mid \frac{1}{n} \log_2 f(x) - h(f) \leq \epsilon \right\}.$$

Consider a sequence $\epsilon_n$ of positive values such that $\lim_{n \to \infty} \epsilon_n = 0$ and

$$\lim_{n \to \infty} \mathbb{P}\left[ X \in A^{(n)}(\epsilon_n) \right] = 1. \tag{19}$$

Fix an arbitrary $a, 0 < a < 1$. For each $n \geq 1$ consider a family of MDLVQs $\mathcal{FM}^{(n)}(\Lambda_c^{(n)}, \Lambda_s^{(n)}, \Lambda^{(n)}, a)$ with $\Lambda^{(n)} = \Lambda^{(n)}$. Then the following assertions are true.

7When the vector sequence $x$ is not in $\Lambda^{(n)}$, a special index is transmitted, which is always decoded as the mean $\mu$.

8The existence of a sequence $\epsilon_n$ of positive values such that $\lim_{n \to \infty} \epsilon_n = 0$ and relation (19) holds follows from the Weak Law of Large Numbers.
correction. According to Theorem 3, the mapping achieving channel code exploits its whole redundancy for error correction. By the redundancy rate of the MDLVQ can also be approximated as 

$$C_{\gamma}$$

achieved are equal, asymptotically as 

$$\sigma \to 0$$

and all lattices

$$\mathcal{A}_{\rho}$$

are scaled versions of

$$\mathcal{A}_0$$.

To a capacity achieving channel code for

$$\mathcal{C}$$

linear channel code

$$R = 4$$

is generated by the following matrix

$$\begin{bmatrix}
0 & 0 & 1 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1
\end{bmatrix}$$

The performance of each mapping is measured using the channel distortion at the central decoder, $D_{0,c}$, i.e., the expected squared distance between the reconstruction at the central decoder when the second channel is BSC($p$), and the reconstruction when both descriptions are correct. More specifically, to illustrate the performance we plot the value of $SNR = -10 \log_{10} D_{0,c}$ for various values of the channel error probability $p$. The mapping $\psi$ used in the construction of the structured mapping $\gamma$ is based on GMD. The mapping used for comparison is selected as the best out of ten randomly generated mappings. We consider two MDLVQ examples highlighted next. Their results are illustrated in Fig. 6.

**Example 2:** The settings of this example are $|\mathcal{B}_1| = 1015$, $|\mathcal{B}_2| = 163$, $|\mathcal{B}| = 31$, $N = |\mathcal{W}| = 7$, $k = 3$ and $R = 4.5$. The sets $\mathcal{B}_c$, $\mathcal{B}_2$ and $\mathcal{B}$ are shown in Fig. 4. The linear channel code $\mathcal{C}$ used in the design of the proposed mapping $\gamma$ is generated by the following matrix

$$\begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 1
\end{bmatrix}.$$
thus \(d_H(C) = 4\). The mapping \(\psi_{GM}\) is shown in Fig. 5. It can be easily seen that \(d_{H,W}(\gamma) \geq 2\). Note that \(a \approx \frac{\log_2 N}{\log_2 B_2} = 0.382\), while the rate of the channel code \(C\) is \(k/nR = 0.33\).

**Example 3:** In this case we have \(|B_c| = 6307, |B_1| = |B_2| = 961, |B| = 157, N = |W'| = 7, k = 3 and \(R = 5.5\). The generator matrix of the linear channel code \(C\) is

\[
\begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1
\end{bmatrix}
\]

Therefore, we have \(d_H(C) = 5\), and further \(d_{H,W}(\gamma) \geq 3\), which implies that the decoder can correct all one bit error patterns. The rate of the channel code \(C\) is \(\frac{k}{nR} = 0.273\), while \(a \approx \frac{\log_2 N}{\log_2 B_2} = 0.283\).

As it can be seen from Fig. 6 for both examples the proposed structured mapping outperforms significantly the best out of ten random mappings.

While the proposed mapping was not designed for the scenario when both channels are noisy, it is interesting to evaluate its performance in such a case. In Fig. 7 we plot the SNR values obtained for Example 2 when both channels are noisy. We consider the same random mappings that were tested in the one noisy channel case. Each time we use the same mapping for both descriptions. We observe that the proposed method is always better than or very close to the average performance of the random mappings. Additionally, we plot the performance of the mapping which was the best in the one noisy channel scenario, which is shown to be inferior to the proposed mapping for \(p\) higher than 0.02.

**VII. Conclusion**

This work is concerned with improving the bit-error resilience of multiple description lattice vector quantizers (MDLVQ) when one of the descriptions is received correctly while the other description may carry bit errors. To this end we propose the design of the mapping \(\gamma\) of side lattice points to binary indexes such that the set of all binary sequences corresponding to possible lattice points of the description carrying errors when the error-free description is fixed is a good channel code. Our construction is based on partitioning the set of side lattice points using Voronoi regions of a suitable coarse lattice and mapping the side lattice points in each Voronoi region into a coset of a good linear channel code. Moreover, our design ensures that neighbouring Voronoi regions are mapped to cosets close in Hamming distance. Further, we prove that the error correction performance of the proposed mapping \(\gamma\) approaches the performance of the linear channel code used in its construction, asymptotically as the rate of the MDLVQ goes to \(\infty\). Finally, experimental results show significant improvements in practice by using the proposed mapping compared with a random mapping.

**Appendix A**

**Proof of Results in Section III**

*Proof of Lemma 1:* Fix \(\lambda_1 \in B_1\). Define the mapping \(h: (\lambda_1 + W) \cap B_2 \rightarrow \mathbb{F}_2^n\), such that \(h(\lambda) = \varphi(\lambda \mod \Lambda)\) for every \(\lambda \in (\lambda_1 + W) \cap B_2\). First we will show that \(h\) is injective. Since \(\varphi\) is injective, it is sufficient to prove that the “\(\mod \Lambda\)” operation is injective on \(\lambda_1 + W\). For this take two arbitrary distinct points \(\lambda\) and \(\lambda'\) in \(\lambda_1 + W\). It follows that
\( \lambda - \lambda_1 \) and \( \lambda' - \lambda_1 \) are two distinct points in \( V[0 : \Lambda] \), and, according to [25, eq. (2.29)], their difference is not in \( \Lambda \). This implies that \( \lambda - \lambda' \notin \Lambda \), hence \( \lambda \mod \Lambda \neq \lambda' \mod \Lambda \).

Now let \( C_0 \) be the image of \( h \). Then clearly, \( C_0 \subseteq C \). Since \( h \) is a bijection from \( (\lambda_1 + W) \cap B_2 \) to \( C_0 \), it follows that it has an inverse \( h^{-1} : C_0 \rightarrow (\lambda_1 + W) \cap B_2 \). Then let \( s \triangleq \psi(\lambda_1) \) and define \( \omega \) as follows

\[
\omega(c) \triangleq \gamma(h^{-1}(c)) \oplus s, \text{ for every } c \in C_0.
\]

(20)

Since \( \gamma \) and \( h^{-1} \) are injective, it follows that \( \omega \) is injective, too. Additionally, relation (20) readily implies (5).

Now we are left to prove relation (6). Let \( c \in C_0 \) and \( \lambda = h^{-1}(c) \). Then \( \gamma(h^{-1}(c)) = c \oplus \psi(\lambda_1) \). It follows that \( d_H(e, \omega(c)) = d_H(\psi(\lambda_1)), (\psi(\lambda_1)) \). The fact that \( \lambda \in \lambda_1 + W \) leads to \( (\lambda_1, \lambda_1) \in N \) and relation (6) follows.

**Proof of Theorem 1:** Let \( m = nR \). For any channel code \( A \subseteq F^m_2 \) and each \( c \in A \), let us denote by \( F(c, A) \) the set of \( m \)-bit sequences \( t \) which are mapped to \( c \) by the maximum likelihood decoder. Since \( C \) is a vector subspace of \( F^m_2 \), one has

\[
F(c, C) = c \oplus F(0, C).
\]

for any \( c \in C \), which further implies that \( P_c(C) = \mathbb{P}[e \in F(0, C)] \), where \( e \) denotes the \( m \)-bit error sequence. Before proceeding we need one more notation. For any \( B \subseteq F^m_2 \) and any integer \( \kappa \leq m \), let \( \Gamma_{\kappa} \) denote the Hamming \( \kappa \)-neighbourhood of \( B \) defined as follows [28]

\[
\Gamma_{\kappa}B = \{ t \in F^m_2 | d_H(t, B) \leq \kappa \}.
\]

Now fix an arbitrary \( \lambda_1 \in B_1 \) and let \( A = \gamma((\lambda_1 + W) \cap B_2) \). We will first show that the following holds for every \( c' \in A \):

\[
e \notin \Gamma_{\ell + 1}F(0, C) \Rightarrow c' \in e \in F(c', A).
\]

(21)

The above assertion implies that \( P_c(\gamma) \leq \mathbb{P}[e \in \Gamma_{\ell + 1}F(0, C)] \). Further, according to [28, Proof of Lemma 5.1], one obtains

\[
\mathbb{P}[e \in \Gamma_{\ell + 1}F(0, C)] \leq 2^{\ell+1}m(p_m)\mathbb{P}[e \in F(0, C)],
\]

which further leads to (8).

We are left to prove (21). Note that if \( \Gamma_{\ell + 1}F(0, C) \) is empty then (21) holds trivially. Let us assume that \( \Gamma_{\ell + 1}F(0, C) \) is nonempty and let \( e \in \Gamma_{\ell + 1}F(0, C) \). Then \( d_H(e, F(0, C)) > \ell + 1 \). Moreover, e \( \in F(0, C) \) also holds. First we will prove that for any \( c \in C, c \neq 0 \), the following relation is true

\[
d_H(e, 0) < d_H(e, c) - 2\ell.
\]

(22)

For this, fix some \( c \in C, c \neq 0 \). Let \( d \triangleq w_H(e) \). We assume without loss of generality (wlg) that all 1’s appear in the first \( d \) positions in \( c \) and let \( d_1 \) denote the number of 1’s in the first \( d \) positions in \( e \) and let \( d_0 \) denote the number of 1’s in the last \( m - d \) positions in \( e \). Then, one has

\[
d_H(e, c) - d_H(0, e) = w_H(e \oplus c) - w_H(e) = (d - d_1 + d_0) - (d_1 + d_0) = d - 2d_1.
\]

(23)

Let \( d_2 \triangleq \min(d - d_1, \ell + 1) \) and let \( f \) be the binary sequence obtained from \( e \) by changing \( d_2 \) 0’s from the first \( d \) positions into 1’s. Then \( d_H(e, f) = d_2 \leq \ell + 1 \). Further using the fact that \( d_H(e, F(0, C)) > \ell + 1 \), one obtains that \( f \in F(0, C) \), which in turn leads to \( d_H(f, c) - d_H(0, f) \geq d_2 \). Since

\[
d_H(f, c) - d_H(0, f) = w_H(f \oplus c) - w_H(f) = (d - d_1 - d_2 + d_0) - (d_1 + d_0) = d - 2(d_1 + d_2),
\]

it follows that \( d - 2(d_1 + d_2) \geq 0 \). Using the fact that \( d > 0 \) one obtains that \( d_2 \leq d - d_1 < \ell + 1 \), and further to \( d - 2d_1 - 2(\ell + 1) \geq 0 \). Using now (23), relation (22) follows.

Let us prove now (21). Assume that \( e \in \Gamma_{\ell + 1}F(0, C) \). Take two arbitrary distinct codewords \( c', c'' \in A \). It is sufficient to show that

\[
d_H(c', c' + e) < d_H(c'', c' + e).
\]

(24)

Let \( C_0 \subseteq C, s \in F^m_2 \) and \( \omega \) be as in Lemma 1. Then \( A \oplus s = \omega(C_0) \). Let \( \omega^{-1} : A \oplus s \rightarrow C_0 \) denote the inverse function of \( \omega \) and let \( c \triangleq \omega^{-1}(c' + s) \oplus \omega^{-1}(c'' + s) \) (clearly, \( c \in C \)) and let \( t \triangleq c' \oplus c'' \). Then

\[
w_H(t) = w_H((c' + s \oplus \omega^{-1}(c' + s)) \oplus (c'' + s \oplus \omega^{-1}(c'' + s)))
\]

\[
\leq w_H(c' \oplus s \oplus \omega^{-1}(c' + s)) + w_H(c'' \oplus s \oplus \omega^{-1}(c'' + s))
\]

\[
\leq \ell + \ell = 2\ell,
\]

where the last inequality follows from (6). Further, one obtains

\[
d_H(c', e) = d_H(c'' + c', e) = d_H(c + t, e)
\]

\[
\geq d_H(c + t, 0) \geq d_H(c, e) - 2\ell,
\]

(25)

where the second last relation follows from the triangle inequality, while the last relation is based on \( w_H(t) \leq 2\ell \). Note that \( c \in C \) and \( d_H(c', c'' + e) = d_H(e, 0) \). Then relations (22) and (25) lead to (24), completing the proof.

**Proof of Proposition 1:** Let us fix \( \lambda_1 \in B_1 \) and \( \lambda, \lambda' \in (\lambda_1 + W) \cap B_2, \lambda \neq \lambda' \). Then we need to distinguish between two cases.

**Case 1:** \( Q_\lambda(\lambda') = Q_\lambda(\lambda) \). Then \( d_H(\gamma(\lambda), \gamma(\lambda')) = d_H(\varphi(\lambda \mod \Lambda), \varphi(\lambda' \mod \Lambda)) \geq d_H(C) \), where the last inequality is based on the fact that \( \lambda \mod \Lambda \neq \lambda' \mod \Lambda \), that \( \varphi \) is injective and that \( \varphi(\lambda \mod \Lambda), \varphi(\lambda' \mod \Lambda) \in C \).

**Case 2:** \( Q_\lambda(\lambda') \neq Q_\lambda(\lambda') \). Let \( u = Q_\lambda(\lambda) \) and \( u' = Q_\lambda(\lambda') \). Then relation (4) implies that

\[
w_H(\gamma(\lambda) \oplus \gamma(\lambda')) = w_H(\varphi(\lambda \mod \Lambda) \oplus \psi(u) \oplus \varphi(\lambda' \mod \Lambda) \oplus \psi(u'))
\]

\[
\geq w_H(\varphi(\lambda \mod \Lambda) \oplus \varphi(\lambda' \mod \Lambda))
\]

\[
- w_H(\psi(u) \oplus \psi(u')).
\]

(26)

As in Case 1, one obtains that

\[
w_H(\varphi(\lambda \mod \Lambda) \oplus \varphi(\lambda' \mod \Lambda)) \geq d_H(C).
\]

(27)

Let \( u_1 = Q_\lambda(\lambda_1) \). Then one has \( (u, u_1), (u_1, u') \in N \), which leads to \( w_H(\psi(u) \oplus \psi(u')) \leq w_H(\psi(u) \oplus \psi(u_1)) + \)}
Using equations (28)-(31) and the fact that $\delta_1(\sigma) > 0$ for some variable $\delta_1(\sigma)$ such that $0 \leq \delta_1(\sigma) < 1$.

Furthermore, recall that $\delta_2(\sigma) > 0$ for some variable $\delta_2(\sigma)$ satisfying $0 \leq \delta_2(\sigma) < 1$.

Let $\mathcal{P}(\sigma)$ denote the smallest parallelepiped with edges parallel to the basis vectors of the lattice $\Lambda$, which contains the set $\mathcal{B}(\sigma)$. Then the definition of $\psi_{GM}(\sigma)$ implies that

$$vol(\mathcal{P}(\sigma)) = \kappa_1(\sigma) \times \cdots \times \kappa_n(\sigma) \times v(\Lambda(\sigma)).$$

Using equations (28)-(31) and the fact that $v(\Lambda(\sigma)) = |\mathcal{W}(\sigma)|v(\Lambda_{\sigma}(\sigma))$, it follows that

$$2^{nR(\sigma)} = \frac{vol(\mathcal{P}(\sigma))}{vol(\Lambda_{\sigma}(\sigma))}(1 + \delta_1(\sigma))(1 + \delta_2(\sigma))^n,$$

and further that

$$R(\sigma) = \frac{1}{n} \log_2 \frac{vol(\mathcal{P}(\sigma))}{vol(\Lambda_{\sigma}(\sigma))} + \frac{1}{n} \log_2(1 + \delta_1(\sigma)) + \log_2(1 + \delta_2(\sigma)).$$

Relying further on the facts that $R_0(\sigma) = \frac{1}{n} \log_2 \frac{vol(\Lambda)}{vol(\Lambda_{\sigma}(\sigma))}$ and $0 \leq \delta_1(\sigma), \delta_2(\sigma) < 1$, one obtains that

$$\frac{1}{n} \log_2 \frac{vol(\mathcal{P}(\sigma))}{vol(\Lambda)} \leq R(\sigma) - R_0(\sigma) \leq \frac{1}{n} \log_2 \frac{vol(\mathcal{P}(\sigma))}{vol(\Lambda)} + 1 + \frac{1}{n}.$$

The design of the IA in [14] and the construction of the coarse lattice guarantee that

$$B_2(\sigma) \subseteq \cup_{\lambda \in \Lambda_{\sigma}(\Lambda) \setminus \Lambda_{\sigma}} \{ \lambda + \mathcal{W}(\sigma) \}.$$

Furthermore, recall that $\mathcal{B}(\sigma)$ is the smallest set of lattice points from $\Lambda(\sigma)$ such that $B_2(\sigma) \subseteq \cup_{u \in \mathcal{B}(\sigma)} (u + \mathcal{W}(\sigma))$. These observations, together with the fact that $v(\Lambda_{\sigma}(\sigma))$, $v(\Lambda(\sigma))$ and $v(\Lambda(\sigma))$ all approach $0$ as $\sigma \to 0$, imply that $vol(\mathcal{P}(\sigma)) \to \delta(\mathcal{P})$ as $\sigma \to 0$. Then the claim follows by applying the limit as $\sigma \to 0$ in (32).

Proof of Lemma 4: Consider the same notations as in the proof of Theorem 2. We will first show that

$$|\mathcal{W}(\sigma)| = c_0 N(\sigma)(1 + o(1)), \text{ as } \sigma \to 0,$$

where $c_0 \triangleq \frac{v(\Lambda)}{vol(\mathcal{B}(\sigma))}$. For this notice that

$$|\mathcal{W}(\sigma)| = \frac{vol(\Lambda(\sigma))}{vol(\Lambda_{\sigma}(\sigma))} \frac{(\mu(\sigma)) v(\Lambda)}{v(\Lambda_{\sigma}(\sigma))} = \frac{vol(\mathcal{B}(\mathcal{W}(\sigma)))}{vol(\mathcal{W}(\sigma))} v(\Lambda_{\sigma}(\sigma)) = c_0 \frac{vol(\mathcal{B}(\mathcal{W}(\sigma)))}{vol(\mathcal{W}(\sigma))},$$

where the third equality is based on (15). Using further the fact that $vol(\mathcal{B}(\mathcal{W}(\sigma))) = N(\sigma)(v(\Lambda_{\sigma}(\sigma))(1 + o(1))$ as $\sigma \to 0$, relation (33) follows.

Further, plugging (33) in (29) and applying the logarithm, one obtains that

$$k(\sigma) = \log_2 N(\sigma) + \log_2 (c_0(1 + \delta_1(\sigma))(1 + o(1))) = (\log_2 N(\sigma))(1 + o(1)),$$

as $\sigma \to 0$, where the last equality uses the fact that $\lim_{\sigma \to 0} N(\sigma) = \infty$. Notice that relations (16) in conjunction with the fact that $\lim_{\sigma \to 0} R_0(\sigma) = \infty$ imply that

$$R(\sigma) = R_0(\sigma)(1 + o(1)).$$

Recall that $a = \frac{\log_2 N(\sigma)}{R_0(\sigma)}$. Then equations (34) and (35) imply that

$$\lim_{\sigma \to 0} k(\sigma) = \lim_{\sigma \to 0} \frac{\log_2 N(\sigma)}{R_0(\sigma)} = a,$$

completing the proof.

Proof of Theorem 3: We introduce a few notations first. For integers $0 < m' < m$, an $(m, m')$ linear channel code is an $m'$-dimensional vector subspace of $F_2^m$. For $0 < \epsilon < 1/2$ and $0 < r < 1 - H(q)$, let $E(r, q)$ denote the random coding exponent defined in [23, eq. (5.6.16)]. It is proved in [23, Th. 5.6.4] that $E(r, q) > 0$ and that $E(r, q)$ is a convex function of $r$, for $0 < r < 1 - H(q)$, which implies that $E(r, q)$ is also continuous in $r$.

Let $r(\sigma) \triangleq \frac{k(\sigma)}{nR(\sigma)}$. Let us prove the first claim. Lemma 4 implies that $\lim_{\sigma \to 0} r(\sigma) = a$. Using further the fact that $a < 1 - H(p)$ it follows that there is some $\sigma_0 > 0$ such that for all $0 < \sigma < \sigma_0$, one has $r(\sigma) < 1 - H(p)$. Then, according to [23, Corollary of Theorem 6.2.1], for each $\sigma, 0 < \sigma < \sigma_0$, there exists an $(nR(\sigma), k(\sigma))$ linear channel code $C(\sigma)$ such that the following holds

$$P_e(C(\sigma)) \leq 2^{-nR(\sigma)E(r(\sigma), p)}.$$

Now let $\ell(\sigma) \triangleq d_{H(\mathcal{N})}(\psi(\sigma))$. Using further Theorem 1, one obtains that

$$P_e(C(\sigma)) \leq 2^{-nR(\sigma)(E(r(\sigma), p) - \ell(\sigma) + 1) + nR(\sigma, p)}.$$

Let $c$ be the constant defined in Proposition 2. The value of $c$ is invariant to lattice scaling, therefore it does not depend on $\sigma$. Proposition 2 implies that $\ell(\sigma) \leq 3c\sqrt{n}$. Additionally, since $\lim_{\sigma \to 0} R(\sigma) = \infty$, it follows that for $\sigma$ sufficiently small, one has $\frac{3c\sqrt{n} + 1}{\log_2 \sigma} < \frac{1}{2}$. Using the above observations together with (7) and with the fact that the entropy function $H(\cdot)$ is increasing on $(0, 1/2)$, one obtains that

$$\epsilon(\ell(\sigma) + 1, nR(\sigma), p) \leq \epsilon(3c\sqrt{n} + 1, nR(\sigma), p)$$
for \( \sigma \) sufficiently small. This relation in conjunction with (36) further leads to

\[
P_{e}(\gamma(\sigma)) \leq 2^{-nR(\sigma)(E(r(\sigma), p) - \epsilon(3c\sqrt{n} + 1, nR(\sigma), p))}.
\]  

(37)

The fact that \( \lim_{\sigma \to 0} R(\sigma) = \infty \) implies that \( \lim_{\sigma \to 0} \epsilon(3c\sqrt{n} + 1, nR(\sigma), p) = 0 \). Using further the fact that \( E(r, p) \) is continuous in \( r \), one obtains that

\[
\lim_{\sigma \to 0} (E(r(\sigma), p) - \epsilon(3c\sqrt{n} + 1, nR(\sigma), p)) = 0.
\]

(38)

The above relations, in conjunction with (37) and the fact that \( \lim_{\sigma \to 0} R(\sigma) = \infty \) imply that (17) holds.

Let us prove now the second part. Assume that (17) holds for some choice of the channel codes \( C(\sigma), 0 < \sigma \leq 1 \). Fix some \( A_{1} \in B_{1} \) such that \( (A_{1} + W(\sigma)) \cap B_{2} = A_{1} + W(\sigma) \). When the first description lattice point is \( \lambda_{1} \), the set of possible index for \( j_{2} \) is \( S(\sigma) \triangleq \gamma((A_{1} + W(\sigma))) \). If we regard \( S(\sigma) \) as a channel code then its rate is \( r'(\sigma) = \log_{2}N(\sigma) \). Examining the proof of Lemma 4, it follows that \( \lim_{\sigma \to 0} r'(\sigma) = a \). Then for each \( \epsilon > 0 \) there is \( \sigma_{\epsilon} > 0 \) such that \( r'(\sigma) \geq a - \epsilon \) for all \( 0 < \sigma < \sigma_{\epsilon} \). For each \( \epsilon \) and \( 0 < \epsilon < \sigma_{\epsilon} \) denote the rate-(a - \( \epsilon \)) channel code obtained from \( S(\sigma) \) by removing \( \epsilon N(\sigma) - 2^{nR(\sigma)(a - \epsilon)} \) codewords. Notice that as \( \sigma \to 0 \), the blocklength of the channel code \( S(\sigma) \) approaches \( 0 \). Additionally, one has \( P_{e}(S(\sigma)) \leq P_{e}(S(\sigma)) \leq P_{e}(\gamma(\sigma)) \). Using (17) we obtain that \( \lim_{\sigma \to 0} P_{e}(S(\sigma)) = 0 \). Then, in virtue of the Channel Coding Theorem [24, Th. 8.7.1] one has \( a - \epsilon \leq 1 - H(p) \). Since the previous inequality holds for all \( \epsilon > 0 \) it follows that \( a \leq 1 - H(p) \), concluding the proof.

Proof of Proposition 3: i) In [14] it was shown that, for a smooth pdf \( f(x) \), one has

\[
\lim_{\sigma \to 0} (R_{e}^{(n)}(\sigma) + \log_{2} v(A_{s}^{(n)}(\sigma))) = h(f).
\]

Using, additionally, the fact that

\[
R_{e}^{(n)}(\sigma) = \frac{1}{n} \log_{2} \frac{\text{vol}(A_{s}^{(n)}(\sigma))}{\text{vol}(\hat{A}_{s}^{(n)}(\sigma))}
\]

leads to

\[
\lim_{\sigma \to 0} (R_{e}^{(n)}(\sigma) - R_{e}(\sigma)) = \frac{1}{n} \log_{2} \frac{\text{vol}(A_{s}^{(n)})}{\text{vol}(\hat{A}_{s}^{(n)})} - h(f). \quad (39)
\]

Using arguments similar to those in the proof of [24, Th. 8.2.2] one obtains that

\[
P[X \in A_{s}^{(n)}] = 2^{n(h(f) - \epsilon_{n})} \leq \text{vol}(A_{s}^{(n)}) \leq 2^{n(h(f) + \epsilon_{n})},
\]

which leads to

\[
\frac{1}{n} \log_{2} P[X \in A_{s}^{(n)}] + h(f) - \epsilon_{n} \leq \frac{1}{n} \log_{2} \text{vol}(A_{s}^{(n)}) \leq h(f) + \epsilon_{n}.
\]

(40)

Based on relation (19) and the fact that \( \lim_{n \to \infty} \epsilon_{n} = 0 \), it further follows that

\[
\lim_{n \to \infty} \frac{1}{n} \log_{2} \text{vol}(A_{s}^{(n)}) = h(f).
\]

(41)

Using further relation (38) claim i) follows.

ii) For each \( x \in \mathbb{R}^{n} \) and \( i = 0, 1, 2 \), let \( \hat{x}_{i} \), respectively \( \hat{x}_{i,e} \), denote the reconstruction at the side decoder \( i \), for \( i = 1, 2 \), respectively at the central decoder, for \( i = 0 \), in the fixed-rate MDLVQ, respectively in the entropy-coded MDLVQ. Recall that for \( x \in A_{s}^{(n)} \), we have \( \hat{x}_{i} = \hat{x}_{i,e} \), while for \( x \in \mathbb{R}^{n} \setminus A_{s}^{(n)} \) we have \( \hat{x}_{i} = \mu \), for \( i = 0, 1, 2 \). Let us fix \( i \in \{0, 1, 2\} \).

It follows that

\[
d_{\epsilon}^{(n)}(\sigma) - d_{\epsilon}^{(n)}(\sigma) = \frac{1}{n} \int_{\mathbb{R}^{n} \setminus A_{s}^{(n)}} ||x - \hat{x}_{i,e}||^{2} f(x) dx
\]

\[
- \frac{1}{n} \int_{\mathbb{R}^{n} \setminus A_{s}^{(n)}} ||x - \mu||^{2} f(x) dx,
\]

which further implies that

\[
d_{\epsilon}^{(n)}(\sigma) \leq d_{\epsilon}^{(n)}(\sigma) + \frac{1}{n} \int_{\mathbb{R}^{n} \setminus A_{s}^{(n)}} ||x - \mu||^{2} f(x) dx.
\]

Thus, to prove the claim it is sufficient to show that

\[
\lim_{n \to \infty} \frac{1}{n} \int_{\mathbb{R}^{n} \setminus A_{s}^{(n)}} ||x - \mu||^{2} f(x) dx = 0. \quad (42)
\]

Now notice that

\[
\frac{1}{n} \int_{\mathbb{R}^{n} \setminus A_{s}^{(n)}} ||x - \mu||^{2} f(x) dx \leq \frac{1}{n} \int_{\mathbb{R}^{n} \setminus S_{\zeta}^{(n)}} ||x - \mu||^{2} f(x) dx
\]

\[
+ \frac{1}{n} \int_{S_{\zeta}^{(n)}} ||x - \mu||^{2} f(x) dx. \quad (43)
\]

The definition of \( S_{\zeta}^{(n)} \) implies that

\[
\frac{1}{n} \int_{S_{\zeta}^{(n)}} ||x - \mu||^{2} f(x) dx \geq (\sigma^{2} - \zeta_{n}) P[X \in S_{\zeta}^{(n)}].
\]

Then

\[
\frac{1}{n} \int_{\mathbb{R}^{n} \setminus S_{\zeta}^{(n)}} ||x - \mu||^{2} f(x) dx
\]

\[
= \frac{1}{n} \int_{\mathbb{R}^{n} \setminus S_{\zeta}^{(n)}} ||x - \mu||^{2} f(x) dx - \frac{1}{n} \int_{S_{\zeta}^{(n)}} ||x - \mu||^{2} f(x) dx
\]

\[
\leq \sigma^{2} - (\sigma^{2} - \zeta_{n}) P[X \in S_{\zeta}^{(n)}].
\]

Relation (41) and the fact that \( \lim_{n \to \infty} \zeta_{n} = 0 \) further imply that

\[
\lim_{n \to \infty} \frac{1}{n} \int_{\mathbb{R}^{n} \setminus S_{\zeta}^{(n)}} ||x - \mu||^{2} f(x) dx = 0. \quad (44)
\]

Further, one obtains that

\[
\lim_{n \to \infty} \frac{1}{n} \int_{S_{\zeta}^{(n)}} ||x - \mu||^{2} f(x) dx
\]

\[
\leq \lim_{n \to \infty} (\sigma^{2} + \zeta_{n}) \left(1 - P[X \in A_{s}^{(n)}]\right) = 0. \quad (45)
\]
Finally, relations (42), (43) and (44) imply that (40) holds, and
the proof of claim ii) is completed.

iii) Using (18) one obtains

\[
\rho^{(n)}(\sigma) - (1 - a) = \frac{(1 + a)R^{(n)}(\sigma) - R_{e,c}^{(n)}(\sigma)}{R^{(n)}(\sigma)}
\]

\[
= \frac{(1 + a)(R^{(n)}(\sigma) - R_{0}^{(n)}(\sigma))}{R^{(n)}(\sigma)}
\]

\[
+ \frac{(1 + a)R_{0}^{(n)}(\sigma) - h(f) + \frac{1}{n} \log_2(v(\Lambda_{e}^{(n)}(\sigma)))}{R^{(n)}(\sigma)}
\]

\[
+ \frac{h(f) - \frac{1}{n} \log_2(v(\Lambda_{e}^{(n)}(\sigma))) - R_{e,c}^{(n)}(\sigma)}{R^{(n)}(\sigma)}.
\]

The first term in the last expression approaches 0, as \(\sigma \to 0\),
and the numerator is bounded in virtue of Theorem 2. The last term also approaches 0, as \(\sigma \to 0\),
while the numerator approaches \(\infty\), since \(R^{(n)}(\sigma) \to \infty\),
and the numerator goes to 0 [14]. Therefore, it is sufficient to show that

\[
\lim_{n \to \infty} \lim_{\sigma \to 0} \left(1 + a\right)R_{0}^{(n)}(\sigma) - h(f) + \frac{1}{n} \log_2(v(\Lambda_{e}^{(n)}(\sigma))) = 0.
\]

(45)

From the definition of \(a\) and \(R_{0}^{(n)}(\sigma)\) we obtain that

\[
(1 + a)R_{0}^{(n)}(\sigma) = \frac{1}{n} \log_2\left(\frac{N \omega(\Lambda^{(n)}(\sigma))}{\omega(\Lambda_{e}^{(n)}(\sigma))} \right) = \frac{1}{n} \log_2\left(\frac{\omega(\Lambda^{(n)}(\sigma))}{\omega(\Lambda_{e}^{(n)}(\sigma))} \right).
\]

Then (45) becomes equivalent to

\[
\lim_{n \to \infty} \lim_{\sigma \to 0} \frac{1}{n} \log_2\left(\frac{\omega(\Lambda^{(n)}(\sigma))}{\omega(\Lambda_{e}^{(n)}(\sigma))} \right) - h(f) = 0,
\]

which is true based on (39), the fact that \(\Lambda_{e}^{(n)} = \Lambda^{(n)}\) and
\(\lim R^{(n)}(\sigma) = \infty\).

\[\Box\]
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