
5808 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 68, NO. 9, SEPTEMBER 2020
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Abstract— The joint base matrix BJ of the joint source-channel
coding (JSCC) system based on double protograph low-density
parity-check (DP-LDPC) codes consists of four components,
namely, the source code Bs, the channel code Bc, the type-
1 connection edge BL1 and the type-2 connection edge BL2, each
having a non-negligible influence on the system performance. Dif-
ferent from the traditional component-specific design approach,
we propose a joint design and optimization algorithm based
on the idea of multi-objective differential evolution (MODE).
Specifically, we consider the optimization of the DP-LDPC JSCC
system through joint design of three components Bs, Bc, BL1 and
all four components Bs, Bc, BL1, BL2, respectively. The proposed
algorithm has low search complexity due to the reduction in
size and element value of base matrices. The joint protograph
extrinsic information transfer (JPEXIT) analyses and the simu-
lation results demonstrate that the resulting JSCC system is free
from a high error floor, requires fewer number of iterations for
reaching the same bit error rate (BER) and achieves significant
coding gains as compared to the state-of-the-art. Our DP-LDPC
JSCC system is also shown to outperform its separation-based
counterpart by a wide margin.

Index Terms— Joint design, JSCC system, DP-LDPC,
multi-objective differential evolution (MODE).

I. INTRODUCTION

COMPARED to the conventional source-channel sepa-
ration paradigm, joint source-channel coding (JSCC)

is known to be more efficient in exploiting source/channel
charateristics and enable better coordination between source
and channel encoders/decoders. As such, JSCC technolo-
gies are able to offer significant improvement over their
separation-based counterparts in terms of achievable through-
put, system complexity, energy efficiency, and end-to-end
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latency [1]–[4]. These advantages render JSCC particularly
attractive for speech, image, and video transmission [5]–[9].
JSCC has also found applications in many other scenarios
(e.g., underwater communications [10]).

There are many approaches to developing JSCC schemes,
with apparatus ranging from space-filling curves [10] to deep
neural networks [9]. The particular approach adopted in the
present work can be traced back to Gallager’s remarkable
doctoral dissertation [11]. Specifically, in [11], Gallager pro-
posed a new class of linear block error-correcting codes
named low-density parity-check (LDPC) codes, which can
be represented by very sparse check matrices [11]. LDPC
codes began to attract the attention of the research community
in 80s, and were extended with the code graphs introduced by
Tanner [12]. However, due to the lack of structure, traditional
LDPC codes have high encoding and decoding complexity,
which, to a certain extent, limits their application in commu-
nication systems. For this reason, significant effort has been
devoted to designing more efficient LDPC codes. In 2003,
Thorpe proposed a new kind of structured LDPC codes based
on a template called protograph (consequently, such codes are
called protograph LDPC (P-LDPC) codes). A protograph is a
Tanner graph with a relatively small number of nodes, which
can be used to construct LDPC codes of arbitrary size and
predict the performance of the resulting codes [13]. P-LDPC
codes admit efficient encoding and decoding, and are amenable
to hardware implementation [14]. Moreover, compared with
traditional LDPC codes, P-LDPC codes have superior error
correction performance [14], [15].

There has been extensive research on P-LDPC codes,
which can be viewed as a subclass of multi-edge type LDPC
codes [16]. Divsalar et al. proposed methods for construct-
ing P-LDPC codes with low thresholds and linear minimum
distance growth (low error floor), and used them to design a
series of codes with good performance [14], [15], [17]–[19].
Nguyen et al. constructed rate-compatible P-LDPC codes for
a wide range of rates under various requirements [20]–[22].
In [23], Uchikawa designed a new family of non-precoded
P-LDPC codes with good performance under the circum-
stances of small decoding iterative number. In addition,
large-girth P-LDPC code sequences with block-error thresh-
olds were studied and constructed deterministically [24]. The
optimization of P-LDPC codes for non-standard channels was
studied in [25]. See also [26], [27] for some most recent work
on the applications of P-LDPC codes.
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By exploiting the redundant information in source data
to perform joint decoding at the decoder end, JSCC is
able to achieve significant coding gains compared with
separation-based coding. LDPC codes were originally devel-
oped for channel coding, and were known to be able to
approach the Shannon limit under iterative decoding [28].
In 2010, unstructured regular LDPC codes and irregular
LDPC codes were introduced into JSCC and developed to the
double LDPC (D-LDPC) system [29]. The double P-LDPC
(DP-LDPC) JSCC system [30] is a variant of the D-LDPC sys-
tem with the traditional LDPC codes replaced by the P-LDPC
codes, which have simpler constructions and better code rate
extensibility. Simulation results show that the DP-LDPC JSCC
system has better performance compared with its D-LDPC
counterpart.

A. Related Work and Motivation

Recent years have seen a growing body of literature on the
DP-LDPC JSCC system. Firstly, it was found in [30] that the
source statistics have a significant impact on the performance
of the JSCC system (see [31] and [32] for further discussions).
An important observation is that the bit error rate (BER)
performance improves along with the decrement of the source
entropy [30]–[32]. With this observation in mind, the source
PEXIT [33] was proposed to calculate the source decoding
threshold, which helped to lower the error floor of source codes
for different rates and different source statistics. Secondly,
significant amount of research was devoted to optimizing the
code design. The channel code was redesigned to improve
the waterfall performance of the DP-LDPC system, and the
joint protograph extrinsic information transfer (JPEXIT) was
put forward to analyze the threshold of the joint base matrix
BJ [34]. The source P-LDPC code was optimized to improve
the error-floor performance [35]. In addition, to lower the
error floor of the JSCC system, linking edges (i.e., BL2)
were added between the check nodes (CNs) of the channel
code and the variable nodes (VNs) of the source code, which
was equivalent to increasing the amount of information about
the source bits available in the decoding process [36]. The
edge connection (BL1 or BL2) was studied for the DP-LDPC
JSCC system in [37], [38]. To fully explore the influence
of the first type of connection edge BL1, an algorithm for
searching the optimal BL1 was proposed in [38] to improve
the waterfall performance of the system when the source
code and the channel code were fixed. The application
of the DP-LDPC JSCC system in image transmission has
also been studied, and effective schemes have been put
forward [39], [40].

There have also been some efforts to perform joint optimiza-
tion. A JSCC system with improved waterfall performance
was designed in [41] by using a source code Bs and channel
code Bc pair with lower decoding threshold than the classical
reference code pairs. In view of the influence of the variable
node of degree-2 on the DP-LDPC JSCC system, the source
code Bs or the channel code Bc with different number of
degree-2 VNs was designed to improve the performance of
the waterfall area of the system [42]. Note that [41] and [42]
only optimize two components in the joint base matrix, and

neglect the influence of two types of connection edges on the
DP-LDPC JSCC system.

In summary, the existing works exclusively focus on opti-
mizing one or two components of the the joint base matrix
BJ, and there is no comprehensive method that can handle
the optimimization of all four components simultaneously.
Against this backdrop, the present paper aims to develop
a systematic approach to addressing the joint component
optimization problem.

B. Contribution

In order to optimize BJ more efficiently, this paper proposes
a new algorithm for joint component design based on the
idea of multi-objective differential evolution (MODE) [43].
The proposed algorithm takes into account various influenc-
ing factors simultaneously in system design, such as source
distribution, code rate, code length, row weight, column
weight, and even the range of specific element value of
the code. Specifically, we design BJ by jointly optimizing
three components Bs, Bc, BL1 and all four components Bs,
Bc, BL1, BL2, respectively, to avoid high error floor and
achieve lower decoding threshold simultaneously. It is shown
that the resulting JSCC system significantly outperforms its
separation-based counterpart in terms of energy efficiency.
Moreover, the designed base matrices have smaller size and
element values, which effectively reduces the search com-
plexity and facilitates the encoding/decoding process. As a
consequence, our system achieves lower end-to-end latency
compared with the state-of-the-art, rendering it more favorable
for delay-sensitive applications.

The rest of this paper is organized as follows. Section II
describes the JSCC system model and related notations.
Section III presents a new algorithm for optimizing the joint
base matrix together with two application examples. The
simulation and comparison results are shown in Section IV.
Finally, we conclude the paper in Section V.

II. SYSTEM MODEL AND RELATED NOTATIONS

For the sake of clarity, the block diagram of the DP-LDPC
JSCC system in this paper is shown in Fig. 1. The system
formed by the serial connection of two P-LDPC codes where
the outer and the inner codes perform source compression
and channel coding, respectively, at the sending end. The
source s is first compressed by the outer P-LDPC code into
sequence b at the source encoder. This is followed by channel
coding with the inner P-LDPC code. Then, binary phase shift
keying (BPSK) is adopted to modulate the codeword c before
transmission over the additive white Gaussian noise (AWGN)
channel. Finally, at the decoder, the source sequence ŝ is
reconstructed by the joint source-channel (JSC) decoder using
the joint belief propagation (BP) algorithm.

Fig.2 depicts the Tanner graph of the DP-LDPC system.
The black squares represent the CNs of the source code
and the channel code. The black, white and gray circles
indicate the source VNs, the punctured channel VNs and the
transmitted channel VNs, respectively. The source P-LDPC
(left) is represented by the base matrix Bs of size ms×ns; its
VNs and CNs specify the source output and the compressed
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Fig. 1. The block diagram of the DP-LDPC JSCC system.

Fig. 2. The Tanner graph of the DP-LDPC JSCC system with two types of
edge connections.

source sequence, respectively. The right side of the figure is
the channel P-LDPC code, which is represented by the base
matrix Bc of size mc×nc. Type-1 link base matrix BL1, which
is of dimension ms × nc, specifies the connections between
the CNs of the source code and the VNs of the channel code.
Type-2 link base matrix BL2, which is of dimension mc×ns,
specifies the connections between the VNs of source code and
the CNs of channel code. The whole Tanner graph can be
represented by a single joint base matrix defined as

BJ =
[

Bs BL1

BL2 Bc

]
, (1)

where the dimension of the joint base matrix BJ is
(ms + mc)× (ns + nc). Note that the output compressed bit
sequence of the source code serves as the input information
sequence of the channel code. So the sizes of Bs and Bc in
BJ must obey the matching condition:

nc −mc = ms. (2)

The minimum expansion is performed using the progressive
edge growth (PEG) algorithm [44] to ensure that the matching
condition is satisfied (if the original base matrix does not meet
this condition).

The PEG algorithm is then employed to obtain the
corresponding joint parity-check matrix HJ of dimension
(Ms + Mc)×(Ns + Nc) by “copy-and-permute” operation on
the joint base matrix BJ. The matrix is given by

HJ =
[

Hs HL1

HL2 Hc

]
, (3)

where Hs with size Ms ×Ns is the source code parity-check
matrix, Hc with size Mc×Nc is the channel code parity-check
matrix, HL1 with size Ms×Nc specifies connections between

the CNs of source code and the VNs of channel code, and HL2

with size Mc×Ns specifies connections between the VNs of
source code and the CNs of channel code.

Since each CN of the source code is connected to a single
VN of the channel code forming the systematic part of the
channel codeword, BL1 and the corresponding HL1 can be
written in the form of [0, I], where 0 and I denote the
zero matrix (meaning no connection) and the identity matrix,
respectively. Therefore, HJ can be expressed as:

HJ =
[

Hs 0 I
HL2 Hc

]
. (4)

In order to understand the encoding and decoding process
of the system, the two parts of the encoder and the decoder
will be described in detail.

A. Encoder

Let s = (s1, s2, . . . , sn) ∈ {0, 1}n be a binary i.i.d. source.
The source entropy is given as follows

Hp = −p log2 p− (1 − p) log2(1− p), (5)

where p is the probability of “1” and p �= 0.5.
The encoding process of the DP-LDPC JSCC system con-

sists of the following steps:
(1) The source sequence s is first compressed by the source

encoder parity-check matrix matrix Hs. Compute b = s ·HT
s ,

where b is the compressed bit sequence. Note that this step is
the source coding step.

(2) Combine sp and b as [sp, b], i.e., the horizontal cascade
of sequences sp and b, where sp is the part of s connected by
the CNs of the channel code.

(3) The codeword is obtained by c = [sp, b] · GL2c =
[sp, b] · [I,PT] = [[sp, b] · I, [sp, b] · PT] = [sp, b, p], where
GL2c is an (Ns + Nc −Mc) × (Ns + Nc) generator matrix
whose parity-check matrix is given by the horizontal cascade
of the matrices HL2 and Hc. Then GL2c · [HL2,Hc]

T = 0 and
GL2c = [I,PT]. In addition, p = [sp, b] ·PT. Note that this step
is the channel coding step.

(4) Transmit c after puncturing sp. If the channel code is
a punctured P-LDPC code, the corresponding parity bits are
punctured before transmitting the codeword.

There are two special cases. In one case, the sp is 0, then the
corresponding type-2 link base matrix BL2 is a zero matrix.
In the other case, sp = s, then the corresponding BL2 is a full
rank matrix, which establishes the connections of the CNs of
Bc to all the VNs of Bs. In the overall design and optimization,
we will treat zero and non-zero BL2 separately.

B. Decoder

The joint source and channel (JSC) decoder of the
DP-LDPC JSCC system implements the BP algorithm with
the goal of producing a source reconstruction ŝ. Specifically,
the JSC decoder outputs ĉ = [̂s1−p, ŝp, b̂, p̂] that satisfies
ĉ ·HJ

T= 0, where [̂sp, b̂, p̂] is the channel codeword recovered
through decoding, and ŝ = [̂s1−p, ŝp] is a reconstruction of
source sequence s = [s1−p, sp] with s1−p denoting the residual
part of information bits that are not connected in s.
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Let Lv
s and Lv

c be the initial log-likelihood ratios (LLRs) of
the source code VNs and the channel code VNs, respectively.
We use Lv,c

it (Lc,v
it) to represent the LLR passed from the v-th

VN (c-th CN) to the c-th CN (v-th VN) in the it-th iteration.
The decoding process can be expressed as follows:

(1) Initialization of Lv
s and Lv

c:

Lv
s = ln

1− p

p
, v = 1, . . . , Ns, (6)

Lv
c = ln

Pr(xv =+1|yv)
Pr(xv =−1|yv)

=
2yv

σ2
, v=Ns + 1, . . . , Ns + Nc,

(7)

where Pr(·) denotes the probability function, yv = xv +
nv denotes the v-th received signal transmitted through the
channel, xv ∈ {−1, +1} is the signal modulated by BPSK
with the mapping rule 0 → +1 and 1 → −1, nv ∼ (0, σ2)
is the variance of the Gaussian channel noise. If the channel
VN is punctured, the received bit yv = 0 and consequently its
initial LLR value is 0.

(2) The LLRs passed from the VNs to the CNs:

Lv,c
it = Lv

s +
∑
c′ �=c

Lc′,v
it−1, v = 1, . . . , Ns, (8)

Lv,c
it = Lv

c +
∑
c′ �=c

Lc′,v
it−1, v = Ns + 1, . . . , Ns + Nc,

(9)

where c′ �= c denotes all CNs connected to the v-th VN exclud-
ing the c-th CN.

(3) The LLRs passed from the CNs to the VNs:

tanh(
Lc,v

it

2
)=

∏
v′ �=v

tanh(
Lv′,c

it−1

2
), c=1, . . . , Ms + Mc,

(10)

where v′ �= v denotes all VNs connected to the c-th CN
excluding the v-th VN.

(4) The final posterior LLRs of the source P-LDPC code
VNs when the set maximum number of iterations it-max is
reached:

L(sv) = Lv
s +

∑
c

Lc,v
it−max, v = 1, . . . , Ns . (11)

(5) Reconstruction of the source bits:

ŝv =

{
0, L(sv) ≥ 0
1, L(sv) < 0.

(12)

In summary, each iteration consists of two parts. In the first
half iteration the LLRs are passed from the VNs to the CNs
while in the second half iteration the LLRs are passed from the
CNs to the VNs. When the maximum number of iterations is
reached, the joint decoding process stops, and the source bits
are estimated according to the final posterior LLRs (L(sv)) of
the source P-LDPC code VNs.

III. DESIGN METHOD AND OPTIMIZATION PROCESS

In this paper, an algorithm based on MODE is proposed for
the design of joint base matrix by optimizing all components
simultaneously. The algorithm aims to not only improve the
performance in the waterfall area but also reduce the error
floor. It takes the source threshold, joint source channel
code threshold and the factors affecting the properties of
the P-LDPC code as the control variables and constraints.
Binomial crossover and difference vector mutation are used
to automatically adjust the parameters of the differential
evolution strategy. The feasibility and effectiveness of the
proposed design and optimization algorithm is verified by the
experimental results.

In this section, the search method—MODE—used in our
code design and optimization is described. Then the design
procedure and the new P-LDPC code construction examples
are presented.

A. Properties and Corresponding Influencing Factors in BJ

The attributes and the associated influencing factors of a
good P-LDPC code are summarized as follows.

(i) Low iterative decoding threshold
a. According to [14], a good protograph should contain

one or more degree-1 VNs, one very high degree VN and
several degree-2 VNs. Specifically, degree-1 VNs (accumu-
lators) serve as pre-coders to improve the iterative decoding
threshold; they do not affect the growth of minimum distance
with codeword length. Including one very high degree VN and
several degree-2 VNs can also improve the iterative decoding
threshold.

b. If puncturing is required, search for the optimal punctur-
ing pattern that results in the lowest threshold.

(ii) Linear minimum distance growth
a. The number of degree-2 VNs in Bc is at most mc−mp−

1, where mp is the number of pre-coders.
b. The number of degree-2 VNs in BJ is at most mJ −

mp − 1, where mJ = ms + mc is the number of CNs of BJ.
c. Bs, Bc and BJ do not contain CNs of degree 1.
(iii) Computational complexity and searching complexity in

the optimization process
Let K denote the maximum value of the elements in the

matrix. The larger the K value and the sizes of base matrices,
the larger the search space becomes, which leads to higher
computational complexity and searching complexity in the
optimization process [14], [20].

B. The Objective Function

The MODE algorithm aims to solve the so-called multi-
objective optimization problem (MOP), for which multiple
optimization objective functions are simultaneously minimized
or maximized subject to a series of equality and inequality
constraints. The joint design and optimization problem con-
sidered in this work is a MOP with two optimization objective
functions, which can be formulated as follows:

min
BJ∈R

[Th(BJ),−STh(BJ)] (13)

s.t. R (14)
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where Th(BJ) and STh(BJ) are two optimization objective
functions, which are the decoding threshold (calculated by the
JPEXIT) and the source threshold (calculated by the source
PEXIT) of BJ. R is the feasible domain that meets conditions
(i) ∼ (iii) in Section III(A).

In addition, the following constraints are also imposed on
Th(BJ) and STh(BJ):

(1) Th-min < Th(BJ) < Th-max, where Th-min is the
Shannon limit, and Th-max is the decoding threshold of the
classic codes to be surpassed.

(2) STh(BJ) > p, which ensures that the designed BJ can
meet the requirement of BER reaching 10−6.

C. The Joint Design and Optimization Algorithm

The Differential Evolution (DE) algorithm [45] is a
group-based random search algorithm. This paper extends
the DE algorithm to solve the multi-objective optimiza-
tion problem. The optimization variables are expressed as
four-component basis matrices in the evolutionary population.
The algorithm starts the exploration of the search space by
randomly selecting the initial candidate solutions within the
boundaries. The flow chart of the proposed joint design and
optimization algorithm is shown in Fig.3. And the specific
operation steps are described in detail as follows.

Input:
(i) The MOP is optimized with two objectives: Th(BJ) and

STh(BJ).
(ii) The feasible domain of search space R: conditions (i) ∼

(iii) in Section III(A).
(iii) Initialization of parameters:
a. The source statistic p, the source code rate Rs, the channel

code rate Rc, the base matrices sizes ms, ns, mc, nc, the preset
maximum and minimum values Th-min and Th-max are given.

b. Select the size of candidate matrices per generation
NP (the selection range of low-dimensional simple prob-
lems is [15, 35] and that of high-dimensional complex prob-
lems is [30, 50]), the maximum evolution generation Gmax,
crossover factor CR ∼ [0, 1] (the selection intervals are
[0.6, 0.8] and [0.1, 0.5] for single-peak function and complex
multi-peak function, respectively), scaling factor F ∼ [0, 2]
(with the recommendation of interval [0.5, 1]). See [43] for
the selection of these parameters. The maximum value of the
element in the base matrix is K.

step 1: Generate initial base matrices BJ
1
(pop) (BJ

G
(pop)

denotes the pop-th matrix in the G-th generation, pop=1,
2, . . . ,NP, G=1, 2, . . . ,Gmax). BJ

1
(pop) consists of the initial

base matrices of four components Bs
1
(pop), Bc

1
(pop), BL1

1
(pop)

and BL2
1
(pop). BJ

1
(pop) (pop > 1) is generated by replacing

the element in BJ
1
(pop−1), except fixed elements, with values

randomly chosen from 0, 1, …, K . Each joint base matrix
generated by this process satisfies constraints (i) ∼ (iii) in
Section III(A).

step 2: Calculate the fitness values Th(·) and STh(·) of each
joint base matrix in the initial generation.

step 3: Perform differential operations (i.e., mutation and
crossover) on the joint base matrices in the parent-generation
to produce the child-generation joint base matrices, and calcu-
late the fitness values of the corresponding joint base matrices.

Fig. 3. The flow chart of the proposed joint design and optimization
algorithm.

step 4: The child-generation joint base matrices and the
parent-generation joint base matrices obtained by the differ-
ential operation will be compared based on the concept of
dominance relationship to generate a new generation of joint
base matrices.

a. When the matrix in the child-generation dominates the
matrix of the parent-generation, the parent-generation is aban-
doned and replaced by the former.

b. When the matrix in the parent-generation dominates the
matrix of the child-generation, the latter is abandoned, while
the former remains unchanged.

c. When the matrix in the parent-generation and the matrix
in the child-generation do not dominate each other, then the
latter is added to the current generation.

step 5: The size of the new generation obtained in step 4 is
between NP and 2×NP, so it is necessary to perform a cut-off
operation to construct a next generation of joint base matrices.
To perform so-called cut-off, we first rank the individuals
non-dominantly and calculate their crowding distance, then
select the top NP joint base matrices to form a new generation
according to the ranking level and the crowding distance.

Step 6: Preset a maximum number of evolution iterations
Gmax. If the maximum number of iterations is not reached, let
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Algorithm 1 The Joint Design and Optimization Algorithm
1: Set p, Rs, Rc, ms, ns, mc, nc, Th-min, Th-max, NP,

Gmax, CR, F , and K;
2: for pop=1, 2, …, NP do
3: Generate initial base matrices Bs

1
(pop), Bc

1
(pop),

BL1
1
(pop), and BL2

1
(pop) according to required properties

(see Section III(A));
4: Combine them to form the initial joint basis matrix

BJ
1
(pop);

5: Calculate the fitness values Th(BJ
1
(pop))

and STh(BJ
1
(pop));

6: end for
7: for G=2, 3, …, Gmax do
8: for pop=1, 2, …, NP do
9: Perform differential operations on BJ

G−1
(pop) to

produce BJ
G
(pop);

10: Calculate the fitness values Th(BJ
G
(pop)) and

STh(BJ
G
(pop));

11: if BJ
G
(pop) dominates BJ

G−1
(pop)

12: BJ
G
(pop) ← BJ

G
(pop);

13: else
14: if BJ

G−1
(pop) dominates BJ

G
(pop)

15: BJ
G
(pop) ← BJ

G−1
(pop);

16: else
17: BJ

G
(pop) ← BJ

G−1
(pop);

18: BJ
G
(NP+pop) ← BJ

G
(pop);

19: end if
20: end if
21: end for
22: for pop=1, 2, …, NP+pop do
23: Non-dominant sorting and crowding distances

calculation of BJ
G
(pop);

24: end for
25: select the top NP joint base matrices to form a new

BJ
G
(pop);

26: end for
27: output: BJ

opti, Th(BJ
opti).

the number of generation G = G + 1 and return the operation
to step 3. Otherwise, the Pareto optimal solution set of the
problem is output and the operation is terminated.

See Algorithm 1 for the pseudo-code of the joint design and
optimization algorithm, where BJ

opti represents the optimal
joint base matrix obtained through the proposed algorithm.

D. Design and Optimization Example 1

For the first example, we consider the joint design and
optimization problem with type-2 connection edges excluded,
that is, BL2 = 0.

1) Initialization of Parameters: To facilitate the compar-
isons with the optimal codes designed in the literature [41]
and [42], the source code and the channel code with rate
1/2 are designed for the i.i.d. Bernoulli source with p = 0.04.
The sizes of Bs and Bc are chosen to be 2 × 4 and 3 × 5
(i.e., one VN needs to be punched), while the sizes of

two types of connection matrices BL1, BL2 and the joint
base matrix BJ are 2 × 5, 3 × 4, and 5 × 9, respectively.
Moreover, we set the size of candidate matrices per generation
NP = 35, maximum evolution generation Gmax = 500, cross
factor CR = 0.8, scaling factor F = 0.5, and the maximum
element value K = 3.

2) Initialization of the Joint Base Matrix: Taking into
account the required properties of a good P-LDPC code (see
Section III(A)), the system characteristics and the fact that
BL1 is not connected to the pre-coder (degree-1 part or a rate-
1 accumulation) [20] column, the initial joint base matrix is
set as

BJ
1
(1) =

⎡
⎢⎢⎢⎣

1 1 1 1 0 1 0 0 0
1 1 1 1 0 0 1 0 0

1 1 1 1 0
0 0 1 1 1 1

0 1 1 1 1

⎤
⎥⎥⎥⎦ , (15)

where the elements in the last column of Bs, the first and the
last columns of Bc, BL1, and BL2 are fixed. If more than one
VN with the highest degree exist, one of them will be chosen
arbitrarily and punctured. Another point to note is that BL1 is
not linked with the pre-coder because the performance of the
DP-LDPC JSCC system is unstable otherwise.

The optimized joint base matrix obtained by the proposed
joint design and optimization algorithm is as follows:

BJ
opti_1 =

⎡
⎢⎢⎢⎣

2 2 1 1 0 1 0 0 0
1 1 2 1 0 0 1 0 0

1 2 2 1 0
0 0 1 1 1 1

0 0 2 1 1

⎤
⎥⎥⎥⎦ , (16)

where, for Bc, the third VN is punctured.
In addition, since increasing the code length tends to reduce

the error floor to a certain extent, we consider a relaxed version
of the optimization problem by removing a of condition (ii) in
Section III(A), which yields the following joint base matrix:

BJ
opti_2 =

⎡
⎢⎢⎢⎣

1 2 1 1 0 1 0 0 0
2 1 2 1 0 0 1 0 0

1 1 3 0 0
0 0 0 2 1 1

0 1 1 1 1

⎤
⎥⎥⎥⎦ , (17)

where the third VN of Bc is punctured. Note that the joint
base matrix designed under the relaxed conditions can be
regarded as a design for long codewords, and the joint base
matrix designed under the unrelaxed conditions correspond-
ing Equation (16) can be applied to short-to-moderate-length
codewords.

For convenience of description, the joint base matrix corre-
sponding to the code pairs (Bs1, Bc1) optimized for long code-
words in [41] is denoted as BJ_1 [41]. The joint base matrix
corresponding to the code pairs (Bs3, Bc1) optimized for
short-to-moderate-length codewords is denoted as BJ_3 [41].
The optimal joint base matrix corresponding to Equation (14)
optimized for short-to-moderate-length codewords in [42] is
denoted as BJ [42]. Table I lists the thresholds of the five
joint base matrices. It can be seen that the coding gains of
the optimized design under unrelaxed conditions relative to
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TABLE I

DECODING THRESHOLDS OF THE FIVE JOINT BASE MATRICES (BL2 = 0)

the previous solutions for short-to-moderate-length codewords
in [41] and [42] are 0.55 dB and 0.16 dB, respectively; more-
over, the optimized design under relaxed conditions achieves
0.26 dB gain over the previous solution for long codewords
in [41].

E. Design and Optimization Example 2

For the second example, we consider joint design and
optimization of all four components, that is to say, the type-
2 connection edges are also taken into account (i.e., BL2 �= 0).

Initialization of parameters: The same as in Example 1.
Initialization of the joint base matrix: It is also the

same as Example 1. In addition, BL2 is not connected to the
pre-coder for the same reason as BL1. So the initial joint base
matrix is given by

BJ
1
(1) =

⎡
⎢⎢⎢⎣

1 1 1 1 0 1 0 0 0
1 1 1 1 0 0 1 0 0
0 0 0 0 1 1 1 1 0
1 1 1 0 0 1 1 1 1
1 1 1 0 0 1 1 1 1

⎤
⎥⎥⎥⎦ , (18)

where the elements in the last column of Bs, the first and the
last columns of Bc, BL1, the first row and the last column
of BL2 are fixed. Likewise, the VN with the highest degree
in Bc is punctured and one of them will be chosen randomly
and punctured if there are more than one VNs with the highest
degree.

The joint base matrix produced by the proposed joint design
and optimization algorithm is given as follows:

BJ
opti_3 =

⎡
⎢⎢⎢⎣

3 1 1 1 0 1 0 0 0
3 1 1 1 0 0 1 0 0
0 0 0 0 1 2 1 1 0
0 0 1 0 0 1 1 1 1
0 0 0 0 0 1 1 1 1

⎤
⎥⎥⎥⎦ , (19)

where the second VN of Bc is punctured.
On the other hand, with a in condition (ii) removed, the pro-

posed algorithm yields the following joint basis matrix:

BJ
opti_4 =

⎡
⎢⎢⎢⎣

3 2 2 1 0 1 0 0 0
3 1 1 1 0 0 1 0 0
0 0 0 0 1 1 2 0 0
3 0 0 0 0 0 2 1 1
3 0 0 0 0 1 1 1 1

⎤
⎥⎥⎥⎦ , (20)

where the third VN of Bc is punctured.
Table II lists the thresholds of the five joint base matri-

ces. It can be seen that the coding gains of the optimized
design under unrelaxed conditions relative to the previ-
ous solutions for short-to-moderate-length codewords in [41]

TABLE II

DECODING THRESHOLDS OF THE FIVE JOINT BASE MATRICES (BL2 �= 0)

Fig. 4. BER simulation results of the JSCC system based on the proposed
joint design and optimization algorithm (under unrelaxed conditions for
BL2 = 0) and the schemes in [41], [42] at N = 3200.

and [42] are about 0.54 dB and 0.15 dB, respectively; more-
over, the optimized design under relaxed conditions achieves
about 0.45 dB gain over the previous solution for long
codewords [41].

IV. SIMULATION RESULTS AND DISCUSSION

Extensive experiments (see Fig. 4 ∼ Fig. 13) are carried
out to verify the effectiveness of the proposed algorithm.
In the first eight groups of experiments, the parity-check
matrices are obtained by the PEG algorithm and the maximum
number of iterations per frame is 200. The simulation is
terminated when there are 1000 frame errors at each SNR
value.

In particular, Fig. 4 and Fig. 6 show the BER simulation
results of the joint base matrices BJ

opti_1 and BJ
opti_3 which

are optimized under unrelaxed conditions for BL2 = 0 and
BL2 �= 0, respectively. It can be seen that they outperform
BJ_3 [41] deigned in [41] for short-to-moderate-length code-
words (N = 3200) by about 0.61 dB and 0.62 dB at
BER = 10−7, respectively, and outperform BJ [42] designed
in [42] by about 0.21 dB and 0.20 dB at BER = 10−7,
respectively. In addition, it can also been seen that there is still
about 1.6 dB optimization space to the threshold for short-to-
moderate-length codewords.

Fig. 5 and Fig. 7 plot the simulation BER results of the joint
base matrices BJ

opti_2 and BJ
opti_4 which are optimized under

relaxed conditions for BL2 = 0 and BL2 �= 0, respectively.
It is observed that when BER = 10−7, BJ

opti_2 achieves about
0.30 dB gain compared with BJ_1 [41] deigned in [41] for
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Fig. 5. BER simulation results of the JSCC system based on the pro-
posed joint design and optimization algorithm (under relaxed conditions for
BL2 = 0) and the scheme in [41] at N = 12800.

Fig. 6. BER simulation results of the JSCC system based the proposed joint
design and optimization algorithm (under unrelaxed conditions for BL2 �= 0)
and the schemes in [41], [42] at N = 3200.

Fig. 7. BER simulation results of the JSCC system based on the proposed
joint design and optimization algorithm (under relaxed conditions for BL2 �= 0)
and the scheme in [41] at N = 12800.

long codewords (N = 12800) and BJ
opti_4 outperforms it by

about 0.55 dB. For long codewords, there is still about 0.7 dB
optimization space to the threshold.

Fig. 8. BER simulation results of the JSCC system based on the proposed
joint design and optimization algorithm and its separation-based counterpart
at N = 3200.

Fig. 9. BER simulation results of the JSCC system based on the proposed
joint design and optimization algorithm and its separation-based counterpart
at N = 12800.

Fig. 10. BER simulation results of the JSCC system based on the proposed
joint design and optimization algorithm and its separation-based counterpart
at N = 3200.

The comparison between the BER results of our JSCC sys-
tem (solid lines) and its separation-based counterpart (dashed
lines) is depicted in Fig. 8 ∼ Fig. 11. It can be seen
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Fig. 11. BER simulation results of the JSCC system based on the proposed
joint design and optimization algorithm and its separation-based counterpart
at N = 12800.

TABLE III

DECODING THRESHOLDS OF THE JOINT BASE MATRICES APPLIED TO THE

JSCC SYSTEM AND ITS SEPARATION-BASED COUNTERPART

Fig. 12. The relationship between the number of iterations and the BER
performance of the codes based on the proposed joint design and optimization
algorithm and the codes in [41] and [42] for N = 3200, Eb/N0 = −0.8 dB.

that BJ
opti_1 , BJ

opti_2 , BJ
opti_3 and BJ

opti_4 have 2.25 dB,
3.65 dB, 2.95 dB and 3.95 dB performance gains compared
with BJ

opti_1_sepa , BJ
opti_2_sepa , BJ

opti_3_sepa and BJ
opti_4_sepa ,

respectively. This clearly shows the advantage of JSCC, which
can be attributed to the fact that the JSC decoder can effec-
tively exploit source redundancy in the decoding process.

It can also be seen that the simulation results are consistent
with the JPEXIT analyses (see Table I ∼ Table III). One can
readily conclude that the new design enables the system to

Fig. 13. The relationship between the number of iterations and the BER
performance of the codes based on the proposed joint design and optimization
algorithm and the code in [41] for N = 12800, Eb/N0 = −1.8 dB.

reach the target BER at a lower SNR, thus improves the energy
efficiency.

Moreover, compared with the previous designs, the base
matrices constructed in the present work have smaller size
and element value, thus are more desirable in terms of search
and computational complexities. Fig. 12 and Fig. 13 illustrate
the relationship between the number of iterations and the
BER performance. It can be found that for the same target
BER, the codes designed in this paper require fewer iterations.
This observed acceleration of convergence is a result of
good code structures, and is highly preferable for low-latency
communications.

V. CONCLUSION

We have proposed an optimization algorithm based on the
idea of MODE for the joint component design of the joint base
matrix BJ. The proposed algorithm takes into account various
influencing factors in system design, such as source statistics,
code rate, code length, row weight, column weight, and even
the range of specific element value of the code.

The main results of this paper are summarized as follows.
Firstly, regardless whether or not BL2 is zero, a better
joint basis matrix is designed under the unrelaxed conditions
(suitable for short code design) and the relaxed conditions
(suitable for long code design); significant performance gains
are achieved as compared with the previously designed codes.
Secondly, taking the joint decoding threshold Th(BJ) and
the source threshold STh(BJ) as the optimization objec-
tives, the joint base matrices designed in our work are
able to reach lower decoding thresholds, that is, to achieve
the waterfall performance, while avoiding the appearance of
higher error floors. Our JSCC system also shows significant
performance improvement over its separation-based counter-
part. Finally, compared with the previous designs, the base
matrices in this work have smaller size and element value,
leading to lower search and computational complexities; the
reduced number of iterations and the acceleration of conver-
gence also makes the overall encoding/decoding process more
efficient.
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The systematic design and optimization approach proposed
in this work effectively bridges the gap between theoretical
analyses and practical implementations. It has the potential to
expedite the adoption of the JSCC technology. We envision
that the proposed approach can be further improved by lever-
aging advanced learning techniques. Exploring this research
direction is an endeavor well worth undertaking.
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