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Abstract—Covert channels, enabling concealed communication
within seemingly innocuous data streams, pose significant chal-
lenges to traditional information security measures. This paper
presents a novel method for constructing covert channels by
leveraging Error-Correcting Codes (ECCs) and minimal-weight
codewords. Adversaries embed their covert messages within the
benign traffic of unsuspecting victims, carefully controlling the
introduced errors to avoid detection. The proposed approach not
only ensures the security and reliability of covert communication
but also provides protection against channel errors. By integrat-
ing ECCs and minimal-weight codewords, our method offers an
advanced level of stealth, data integrity, and resilience. Extensive
simulations validate the feasibility and performance of the
approach, highlighting its potential for practical implementation
in real-world scenarios. This research opens new avenues for the
construction of covert channels, enhancing information hiding
capabilities and reinforcing communication security in the face
of ever-evolving threats.

Index Terms—Covert channels, error-correcting codes,
minimal-weight codewords.

I. INTRODUCTION

Communication between various units is essential for co-
ordinated operation in different environments. For security,
the communicating nodes may use cryptography, i.e., au-
thenticate and encrypt the communication between them.
However, cryptography does not prevent detection of the
presence of communication between units. Therefore, cryp-
tographic protection alone is insufficient in case of a covert
operation, where the operating units (for example, police)
must remain undetected while performing their activities. The
covert transmission of sensitive information through hidden
communication channels presents an ongoing challenge to
information security professionals. The design of a covert
communication channel in network environment [2], [4], [24],
[31], [34] poses interesting questions; in particular, how the
attacker can hide covert communication in existing traffic and
increase the channel capacity. From the other direction, the
problem is how the defender can analyze the traffic in order
to find any hidden enclosed message. Adversaries adeptly
exploit vulnerabilities in conventional communication systems
to clandestinely exchange covert messages, evading detection
and compromising data integrity. Detecting and preventing
these covert channels pose significant challenges due to their
ability to exploit existing communication infrastructure.

This paper continues a line of work that was started in [33],
which exploits Error-Correcting Codes (ECCs) to construct the
covert channel. Since in many cases the ECC used by victims

is stronger than what is actually required by the channel, errors
may be introduced by the adversaries to convey information.
However, [33] only considered a probabilistic channel, and
did not provide any concrete method of realizing the covert
channel. Follow-up works took this approach further: [6]
analyzed WiMax, and manipulated some of the parity-bits
of the Reed-Solomon (RS) code. [30] examined 802.11a/g,
and introduced noise to convey information by overwriting a
certain ratio of bits. Finally, [9] studied 802.11ad and replaced
the parity bits of an LDPC code with the covert message.
Except for [9], all the works do not offer error protection to the
covert information. Additionally, all works study probabilistic
channels, and do not optimize the amount of noise by the
adversaries since not all overwritten symbols differ from the
original ones.

The goal of this paper is to create a covert information
channel in an adversarial (worst-case) channel analysis. Addi-
tionally, we optimize the noise introduced by the adversaries,
and provide inherent error-correction capabilities to the covert
information as well, all while providing concrete efficient
algorithms. Our approach utilizes a specially designed en-
coding algorithm that encodes covert messages into minimal-
weight codewords. These minimal-weight codewords make the
scheme harder to detect by the victims, seamlessly blending
into the victims’ traffic, thereby evading suspicion. Addition-
ally, adversaries employ a dedicated decoding algorithm that
accurately retrieves the hidden information from minimal-
weight codewords after correcting additional errors that might
have been introduced by the communication channel, allowing
for the successful extraction of the covert messages.

Crucially, our proposed method not only guarantees secure
covert communication but also safeguards the adversaries’
covert messages against channel errors. Prior to embedding,
the adversaries encode their covert messages using their own
error-correcting code, ensuring resilience against noise or
interference in the communication channel. By integrating this
additional layer of error correction, our approach provides en-
hanced reliability and robustness for covert data transmission.

The versatility of our method extends to the usage of
two types of error-correcting codes for the construction of
a covert channel: Generalized Reed-Solomon codes for non-
binary communication channels and Reed-Muller codes for
binary communication channels. This adaptability allows for
the construction of covert channels in diverse communication
environments, accommodating various applications and sce-
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narios. To our best knowledge, there were no previous attempts
to design covert channels in this way.

To validate the effectiveness of our method, extensive
simulations were conducted, demonstrating the feasibility and
performance of our approach. The results showcase the po-
tential of leveraging minimal-weight codewords, ECCs, and
comprehensive error correction for covert communication,
offering a secure and resilient covert channel.

The remainder of this paper is structured as follows: Section
II provides an overview of related work in the fields of covert
channels and error-correcting codes. Section III presents the
threat model and the general framework for our proposed
covert channel methods, furthermore this section gives an
overview of the notations used throughout this paper. Section
IV presents the proposed encoding and decoding algorithms
for minimal-weight codewords. Section V describes the simu-
lation setup and evaluates the performance of our approach for
different code parameters of the adversaries error-correcting
code, and finally, Section VI concludes the paper by summa-
rizing the contributions.

II. BACKGROUND AND RELATED WORK

A. Covert Channels

Covert channels are a type of communication that is de-
signed to be hidden from detection or interception. These
channels can be used for nefarious purposes, including data
exfiltration, Command and Control (C&C), and evasion of
security measures. They can be implemented using various
methods and are designed to remain hidden or undetected by
authorized system users and administrators. Covert-channels
are considered a serious threat to the security of computer
systems, as they can be used to bypass traditional security
measures and gain unauthorized access to sensitive informa-
tion. Various methods have been proposed for implementing
covert-channels, including steganography, timing channels,
and tunneling.

One example of implementing covert-channels using
steganography to hide information within other types of data
is given in a study by Mielikainen [19]. The proposed method
embeds covert messages into grey-scale images to form stego
images. The embedding process treats a pair of pixels as a unit.
After the message embedding, the value of the ith message
bit mi is equal to the Least Significant Bit (LSB) of stego
image’s ith pixel yi. The value of the i+1th message bit mi+1

is a function of yi and yi+1; this allows embedding the same
amount of information as in [28], but with fewer changed pixel
values. The proposed method does not exhibit imbalance in the
embedding distortion an asymmetric property between even
and odd valued pixel regions, making detection more difficult
for methods like those proposed in [12]. Other examples
of steganographic covert-channels can be found in [3], [15],
[20], [32] with the recent one in [22] that proposes dynamic
steganographic algorithm for the covert VoIP communications.

Li et al. [13], [14] designed robust packet-dropout covert
timing channel through parity casecade coding. In their
scheme, the covert message is modulated into the sequence

numbers of the actively dropped packets, which can be re-
trieved by the receiver. With the help of the verification
section, the actual codewords combination can be identified
to retrieve the embedded covert message.

Hou and Zheng [11] introduced CloakLoRa, a covert
channel over physical layer with Chirp Spread Spectrum
modulation technique that is designed to enable low-power
IoT devices to communicate with each other at long ranges.
CloakLoRa embeds secret messages information into a regular
LoRa packet by modulating the amplitudes of LoRa chirps
while keeping the frequency intact.

Tunneling is another method for implementing covert chan-
nels, which involves encapsulating information within other
types of network traffic. In a study by Oakley et al. [21] a
covert channel for tunneling TCP traffic through protected
static protocols was developed. Protected static protocols
are UDP-based protocols with variable fields that cannot be
blocked without collateral damage, such as power grid failures.

To prevent data loss in traditional covert communication
techniques, researchers in Luo [17] proposed a Bitcoin trans-
action based covert approach. The scheme achieves covert
communication by using address interactions and transaction
amounts of Bitcoin.

The detection of covert channels is a critical task in com-
puter security, as their presence can indicate the presence of
malicious activity on a system. There have been several studies
as well on detecting covert channels in various contexts, in-
cluding network traffic analysis and file analysis. For example,
Zuppelli et al. [36] allows to run a rich set of Berkeley Packet
Filter (eBPF) programs for gathering condensed statistics on
header fields and timings that can be further processed and
combined with additional data to spot the presence of covert
channels. Han et al. [8] proposed a covert timing channel
detection method based on the k-Nearest Neighbor (k-NN)
algorithm. This method uses a series of statistics related to
the time interval and payload length as features to train a
machine learning model. Shvartzman et al. [29] presented
two network timing covert channel attacks, and a defense
mechanism against them. The defense mechanism is based
on semi-supervised machine learning and deep learning algo-
rithms, which are both used for novelty detection in network
traffic. By detecting unusual traffic, they can identify the
disturbances needed to leak the information. The study [5]
enumerates several machine learning approaches for covert
channel detection. It should be noted that there is no best
covert channel under all circumstances, and practically, those
who operate well in certain scenarios will not work well in
others. Thus, the selection of the best covert channel depends
on its capacity, detectability and reliability.

B. Error-Correcting Codes

Error-Correcting Codes (ECCs) are an essential component
of modern digital communication systems. These codes are
designed to detect and correct errors that may occur during
data transmission or storage, thereby improving the reliability
and integrity of the information being transmitted. ECCs are
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widely used in a variety of applications, including telecom-
munications, computer networks, and storage systems.

Starting with the seminal works of Shannon [26], [27]
and Hamming [7], error-correcting codes work by mapping
user messages into a set of vectors, called codewords, that
are significantly dissimilar from one another. Thus, even
if the vectors are corrupted during the transmission, upon
reception they cannot be confused for corrupted versions of
other codewords. The dissimilarity is usually measured using
the Hamming metric, corresponding the channels that corrupt
vectors by changing their entries to other symbols.

Significant effort has been made to design codes that allow
for easy encoding, and decoding (i.e., recovering from errors).
Two prime examples, which we shall use in this paper, are
Generalized Reed Solomon codes, and Reed-Muller codes.
The former operate by over-sampling a univariate polynomial
over a sufficiently large field, whereas the latter work over a
small field, but over-sample a multivariate polynomial. Many
other codes are known, and for a recent overview on coding
theory the reader is referred to [23].

III. THREAT MODEL AND NOTATIONS

First, we fix some notations. For an integer n ∈ N we
define [n] ≜ {0, 1, . . . , n − 1}. Scalars will be denoted
by lowercase letters or Greek letters, vectors by overlined
lowercase letters, and matrices and sets by uppercase letters.
The finite field of size q is denoted by Fq . If v ∈ Fn

q we shall
denote its components with appropriate subscripts, namely,
v = (v0, v1, . . . , vn−1).

If v ∈ Fn
q , then its support is the set of indices contain-

ing non-zero entries, i.e., supp(v) ≜ {i ∈ [n] | vi ̸= 0}.
The Hamming weight of v is the size of its support, i.e.,
wt(v) ≜ |supp(v)|. Given another vector v′ ∈ Fn

q , the
Hamming distance between v and v′ is the weight of their
difference, d(v, v′) ≜ wt(v − v′).

A linear Error-Correcting Code (ECC) of block length n,
dimension (message length) k and minimal distance d over Fq ,
is a k-dimensional subspace of Fn

q with the distance between
any two distinct vectors in it lower bounded by d. Such a
code is said to be an [n, k, d]q code, and it is known that
it can correct any combination of up to t ≜ ⌊d−1

2 ⌋ errors
without making a mistake (i.e., without misdecoding). A linear
code may be specified as the row space of a generator matrix
G ∈ Fk×n

q , or as the null space of a parity-check matrix H ∈
F(n−k)×n
q .
When referring to the adversaries and to the victims we add

a subscript of A and V respectively. For example, the ECC
of the adversaries is denoted by CA and dA is its minimal
distance.

The threat model is given in Figure 1. It assumes the
following:

• The adversaries are active eavesdroppers capable of al-
tering the symbols being transmitted over the communi-
cation channel by the victims.

• The adversaries have full knowledge of the ECC used by
the victims, CV , and its parameters.

+

-

Fig. 1. The Threat Model

We briefly describe the process depicted in Figure 1: Let
mA ∈ FkA

q be the covert message to be sent from A1 to A2,
and let mV ∈ FkV

q be the message to be sent from V1 to V2.
The adversaries A1 and A2 agree on CA, over the same field
Fq as CV , such that nA ⩽ nV . If nA < nV then the codewords
of CA may be padded with zeros to length nV . Both A1 and
V1 encode their messages using their respective ECC encoders
to obtain cA and cV . The embedding of cA into cV is a simple
addition operation that results in vE = cV +cA, which is then
transmitted over the communication channel. The channel may
further corrupt the transmission, resulting in v′E = cV +cA+e
being received, where e is the error vector introduced by the
channel. V2 uses the decoder for CV to guess the transmitted
codeword from V1 and the message, namely, c′V and m′

V .
Then, A2 applies the decoder of CA to v′E − c′V to obtain c′A
and m′

A.
First, we comment that it is sometimes convenient to think

of the message to be encoded not as a vector m ∈ Fk
q ,

but rather as an integer, which we shall denote as m. Using
any arbitrary ordering of the vectors Fk

q (e.g., lexicographic
ordering), we can associate each integer in m ∈ [qk] with a
unique vector from Fk

q . We shall do so throughout the paper,
which will allow for a simpler description of our scheme.

We also comment that the threat model considers a single
hop case, where an adversary A1 is located at victim node V1

and on the other side of the communication channel adversary
A2 is located at victim node V2. The model can be extended
to a multi-hop case by applying the above assumptions to each
hop on the route between A1 to A2.

A. MDS Codes

One covert channel we construct uses MDS codes. An
[n, k, d]q is said to be MDS if it attains the Singleton bound
with equality, namely, d = n− k+ 1. The following property
of MDS codes is well known.

Lemma 1 ([18, p. 319, Corollary 3]). Let C be an [n, k, d]q
code that is MDS, and assume G ∈ Fk×n

q is a generator matrix
for it. Then any k columns of G are linearly independent.

Lemma 1 immediately implies the following result concern-
ing the number and the structure of codewords of minimal
weight.
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Corollary 2. Let C be a [n, k, d]q code that is MDS. Let
J ⊆ [n], |J | = d = n − k + 1, be a set of coordinates. Then
there exist exactly q − 1 codewords c ∈ C with supp(c) = J ,
and they are all of the form β · c′ for some fixed c′ ∈ C and
β ∈ Fq \ {0}.

While any MDS code will do, a good choice is to use a
Generalized Reed-Solomon (GRS) code, since it possesses an
efficient decoding algorithm.

Definition 3 (Generalized Reed-Solomon codes). Let n ⩾
k ⩾ 1 be integers, and q ⩾ n a prime power. Assume
α0, α1, . . . , αn−1 ∈ Fq are distinct, and v0, v1, ..., vn−1 ∈
Fq \ {0}. The Generalized Reed-Solomon code with these
parameters is the set

C = {(v0u(α0), v1u(α1), . . . , vn−1u(αn−1)) |
u(x) ∈ Fq[x],deg(u(x)) ⩽ k − 1},

where Fq[x] denotes the set of all polynomials in the unknown
x with coefficients from Fq .

We comment that a simple generator matrix for the code is
as follows:

G =


v0 · α0

0 v1 · α0
1 . . . vn−1 · α0

n−1

v0 · α1
0 v1 · α1

1 . . . vn−1 · α1
n−1

v0 · α2
0 v1 · α2

1 . . . vn−1 · α2
n−1

...
...

...
v0 · αk−1

0 v1 · αk−1
1 . . . vn−1 · αk−1

n−1

 (1)

B. Reed-Muller Codes

The second covert channel we construct uses binary Reed-
Muller (RM) codes. These codes are useful in planning 5G
wireless communication, see [35]. Codewords of RM consist
of evaluation vectors of multivariate polynomials over the
binary field F2.

Definition 4 (Reed-Muller codes). Let s ⩾ r ⩾ 0 be integers.
Denote n ≜ 2s, and assume v0, . . . , vn−1 ∈ Fs

2 are the 2s

binary vectors of length s in lexicographic order. The binary
Reed-Muller code, RM(r, s), is the set

C = {(u(v0), u(v1), . . . , u(vn−1)) |
u(x) ∈ F2[x0, . . . , xs−1],deg(u(x)) ⩽ r},

where F2[x0, . . . , xs−1] denotes the set of all polynomials in
the s unknowns x0, . . . , xs−1 with coefficients from F2.

The code RM(r, s) is a [2s,
∑r

i=0

(
s
i

)
, 2s−r]2 code. Other

properties of it are best described in terms of finite geometries.
One such property gives a characterization of the minimal-
weight codewords. To that end we recall the definition of
(s−r)-dimensional flats of the Eucledian geometry EG(s, 2).
These are simply sets of vectors of the form {u+ v | v ∈ V },
where V is an (s− r)-dimensional linear subspace of Fs

2, and
u ∈ Fs

2 is an arbitrary vector.

Theorem 5 ([18, p. 380, Theorem 8]). The codewords of
minimal weight in RM(r, s) are exactly the incidence vectors

of the (s−r)-dimensional flats in EG(s, 2). In the notation of
Definition 4, the set minimal-weight codewords of RM(r, s) is
the set of all binary vectors (c0, . . . , cn−1), where {vi | ci = 1}
is an (s− r)-dimensional flat of EG(s, 2).

IV. COVERT CHANNELS VIA ERROR-CORRECTING CODES

The fundamental objective of a covert channel is to allow
communication that is hidden from unsuspecting parties. The
embedding of the covert messages into the victims’ benign
traffic inserts errors into their codewords. This reduces the
amount of channel errors that can be corrected by the victims’
code. If the adversaries inflict too many errors, the victims
may notice a significant degradation of throughput leading to
the exposure of the covert channel. The following theorem
connects the code parameters [nA, kA, dA]q of the adversaries’
code CA, the parameters [nV , kV , dV ]q of the victims’ code
CV , and the channel errors in order to guarantee decodability
of all the transmitted information. Recall that tV ≜ ⌊(dV −
1)/2⌋ is the number of errors the victims’ code can correct,
and similarly tA for the adversaries’ code.

Theorem 6. Consider the threat model as depicted in Fig-
ure 1, and assume the channel can introduce at most e errors.
If wt(cA)+e ⩽ tV holds, then the victims can correctly decode
cV and mV . If additionally e ⩽ tA holds, then the adversaries
can correctly decode cA and mA.

Proof: For the first claim,

wt(cA + e) ⩽ wt(cA) + wt(e) ⩽ wt(cA) + e ⩽ tV .

The victims’ code, CV , can correctly decode v′E to find cV
and mV . With this knowledge, the adversaries can compute
v′E−cV = cA+e, and since wt(e) ⩽ e ⩽ tA, the adversaries’
code, CA can correctly decode cA + e to find cA and mA.

Remark 7. If dA > tV , then, by the previous theorem, the
only codeword the adversaries can send that guarantees not to
cause a mis-decoding at the victims, is the all-zero codeword.
This does not allow the adversaries any information transfer.

In light of Theorem 6, an obvious strategy for our covert-
channel algorithms is to restrict the encoding of the ad-
versaries’ messages into codewords of minimal weight in
CA. Since the previous theorem provides the guarantee for
correct decoding, in the remainder of this section we focus
on the important aspect of efficiently encoding information
only into the minimal-weight codewords of an error-correcting
code. This involves only the adversaries’ code, so for ease of
notation we omit the subscript A from code parameters. We
present efficient covert channel algorithms for different use
cases: non-binary and binary communication channels.

A. GRS-Based Covert Channel

We now present the encoding and decoding algorithms for
a non-binary communication channel that is based on GRS
codes. These codes are useful for satellite communications,
see [16]. The algorithms use the constructive proof of Corol-
lary 2 and a Combinatorial Number System (CNS) [1] for the
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Notation Description
G A k × n generator matrix for C over Fq

α A primitive element of Fq

m The covert message as an integer
c A minimal-weight codeword encoding m
a The part of m that is mapped to supp(c)
b The part of m that is mapped to β as in Corollary 2
[n] The set {0, 1, . . . , n− 1}
L The set from Corollary 2
0k A vector of zeros of length k in Fq

GL The restriction of G to the coordinates in L

TABLE I
NOTATIONS FOR GRS-BASED ENCODING AND DECODING ALGORITHMS

mapping of a covert message into a minimal-weight codeword
and vice versa. We assume that the adversaries agree on an
[n, k, d]q GRS code C, a generator matrix G ∈ Fk×n

q for C
(e.g., see (1)), and a primitive element α ∈ Fq .

Algorithm 1 Encoding for a GRS-Based Covert Channel
1: procedure ENCODECOVERTMESSAGE(m)

// Assumptions:
// The adversaries’ code C has parameters [n, k, d]q .
// G ∈ Fk×n

q is a generator matrix for the code C.
// α ∈ Fq is a primitive element.
// Input: m ∈ [(q − 1)

(
n
d

)
]

// Output: A minimum-weight codeword c ∈ C \ {0}
2: a← ⌊m/(q − 1)⌋
3: b← m mod (q − 1)
4: L← [n]
5: for i← d to 2 do
6: j ← argmaxr⩾i−1

{
a−

(
r
i

)
⩾ 0

}
7: a← a−

(
j
i

)
8: L← L \ {j}
9: j ← argmaxr⩾0

{
a−

(
r
1

)
⩾ 0

}
10: v ← 0k
11: vj ← 1
12: c← αb · vG−1

L G
13: return c

The size of the covert-messages dictionary is simply the
number of minimum-weight codewords in the GRS code,
which by Corollary 2 is (q − 1) ·

(
n
d

)
. For convenience, we

assume that covert message is an integer m ∈ [(q − 1) ·
(
n
d

)
].

The encoding procedure in Algorithm 1 receives this integer
as input, and outputs c ∈ C where wt(c) = d. In lines 2-3 the
covert message m is decomposed into two integers a and b.
The first integer a ∈ [

(
n
d

)
] is used to map (via the CNS) into a

support of a minimal-weight codeword. Here, the set L used
in the algorithm is the same as L in the proof of Corollary 2.
The second integer b ∈ [q− 1] is used in line 12 to determine
β = αb from Corollary 2. It can be seen that the encoding
algorithm runtime complexity is O(max(nk2, nd2 log k)).

The decoding procedure in Algorithm 2 receives a minimal-
weight codeword c ∈ C after decoding c′ using a conventional
decoding algorithm of a GRS code and outputs the covert
message m ∈ [(q − 1) ·

(
n
d

)
]. Line 2 gives the support of c

Algorithm 2 Decoding for a GRS-Based Covert Channel
1: procedure DECODECOVERTMESSAGE(c)

// Assumptions:
// The adversaries’ code C has parameters [n, k, d]q .
// α ∈ Fq is a primitive element.
// Input: A minimum-weight codeword c ∈ C \ {0}
// Output: m ∈ [(q − 1)

(
n
d

)
]

2: Let supp(c) = {j1, j2, . . . , jd} where ∀i : ji < ji+1

3: a←
∑d

i=1

(
ji
i

)
4: b← logα(cj1)
5: m← (q − 1) · a+ b
6: return m

in ascending order. Line 3 is the reverse mapping of supp(c)
into an integer a ∈ [

(
n
d

)
] using the CNS. In line 4, the discrete

logarithm gives the value of b ∈ [q − 1] that was used in
the encoding procedure. The decoding algorithm runtime is
O(nd2) in the worst case since calculation of the sum of
binomial coefficients requires this amount of time.

B. Reed-Muller-Based Covert Channel

Notation Description
m The covert message as an integer
c A minimal-weight codeword encoding m
c′ A possibly corrupted version of c
a The part of m that is mapped to an (s − r)-linear

subspace
b The part of m that is mapped to a shift of the (s−r)-

linear subspace
Es,s−r;2(·) A function mapping an integer into a canonical

generator matrix for an (s− r)-linear subspace
W A canonical generator matrix for an (s − r)-linear

subspace
Λ(·) The set of columns with leading 1’s in a Reduced

Row Echelon Form
[s] The set {0, 1, . . . , s− 1}
0s A vector of zeros of length s in F2

Vs(·) A function mapping an integer to its binary repre-
sentation vector of length s in F2

R(·) A function that returns the Reduced Row Echelon
Form of a matrix

τ(·) A function that Convert a matrix in Reduced Row
Echelon Form into a canonical matrix

Ds,s−r;2(·) A function that maps a canonical generator matrix
of an (s− r)-linear subspace to an integer

TABLE II
NOTATIONS FOR RM-BASED ENCODING AND DECODING ALGORITHMS

We now switch our attention to a binary communication
channel that is based on RM codes. While in the GRS based
covert channel the adversaries are able to select the minimal
distance of their GRS ECC in granularity of 2, for a RM based
covert channel the adversaries have a limitation for selecting
the minimal distance of their RM ECC in granularity of powers
of 2.

First we define additional operators used by the algorithms.
The function Vs : [2s] → Fs

2 maps integers to their binary
representation, where the first entry of the output vector
corresponds to the Least-Significant Bit (LSB) of the integer.
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Accordingly, V −1
s is the inverse mapping. Given a matrix M ,

we useR(M) to denote its reduced row echelon form. Since in
the following we shall require efficient procedures for mapping
integers to subspaces and back, we will employ the procedures
suggested in [25]. To that end, we recall a few notations and
relevant facts from [25]. For integers n ⩾ k ⩾ 0 and a prime
power q, the q-ary Gaussian coefficient is defined as[

n

k

]
q

≜

∏n
i=1(q

i − 1)∏k
i=1(q

i − 1) ·
∏n−k

i=1 (qi − 1)
.

It is well known that
[
n
k

]
q

is the number of k-dimensional
subspaces of Fn

q . Each such subspace may be represented by
a k × n matrix M over Fq whose rows form a basis. To
make this representation unique, one may use the reduced row
echelon form, R(M), however, [25] uses a slightly different
type of matrix denoted τ(R(M)) (see [25, p. 275]), and called
a canonical matrix. The set of columns with leading 1’s in
R(M) is denoted by Λ(M). To map from integers to canonical
matrices, [25] introduced the function En,k;q(·), and the inverse
mapping, Dn,k;q(·). For the mapping of a covert message into
a minimal-weight codeword and the other way around, we use
the characterization of the minimal-weight codewords for RM
codes given in Theorem 5. We assume that the adversaries
agree on [n, k, d]2 RM(r, s) code.

Algorithm 3 Encoding for a RM-Based Covert Channel
1: procedure ENCODECOVERTMESSAGE(m)

// Assumptions:
// The adversaries’ code C is RM(r, s).
// Input: m ∈ [2r ·

[
s

s−r

]
2
]

// Output: A minimum-weight codeword c ∈ C \ {0}
2: a← ⌊m/2r⌋
3: b← m mod 2r

4: W ← Es,s−r;2(a)
5: J ← [s] \ Λ(W ) = {j0, . . . , jr−1} s.t. ∀i : ji < ji+1

6: u← 0s
7: b← Vr(b)
8: for i← 0 to r − 1 do
9: uji ← bi

10: c← 02s

11: for v in Fs−r
2 do

12: p← vW + u
13: j ← V −1

s (p)
14: cj ← 1

15: return c

Given a covert message, and according to Theorem 5, we
need to map it into the indices vector of a shifted (s − r)-
dimensional linear subspace of Fs

2. There are
[

s
s−r

]
2

subspaces
of dimension s − r, and 2r cosets for each such subspace
(representing the shift), therefore the size of the covert-
messages dictionary is 2r ·

[
s

s−r

]
2
. For convenience, we assume

that the covert message is an integer m ∈ [2r ·
[

s
s−r

]
2
]. The

encoding procedure in Algorithm 3 receives this integer as
an input, and outputs c ∈ C s.t. wt(c) = d. In lines 2-3

the covert message m is decomposed into two integers a and
b. The first integer a ∈ [

[
s

s−r

]
2
] is mapped in line 4 into a

canonical matrix W that is a basis for a (s− r)-dimensional
linear subspace. The second integer b ∈ [2r] is mapped into a
shift for the subspace. The set J in line 5 holds the indices of
the columns of W that do not have a leading 1, in ascending
order. Therefore, after lines 6-9 the vector u is the shift for
the subspace. In lines 10-14 we compose the indices vector
for the shifted subspace, i.e., the minimal-weight codeword of
the RM code. Overall we have O(max(d(s− r)s), (s− r)s2)
runtime complexity.

Algorithm 4 Decoding for a RM-Based Covert Channel
1: procedure DECODECOVERTMESSAGE(c)

// Assumptions:
// The adversaries’ code C is RM(r, s).
// Input: A minimum-weight codeword c ∈ C \ {0}
// Output: m ∈ [2r ·

[
s

s−r

]
2
]

2: Let supp(c) = {j0, . . . , jd−1}
3: u← Vs(j0)
4: W ← Vs(j1)− u
5: i← 2
6: while rank(W ) < s− r do
7: v ← Vs(ji)− u

8: W ′ ←
(
W
v

)
9: i← i+ 1

10: if rank(W ′) > rank(W ) then
11: W ←W ′

12: W ← τ(R(W ))
13: a← Ds,s−r;2(W )
14: Let Λ(W ) = {j′0, . . . , j′s−r−1} s.t. ∀i : j′i < j′i+1

15: for i = 0 to s− r − 1 do
16: if uj′i

= 1 then
17: v ← ith row of W
18: u← u− v

19: b← 0r
20: J ← [s] \ Λ(W ) = {j0, . . . , jr−1} s.t. ∀i : ji < ji+1

21: for i← 0 to r − 1 do
22: bi ← uji

23: b← V −1
r (b)

24: m← 2r · a+ b
25: return m

The decoding procedure in Algorithm 4 receives a minimal-
weight codeword c ∈ C, after applying a conventional de-
coding algorithm for RM code on c′, and outputs the covert
message m ∈ [2r ·

[
s

s−r

]
2
]. Line 2 gives the support of c. In

lines 3-12 we recover the basis for the (s−r)-linear subspace,
i.e., the canonical matrix W . We use the vector u given in
line 3 to cancel the shift of the subspace, this occurs in lines 4
and 7. In each iteration of the while loop in line 6, we append
a vector v of the subspace to the current basis W in line 8, and
check in line 10 if the dimension of the subspace has increased.
If so, W is replaced with W ′. This procedure carries on until
we have (s− r) spanning set for the subspace that we convert
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into the canonical matrix in line 12. Line 13 is the reverse
mapping of W into an integer a ∈ [

[
s

s−r

]
2
]. In lines 14-18 we

cancel any component of the subspace that might be in u in
order to recover the shift vector for the subspace. Lines 19-
23 gives the reverse mapping of the subspace shift u into an
integer b ∈ [2r]. Lastly, in line 24 we use the integers a and b
to compose the covert message m. The runtime of Algorithm 4
is O(max((s− r)s2, d(s− r)s, kn)).

V. SIMULATION RESULTS

The simulation results presented in this section show how
the behavior of the Word Error Rate (WER) of the adversaries’
and victims’ ECCs for different symbol error probability
(channel errors) is affected by different code parameters for the
adversaries’ ECC. We have implemented a general framework
for conducting simulations, i.e., the threat model as depicted in
Section III, incorporating the proposed algorithms in Section
IV using Python programming language. For the implemen-
tation of the encoding and decoding algorithms we used
Numpy library which has a C based backend that improves the
performance of calculations involving vectors and matrices.
We used Galois library [10] which provides an implementation
for finite fields and GRS. For RM we added an implementation
of our own. Our simulation setup was a LENOVO YOGA 520
laptop with Intel’s core i7 8th gen processor.
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Fig. 2. WER in a GRS based covert channel incorporating Algorithm 1
and Algorithm 2 for the encoding and decoding, respectively. The victims’
ECC WER is shown in the bottom graph for an [255, 191, 65]256 GRS
code with tV = 32. The adversaries’ ECCs WER is shown in the top
graph for an [255, 241, 15]256, [255, 235, 21]256, [255, 233, 23]256 and
[255, 229, 27]256 GRS codes with tA = 7, 10, 11, 13, respectively.

For the non-binary communication channel with a GRS
based covert channel the simulation results in Figure 2 bottom
graph show the WER of the victims’ ECC. As we expected, the
WER curves are shifted to the right as the minimal distance of

the adversaries’ ECCs decrease. The reason for this shift is that
the effective error-correction capability of the victims’ ECC
after the embedding of the covert message is t′V = tV − dA.
For the adversaries WER in the top graph of Figure 2, it
can be seen that for the [255, 229, 27]256 (the green curve)
with greatest error-correction capability tA = 13 has the worst
WER, i.e. it is the leftmost curve on the graph. This is because
the victims are left with t′V = 5 errors that can still be
corrected. When t′V < tA and the channel inflicts more than t′V
additional errors into vE the adversaries cannot successfully
decode v′E into cV and use it for a successful decoding of
c′A into cA and mA. In this case t′V becomes the effective
error-correction capability for both the adversaries and the
victims. Next is the red curve that fits the [255, 241, 15]256
adversaries’ ECC in this case tA = 7 and t′V = 17. Lastly,
the yellow curve followed by the blue curve, the yellow curve
fits the [255, 233, 23]256 ECC that can correct tA = 11 but
actually has an effective error-correcting capability of t′V = 9
and thus is slightly to the left of the blue curve that fits an
[255, 235, 21]256 ECC with tA = 10 and t′V = 11.
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Fig. 3. WER in a RM based covert channel incorporating Algorithm 3 and
Algorithm 4 for the encoding and decoding, respectively. The victims’ ECC
WER is shown in the bottom graph for an [512, 130, 64]2 RM code with
tV = 31. The adversaries’ ECCs WER is shown in the top graph for an
[512, 502, 4]2, [512, 466, 8]2, [512, 382, 16]2 and [512, 256, 32]2 RM codes
with tA = 1, 3, 7, 15, respectively.

For the binary communication channel with a RM based
covert channel where the decoding procedure in Algorithm
4 was used the simulation results in Figure 3 exhibit the
same trend as for the non-binary communication channel with
a GRS based covert channel with one exception, for the
[512, 256, 32]2 adversaries’ ECC (green curves) where dA >
tV both the adversaries and the victims cannot successfully
decode their codewords. This result fits Remark 7.
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VI. CONCLUSIONS

We have presented a novel approach for the construction
of a covert channel by exploiting error correcting codes and
leveraging minimal weight codewords. The usage of minimal
weight codewords for embedding covert messages into benign
traffic that is protected by an ECC allows control over the
trade-of between data integrity and stealth of communication.
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