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Abstract The concepts of a linear covering code and a covering set for the limited-
magnitude-error channel are introduced. A number of covering-set constructions, as well
as some bounds, are given. In particular, optimal constructions are given for some cases
involving small-magnitude errors. A problem of Stein is partially solved for these cases.
Optimal packing sets and the corresponding error-correcting codes are also considered for
some small-magnitude errors.
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1 Introduction

For integers a and b, where a ≤ b, we let

[a, b] = {a, a + 1, a + 2, . . . , b} , [a, b]∗ = {a, a + 1, a + 2, . . . , b} \ {0} .
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330 T. Kløve, M. Schwartz

Throughout this paper, let k−, k+ be integers such that 0 ≤ k− ≤ k+, and let q be a
positive integer. The ring of integers modulo q is denoted by Zq . Usually, but not always, we
represent the elements of Zq by {0, 1, . . . , q − 1}.

In the (k+, k−; q)limited-magnitude-error channel, an element a ∈ Zq may be changed
into any element in the set

{(a + e) mod q | e ∈ [−k−, k+]} .

For convenience we shall also set M = [−k−, k+]∗.
For a set S ⊂ Z

r
q we can define a corresponding linear code CS by using the vectors in S

as columns of a parity-check matrix, that is, if S = {s1, s2, . . . , sn}, then

CS =
{

(x1, x2, . . . , xn) ∈ Z
n
q

∣∣∣∣∣
n∑

i=1

xi si ≡ 0 (mod q)

}
.

If an error e occurs in position j , that is, (x1, x2, . . . , xn) is changed into (y1, y2, . . . , yn)

where y j = x j + e and yi = xi for i �= j , then

n∑
i=1

yi si ≡ es j +
n∑

i=1

xi si ≡ es j (mod q).

This sum is called the syndrome of the error. The set of syndromes for single errors, limited
to M , is therefore

M S =
{

es ∈ Z
r
q | e ∈ M, s ∈ S

}
.

If all these syndromes are distinct and non-zero, that is, M S ⊆ Z
r
q\ {0} and |M S| = (k− +

k+) |S|, then CS can correct any single limited-magnitude error and we call S a (k+, k−, r; q)-
packing set. In the terminology of [15], S is a B[r,−k−, k+](q) set. Such codes have been
studied in, e.g., [2–11,15].

Similar to packing sets, we can consider covering codes and covering sets. The code CS

is a covering code if any vector in Z
n
q can be obtained from a codeword by a single limited-

magnitude error from M . If this is the case, that is, if M S ⊇ Z
r
q\ {0}, we call the set S a

(k+, k−, r; q)-covering set. Instead of trying to pack many disjoint translates Ms, s ∈ S, into
Z

r
q\ {0}, in the covering-set scenario we are interested in having the union of Ms, s ∈ S, cover

Z
r
q\ {0} entirely with S being as small as possible. Apart from its independent intellectual

merit, solving this problem for certain parameters has applications, such as rewriting schemes
for non-volatile memories. For a more detailed description the reader is referred to [5] and
references therein.

We say that a (k+, k−, r; q)-covering set, S, is perfect if the products ms ∈ Z
r
q , where

m ∈ M , s ∈ S, are all distinct and non-zero. These are also called abelian-group splittings in
the terminology of [13]. Similarly, a packing set, S, is perfect if the products ms ∈ Z

r
q , where

m ∈ M , s ∈ S, cover all the non-zero elements of Z
r
q . We note that S is a perfect covering

set if and only if it is a perfect packing set.
The following functions shall be of interest to us:

θ(q) = θk+,k−,r (q) = size of a maximal (k+, k−, r; q)-packing set,

ω(q) = ωk+,k−,r (q) = size of a minimal (k+, k−, r; q)-covering set.

If S is a (k+, k−, r; q)-covering set of minimal size ωk+,k−,r (q), we call S an optimal covering
set. Similarly, if S is a (k+, k−, r; q)-packing set of maximal size θk+,k−,r (q), we call S an
optimal packing set.
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Linear covering codes and error-correcting codes 331

Table 1 The elements of M X s (1,1) (1,3) (1,5) (2,1) (2,3) (2,5) (3,1) (3,2)

−s (5,5) (5,3) (5,1) (4,5) (4,3) (4,1) (3,5) (3,4)

2s (2,2) (2,0) (2,4) (4,2) (4,0) (4,4) (0,2) (0,4)

Table 2 The elements of MY s (0,1) (0,3) (1,0) (1,2) (1,4) (3,0) (3,3)

−s (0,5) (0,3) (5,0) (5,4) (5,2) (0,2) (0,0)

2s (0,2) (0,0) (2,0) (2,4) (2,2) (0,0) (0,0)

Example 1 Let q = 6, k+ = 2, k− = 1, and r = 2. Furthermore, let

X = {(1, 1), (1, 3), (1, 5), (2, 1), (2, 3), (2, 5), (3, 1), (3, 2)} ⊆ Z
2
6,

Y = {(0, 1), (0, 3), (1, 0), (1, 2), (1, 4), (3, 0), (3, 3)} ⊆ Z
2
6.

We have M = {−1, 1, 2}. In Table 1 we list all the elements of M X and in Table 2 all the
elements of MY . We see that all the elements of M X are distinct and non-zero. Hence X is a
(2, 1, 2; 6)-packing set. In particular, θ2,1,2(6) ≥ 8. Theorem 17 below implies that we have
equality, i.e., θ2,1,2(6) = 8.

We further see that M(X ∪ Y ) = Z
2
6. In particular, X ∪ Y is a (2, 1, 2; 6)-covering set.

Hence ω2,1,2(6) ≤ 15. Theorem 11 below implies that we have equality, i.e., ω2,1,2(6) = 15.
The code CX consists of all (x1, x2, . . . , x8) ∈ Z

8
6 such that

x1 + x2 + x3 + 2 x4 + 2 x5 + 2 x6 + 3 x7 + 3 x8 ≡ 0 (mod 6), (1)

and
x1 + 3 x2 + 5 x3 + x4 + 3 x5 + 5 x6 + x7 + 2 x8 ≡ 0 (mod 6). (2)

Since Z6 is not a field, CX is not a vector space, and so we have to do the counting to determine
|CX | a little carefully. Subtracting (2) from (1) we get

4 x2 + 2 x3 + x4 + 5 x5 + 3 x6 + 2 x7 + x8 ≡ 0 (mod 6). (3)

In particular,
x4 ≡ x5 + x6 + x8 (mod 2). (4)

Solving (3) for x3 we get

x3 ≡ x2 + x4 + 2x5 + 2x7 + x8 (mod 3). (5)

We can now make the count of |CX | as follows: x2, x5, x6, x7, x8 can be any elements in
Z6. This gives 65 choices. By (4), there are now three possible values for x4. For each of
these, by (5), there are now two possible values for x3. Finally, x1 is now fixed by (1).
Hence |CX | = 65 · 3 · 2 = 66 = 46,656. For an example, consider the codewords with
x2 = x5 = x6 = x7 = 0 and x8 = 1. First, by (4), we see that x4 must be odd, that is
x4 ∈ {1, 3, 5}. If x4 = 1, (5) shows that x3 = 2 or x3 = 5. For x3 = 2, we must have x1 = 5,
that is (5, 0, 2, 1, 0, 0, 0, 1) ∈ CX . Considering the other choices of x4 and x3 in this case,
we get the following additional five codewords:

(2, 0, 5, 1, 0, 0, 0, 1), (2, 0, 1, 3, 0, 0, 0, 1), (5, 0, 4, 3, 0, 0, 0, 1),

(5, 0, 0, 5, 0, 0, 0, 1), (2, 0, 3, 5, 0, 0, 0, 1).
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332 T. Kløve, M. Schwartz

In the next section, we prove some simple general bounds. In the rest of the paper, we
determine ω2,k−,r (q) and θ2,k−,r (q) for k− = 0, 1, 2 and all q and r . Section 3 lists some
notations that will be used in the rest of the paper. In Sect. 4 we determine ω2,0,r (q) and in
Sects. 5–7 we determine ω2,1,r (q) and ω2,2,r (q). In Sect. 8 we consider a problem by Stein.
In Sect. 9 we determine θ2,k−,r (q) when k− = 0, 1, 2. Finally, in Sect. 10 we summarize our
results. Some proofs are collected in Appendix.

2 Some basic general results

We first prove some basic monotonicity properties.

Theorem 1 Let k′− and k′+ be integers such that 0 ≤ k′+ ≤ k+ and 0 ≤ k′− ≤ k−. Then

θk′+,k′−,r (q) ≥ θk+,k−,r (q), ωk′+,k′−,r (q) ≥ ωk+,k−,r (q).

Proof If we let M ′ = [−k′−, k′+]∗, then obviously M ′ ⊆ M and therefore M ′S ⊆ M S. The
claims follow immediately. �

We now give two simple bounds.

Theorem 2 We have

ωk+,k−,r (q) ≥
⌈

qr − 1

k+ + k−

⌉
and θk+,k−,r (q) ≤

⌊
qr − 1

k+ + k−

⌋
.

Proof By definition, there exists a covering set S of size ωk+,k−,r (q). Therefore,

qr − 1 ≤ |M S| ≤ (k+ + k−) |S| = (k+ + k−)ωk+,k−,r (q),

and the first inequality follows.
Similarly, there exists a packing set S of size θk+,k−,r (q). Therefore,

qr − 1 ≥ |M S| = (k+ + k−) |S| = (k+ + k−)θk+,k−,r (q),

and the second inequality follows. �
The following theorem shows a connection between covering codes and covering sets. A

similar connection between error-correcting codes and packing sets is already known (see,
for example, [10]).

Theorem 3 Let H be an r × n parity-check matrix for C, a 1-covering linear code over
Zq , q a prime. Then S, the set of columns of H, considered as vectors from Z

r
q , forms a

(k+, k−, r; q)-covering set for all k+ + k− = q − 1, 0 ≤ k− ≤ k+. In particular, if C is
perfect, so is S.

Proof Denote the columns of H by s1, . . . , sn ∈ Z
r
q . Since the code defined by H is a

1-covering code, the syndromes csi , c ∈ Zq , c �= 0, cover all possible non-zero vectors
in Z

r
q . Since {m mod q | m ∈ [−k−, k+]∗} = Zq\ {0}, the set S = {s1, . . . , sn} forms a

(k+, k−, r; q)-covering set.
Finally, if C is perfect, every non-zero column vector in Z

r
q\ {0} has a unique factorization

as c si for some c ∈ Zq\ {0}. Thus, S is perfect by definition. �
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Linear covering codes and error-correcting codes 333

Finally, we present a simple recursion on the parameter r , while fixing all other parameters.
Given k+ and k−, let

Mq(k+, k−) = {α−1β
∣∣ α, β ∈ [−k−, k+]∗} ,

where α−1 is the multiplicative inverse of α in Zq . For this to be well defined, we shall require
gcd(q, k+!) = 1.

Theorem 4 When 0 ≤ k− ≤ k+ and gcd(q, k+!) = 1 we have

ωk+,k−,r1+r2(q) ≤ ωk+,k−,r1(q) + ωk+,k−,r2(q) + ∣∣Mq(k+, k−)
∣∣ωk+,k−,r1(q)ωk+,k−,r2(q).

Proof For i ∈ {1, 2}, let Si be a (k+, k−, ri ; q)-covering set of optimal size ωk+,k−,ri (q). We
construct the set S ⊆ Z

r1+r2
q defined by

S = {s1‖0 | s1 ∈ S1} ∪ {0‖s2 | s2 ∈ S2} ∪ {s1‖γ s2 | s1 ∈ S1, s2 ∈ S2, γ ∈ Mq(k+, k−)
}
,

where ‖ denotes vector concatenation.
It is easily verifiable that S is indeed a (k+, k−, r1 + r2; q)-covering set: let x ∈ Z

r1
q and

y ∈ Z
r2
q , (x, y) �= (0, 0). Then x = m1s1 for some m1 ∈ [−k−, k+] and s1 ∈ S1, and

y = m2s2 for some m2 ∈ [−k−, k+] and s2 ∈ S2. If y = 0, then

(x, y) = m1(s1, 0) ∈ [−k−, k+]∗S.

Similarly if x = 0. Finally, consider the case when x �= 0 and y �= 0. In that case, m1 �= 0 and
m2 �= 0, and so γ = m−1

1 m2 ∈ Mq(k+, k−), as well as s = s1||γ s2 ∈ S. Since m1s = (x, y),
the proof is complete. �

There is no simple explicit expression for
∣∣Mq(k+, k−)

∣∣, but we can estimate its size. We
first note that ∣∣Mq(k+, k−)

∣∣ ≤ ((k+ + k−)2 − 2k2−
)
,

since{
α−1β

∣∣ α ∈ [−k−, k−]∗, β ∈ [−k−,−1]} = {α−1β
∣∣ α ∈ [−k−, k−]∗, β ∈ [1, k−]} .

We also observe that in counting the number of elements of Mq(k+, k−), we can skip
pairs α, β such that gcd(|α|, |β|) �= 1. It is well known that the size of {(α, β) | α, β ∈
[1, k], gcd(α, β) = 1} is approximately 6π−2k2, see e.g. [4, Theorem 324]. Using the same
argument, we find that∣∣Mq(k+, k−)

∣∣ ≈ 6π−2 ((k+ + k−)2 − 2k2−
) ≈ 0.6

(
(k+ + k−)2 − 2k2−

)
.

In Table 3 we give some examples for k+ = 500.
Some general upper bounds on ωk+,k−,1(q) were recently given in [3]: If q is a prime,

then

ωk+,k−,1(q) ≤ 2

⌈
q

k+

⌉
− 1.

It was further shown in [3] that for general q ,

ωk+,k−,1(q) ≤ q1+o(q)

√
k+

.

It is an open question whether these can be generalized to bounds on ωk+,k−,r (q) for r > 1.

123



334 T. Kløve, M. Schwartz

Table 3 Values and
approximations of∣∣Mq (500, k−)

∣∣ in some cases

k−
∣∣Mq (500, k−)

∣∣ 6 π−2((500 + k−)2 − 2k2−
)

0 152,232 151,981

100 207,020 206,695

00 249,818 249,250

300 280,104 279,646

400 298,360 297,884

500 304,462 303,963

3 Some further notation

An integer is called doubly even if it is twice an even number, that is, divisible by 4. It is
called singly even if it is twice an odd number, that is, congruent to 2 modulo 4.

If q is even, then a vector a ∈ Z
r
q is called even if all the elements are even, otherwise it

is called odd. We note that this is well defined; (a1, a2, . . . , ar ) can also be represented by
(b1, b2, . . . , br ) where bi ≡ ai (mod 2), but all the bi are even if and only all the ai are even.
We let Z

r
q;e denote the set of even vectors in Z

r
q and Z

r
q;o denote the set of odd vectors in Z

r
q .

If q is doubly even, then an even vector a ∈ Z
r
q is called doubly even if all the elements

are doubly even, otherwise it is called singly even. Again this is well defined. We let Z
r
q;de

denote the set of doubly-even vectors in Z
r
q and Z

r
q;se denote the set of singly-even vectors

in Z
r
q .

However, note that if q = 2t is singly even, and 2b is even, then 2b ≡ 2(b+ t) (mod q). If
2b is singly even, then 2(b + t) is doubly even and vice versa. Hence it is not well defined to
talk about a singly-even (or a doubly-even) vector in Z

r
q . But if a ∈ Z

r
q is even and non-zero,

then the argument shows that there is vector b ∈ Z
r
q with only odd elements such that a = 2b.

For any positive integer q , a vector a ∈ {0, 1, . . . , q − 1}r \ {0} whose first non-zero
element satisfies ai ∈ [1, �q/2�] is called positive. The other vectors are called negative. This
extends in a natural way to vectors in a ∈ Z

r
q\ {0}. For example, (6, 3, 7) ≡ (2, 3, 3) (mod 4)

and so (6, 3, 7) is a positive vector in Z
3
4, (7, 3, 7) ≡ (3, 3, 3) (mod 4) is a negative vector.

We let Z
r
q;p denote the set of positive vectors in Z

r
q . Similarly, we define Z

r
q;se,p, etc.

For any positive integer n and prime p, the p-adic exponent valuation of n, denoted by
vp(n), is the exact power of p dividing n, that is, n = pvp(n)n′ with gcd(n′, p) = 1. Let P
be the set all primes. Then

n =
∏

p∈P,p|n
pvp(n).

If q is odd and d is a divisor of q , we let �d be the order of 2 modulo d , that is,

�d = min
{
n | 2n ≡ 1 (mod d), n > 0

}
.

Let Pi be the set of primes p for which v2(�p) = i . In particular

P0 = {7, 23, 31, 47, 71, 73, 79, 89, . . .}
is the set of primes dividing 2m − 1 for some odd integer m, and

P1 = {3, 11, 19, 43, 59, 67, 83, . . .}
is the set of primes dividing 2m + 1 for some odd integer m.
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Table 4 The �p and v2(�p) for
the primes p dividing q

p 3 5 7 11 13 17

�p 2 4 3 10 12 8

v2(�p) 1 2 0 1 2 3

If q is an odd integer and i ≥ 0, we write

qi =
∏

p∈Pi ,p|q
pvp(q). (6)

We see that q = q0 · q1 · q1 · q2 . . ..

Example 2 Let q = 3 · 52 · 73 · 113 · 13 · 17. In Table 4 we list �p and v2(�p) for the primes
p dividing q .

We see that v2(�p) = 0 only for p = 7. Hence, q0 = 73. Next, we see that v2(�p) = 1
for p = 3 and p = 11. Hence q1 = 3 · 113. Furthermore, v2(�p) = 2 for p = 5 and
p = 13. Hence, q2 = 52 · 13. Finally, v2(�p) = 3 for p = 17. Hence, q3 = 17. We see that
q = q0 · q1 · q2 · q3.

Also, for q odd, we define

ϑr (q) =
∑
d|q

1

�d

∑
c|d

μ

(
d

c

)
cr . (7)

Here, μ(·) denotes the Möbius function; if n = ∏r
j=1 p

e j
j where the p j are distinct primes

and e j ≥ 1, then

μ(n) =
{

(−1)r if e j = 1 for all j,

0 otherwise,

and, in particular, μ(1) = 1.

Example 3 Consider q = pα where p is an odd prime. Then d | q implies d = pβ , where
0 ≤ β ≤ α and c = pγ where 0 ≤ γ ≤ β. For d = 1 we get �d = 1 and so

1

�d

∑
c|d

μ

(
d

c

)
cr = 1 · μ(1) = 1.

If d = pβ > 1, then

μ

(
d

c

)
cr = μ(pβ−γ ) pγ =

⎧⎪⎨
⎪⎩

pβr for γ = β,

−p(β−1)r for γ = β − 1,

0 for γ < β − 1.

Hence

ϑr (pα) = 1 +
α∑

β=1

1

�pβ

(
pβr − p(β−1)r

)
.
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4 Determining ω2,0,r(q)

As we determine ω2,k−,r (q), we will see that the expressions we get depend on whether q is
odd, q is singly even, or q is doubly even. Throughout the following sub-sections, for S ⊆ Z

r
q

and (k+, k−) = (2, 0), we have M = [0, 2]∗ = {1, 2} and

M S =
⋃
s∈S

{s, 2s} .

4.1 The case of odd q

For an r -tuple a ∈ Z
r
q , the corresponding cyclotomic coset modulo q is

σ(a) =
{

2 j a mod q | j ≥ 0
}

.

Clearly, the cyclotomic coset σ(0) has size 1. If q is a prime and a �≡ 0 (mod q), then

a 2� ≡ a (mod q) if and only if 2� ≡ 1 (mod q).

Hence, |σ(a)| = �q for all a �= 0.

Theorem 5 For all odd q we have

ω2,0,r (q) = qr − 2 + ϑr (q0)

2
,

where q0 is defined by (6).

Proof An element a ∈ Zq covers two elements, namely a and 2a. To cover a non-zero coset
σ(a) we therefore need at least �|σ(a)| /2� distinct non-zero elements. A possible minimal
covering is {

22 j a mod q
∣∣∣ 0 ≤ j ≤

⌈ |σ(a)|
2

⌉
− 1

}
.

In the Appendix (Proof of Theorem 5), we prove that the number of cosets of odd size,
including σ(0), is given by ϑr (q0). Summing over all non-zero cosets, we get

ω2,0,r (q) = (qr − 1) + (ϑr (q0) − 1)

2
= qr − 2 + ϑr (q0)

2
.

�
For r = 1, the expression in Theorem 5 was given in [6], in a slightly different notation.

Theorem 5 clearly implies the following corollary.

Corollary 1 For all odd q, ϑr (q0) is odd.

We can prove this result directly from (7), and we show this next.
For all primes p dividing q0, �p is odd by definition of q0. By Lemma 5 (in the Appendix),

�d is odd for all d dividing q0. Also, c is odd for all c dividing q0. Hence, modulo 2, we get

ϑr (q0) =
∑
d|q0

1

�d

∑
c|d

μ

(
d

c

)
cr ≡

∑
d|q0

∑
c|d

μ

(
d

c

)
(mod 2).

For d = 1, we clearly have
∑

c|d μ
( d

c

) = 1, and for d > 1 it is a well-known fact that∑
c|d μ

( d
c

) = 0 (see for example [1, Theorem 6-5]).
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4.2 The case of even q

Let q = 2t . We have Z
r
2t ;e = (2Zt )

r and so |Zr
2t ;e| = tr . Thus, Z

r
2t ;o = Z

r
2t\Z

r
2t ;e, and so∣∣Zr

2t ;o

∣∣ = (2t)r − tr = (2r − 1
)

tr .

We note that an odd a can never be represented as a = 2b when q is even. Therefore, any
covering set for Z

r
2t must contain Z

r
2t ;o as a subset.

As noted above, if q is singly even, then any even a can be represented as a = 2b where
b ∈ Z

r
q;o. Hence Z

r
q;o is a minimal covering set in this case. This gives the following result.

Theorem 6 For q = 2t where t is odd, we have

ω2,0,r (2t) = (2r − 1
)

tr .

Next, we consider q doubly even, that is, t = 2m and q = 4m.

Lemma 1 For all m ≥ 1 we have

ω2,0,r (4m) = 2r (2r − 1
)

mr + ω2,0,r (m).

Proof If D is an optimal (2, 0, r; m)-covering set, let X = Z
r
q;o ∪ 4D. We will show that X

is a (2, 0, r; 4m)-covering set. If a ∈ Z
r
q is odd, then a ∈ Z

r
q;o ⊂ X . If a ∈ Z

r
q is singly even,

then a ∈ 2Z
r
q;o ⊂ 2X . Finally, if a ∈ Z

r
q\{0} is doubly even, then a = 4b where b ∈ Z

r
m\{0}.

If b ∈ D, then a ∈ 4D ⊂ X . On the other hand, if b �∈ D, then there exists a c ∈ D such
that b ≡ 2c (mod m). Then a = 4b ≡ 2 · 4c (mod 4m), and so a ∈ 2(4D) ⊂ 2X . Hence, X
covers Z

r
q\{0}. Since X has size (2m)r (2r − 1) + ω2,0,r (m), we get,

ω2,0,r (4m) ≤ 2r (2r − 1
)

mr + ω2,0,r (m). (8)

On the other hand, let S be a (2, 0, r; 4m)-covering set. As noted above, S must contain
Z

r
4m;o, and all the singly-even vectors are covered due to this fact. Let X = S\Z

r
4m;o and let

s ∈ X . We note that s is even. If s is singly even then it is already covered and we can replace
s by 2s in S and still have a covering set. Hence, replacing all singly-even s ∈ X by 2s, can
get a covering set S′ such that all vectors in X ′ = S′\Z

r
4m;o are doubly even.

Let D = 1
4 X ′. We contend that D is a (r, 2, 0; m)-covering set. Let a ∈ Z

r
m , and so

4a ∈ Z
r
4m . Hence, we have two possibilities: If 4a ∈ X ′ then a ∈ D. Otherwise, 4a �∈ X ′. In

that case, 4a = 2 · 4b, where 4b ∈ X ′, and so a = 2b where b ∈ D. Hence M D ⊇ Zm\ {0}.
Therefore, we get

ω2,0,r (4m) =
∣∣∣Zr

q;o

∣∣∣+ ∣∣X ′∣∣ = ∣∣∣Zr
q;o

∣∣∣+ |D| ≥ 2r (2r − 1
)

mr + ω2,0,r (m).

Combined with (8), this proves the lemma. �

Using Lemma 1 and induction, we get the following theorem.

Theorem 7 For all m ≥ 1 and s ≥ 1 we have

ω2,0,r (4
sm) = 2r 4rs − 1

2r + 1
mr + ω2,0,r (m).

Combining Theorems 5, 6, and 7, we can get explicit expressions for ω2,0,r (q) for all q .
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5 Determining ω2,2,r(q) for odd q and for singly-even q

These cases are almost identical to ω2,0,r (q). To avoid tedious repetitiveness, we only sketch
the proofs. For S ⊆ Z

r
q and (k+, k−) = (2, 2), we have M = [−2, 2]∗ = {−2,−1, 1, 2} and

M S =
⋃
s∈S

{−2s,−s, s, 2s} .

5.1 The case of odd q

Theorem 8 For all odd q we have

ω2,2,r (q) = qr − 4 + ϑr (q0) + 2ϑr (q1)

4
.

The proof of Theorem 8 is similar to the proof of Theorem 5 but somewhat more complicated.
We give the main details in the Appendix (Proof of Theorem 8).

5.2 The case of singly-even q

We recall that Z
r
q;o,p is the set of odd positive vectors in Z

r
q . Let a ∈ Z

r
q be some vector. If a

is odd, then a ∈ Z
r
q;o,p or −a ∈ Z

r
q;o,p. If a is even, then there is an odd positive b such that

a = 2b. Hence a ∈ [−2, 2]∗Z
r
q;o,p. Therefore Z

r
q;o,p is a minimal covering set. This gives the

following result in a similar fashion to Theorem 6.

Theorem 9 For q = 2t where t is odd, we have

ω2,2,r (2t) = (2r − 1
) t + 1

2
tr−1.

6 Determining ω2,1,r(q) for odd q and for singly-even q

We now turn to the case of (k+, k−) = (2, 1). The proofs for the claims in this case appear to
be more involved. For S ⊆ Z

r
q and (k+, k−) = (2, 1), we have M = [−1, 2]∗ = {−1, 1, 2}

and

M S =
⋃
s∈S

{s,−s, 2s} .

6.1 The case of odd q

Theorem 10 For all odd q and r ≥ 1 we have

ω2,1,r (q) = qr − 1

2
.

Proof The set Z
r
q;p, containing the non-zero vectors whose first non-zero entry is from[

1,
q−1

2

]
, is clearly a (2, 1, r; q)-covering set. This is because vectors s of this kind, and

their inverse −s, already cover all the non-zero vectors of Z
r
q . Hence

ω2,1,r (q) ≤ qr − 1

2
. (9)
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Now, let S be a set of minimal size covering Z
r
q\ {0}. We will determine a particular

ordering s1, s2, . . . of the elements of S. We use the notation Si = {s1, s2, . . . , si }. We shall
say M Si is of configuration ( j, k) if M Si contains j positive vectors and k negative vectors.
We shall further say that a configuration ( j, k) is balanced if j = k, almost balanced if
| j − k| = 1, and imbalanced otherwise. We will show by induction that there is an ordering
with the following properties:

1. If M Si is balanced then:

(a) a ∈ M Si iff −a ∈ M Si .
(b) |M Si | ≤ 2i .

2. If M Si is almost balanced then:

(a) a ∈ M Si iff −a ∈ M Si , except for exactly one element in M Si .
(b) −2si �∈ M Si .
(c) |M Si | ≤ 2i + 1.

3. M Si is never imbalanced.

We first consider the case when q is divisible by 3. We note, that a non-zero vector s
containing only entries from D = {

0,
q
3 , 2 · q

3

}
can be covered only by s or −s, and that

−s ≡ 2s (mod q). Thus, a minimal covering of this set of vectors requires exactly one vector
from each pair {s,−s}. This gives a total of (3r − 1)/2 vectors, and we let these be the first
elements of the sequence. We see that the corresponding Si for i ≤ (3r − 1)/2 are balanced.
This is the basis for the induction.

If 3 � q we can use S0 = ∅, which is balanced, as basis for the induction.
For the induction step, let us assume the hypothesis holds for i , and we show how to pick

si+1. We consider the following two cases:

1. M Si is balanced. We choose as si+1 any vector in S\Si . By definition,

M Si+1 = M Si ∪ {si+1,−si+1, 2si+1} .

We have three subcases to consider.

(a) −2si+1 ∈ M Si . Then −2si+1 ∈ M Si+1. By the induction hypothesis, 2si+1 ∈ M Si .
Hence M Si+1 = M Si ∪ {si+1,−si+1}. Therefore, M Si+1 is balanced.

(b) −2si+1 �∈ M Si+1. Then M Si+1 is almost balanced.
(c) −2si+1 �∈ M Si , but −2si+1 ∈ M Si+1. We show that this is not possible. Since si+1 �≡

0 we obviously have −2si+1 �≡ −si+1 and −2si+1 �≡ 2si+1. Finally −2si+1 ≡ si+1

would imply 3si+1 ≡ 0; this is only possible if 3|q and si+1 ≡ 0 (mod q/3). But
then −2si+1 ∈ M Si by the basis of the induction, a contradiction.

2. M Si is almost balanced. By the induction hypothesis −2si �∈ M Si . We must have −2si ∈
{s,−s, 2s} for some s ∈ S. We choose si+1 to be one such s. We therefore have three
subcases here to consider:

(a) si+1 ≡ −2si . In that case −si+1 is already covered. We note that 2si+1 and −2si+1

are both covered or both not covered, which results in M Si+1 being balanced or
almost balanced (with −2si+1 �∈ M Si+1) respectively.

(b) −si+1 ≡ −2si , that is, si+1 ≡ 2si . This is exactly like the previous case only si+1 is
already covered.

(c) 2si+1 ≡ −2si , that is, si+1 ≡ −si (since q is odd). In this case both si+1 and
−si+1 are already covered, as well as −2si+1 ≡ 2si being covered. We now have
2si+1 ≡ −2si ∈ M Si+1 and M Si+1 is balanced.
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We note that in all cases we never reach an imbalanced state, and it is a matter of simple
bookkeeping to verify that the size of M Si+1 does not exceed the claim.

Having proved the claims by induction, let i = ω2,1,r (q). Then M Si ⊇ Z
r
q\ {0}. Since

M Si is obviously balanced, by the claims above, 2ω2,1,r (q) ≥ |M Si | ≥ qr − 1. Combining
this with (9), the theorem follows. �
6.2 The case of singly-even q

The results differ for r = 1 and r ≥ 2. We start with the latter case, which is simpler.

Theorem 11 For all odd t ≥ 1 and r ≥ 2 we have

ω2,1,r (2t) = 1

2
(2r − 1)(tr + 1).

Proof Every odd vector s ∈ Z
r
2t can be covered only by s or −s. Thus, from each set {s,−s},

where s is odd, we need to choose at least one element to be in the set. However, if we define
F to be the set of vectors containing only elements from {0, t}, then for any non-zero s ∈ F
we have that s is odd and s ≡ −s (mod 2t). Thus, the non-zero elements from F can only
be covered by themselves.

The total number of odd vectors is

(2t)r − tr = (2r − 1)tr ,

and the number of non-zero vectors in F is given by 2r − 1. From the arguments above, a
(2, 1, r; 2t)-covering set should contain at least half the odd vectors not in F , and all of the
non-zero vectors in F , i.e.,

ω2,1,r (2t) ≥ 1

2

{
(2t)r − tr − (2r − 1)

}+ (2r − 1) = 1

2
(2r − 1)(tr + 1).

On the other hand, let S be the set of odd vectors such that the first element not zero or t
(if any) is less than t . A simple counting argument shows that S has size 1

2 (2r − 1)(tr + 1).
We will show that S is a covering set.

If a ∈ Z
r
2t is odd, but a �∈ S, then −a ∈ S.

If a ∈ Z
r
2t is even, then a = 2b where all the elements of b are odd. If b �∈ S, let bi be the

first element of b not in {0, t}. Then bi > t . Define b′ by b′
i = bi − t and b′

j = b j for j �= i .
Then b′ ∈ S and 2b′ = 2b = a. �
Example 4 The optimal (2, 1, 2; 6) set given in the proof of Theorem 11 has size 15. In Table
5 we give the vectors s in the set, together with −s and 2s.

The situation is more complicated when r = 1.

Lemma 2 For all odd t ≥ 1 we have

ω2,1,1(2t) ≥ t + 1

2
+ ω2,2,1(t).

Proof Let S be an optimal (2, 1, 1; 2t)-covering set. We first note that the only way to cover
t ∈ Z2t is by having t ∈ S. We now use an argument similar to that used in the proof of
Theorem 1. The odd elements of Z2t can only be covered by odd elements in S. Since s ∈ S
covers both s and −s, in order to cover the t − 1 remaining odd elements of Z2t we need at
least (t − 1)/2 odd elements in S in addition to our initial choice of t ∈ S. Furthermore, this
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Table 5 An optimal (2, 1, 2; 6) set

s (0,1) (0,3) (1,0) (1,1) (1,2) (1,3) (1,4) (1,5)

−s (0,5) (0,3) (5,0) (5,5) (5,4) (5,3) (5,2) (5,1)

2s (0,2) (0,0) (2,0) (2,2) (2,4) (2,0) (2,2) (2,4)

s (2,1) (2,3) (2,5) (3,0) (3,1) (3,2) (3,3)

−s (4,5) (4,3) (4,1) (3,0) (3,5) (3,4) (3,3)

2s (4,2) (4,0) (4,4) (0,0) (0,2) (0,4) (0,0)

implies that of the t −1 even non-zero elements of Z2t , at least (t −1)/2 are already covered,
since distinct odd elements cover distinct even elements. It is also crucial that we note that
for each even non-zero element a of Z2t , a or −a (perhaps both) are already covered by some
odd element s ∈ S.

Assume S has exactly (t + 1)/2 odd elements. Adding another odd element s to S can,
at most, add the element 2s to the elements of Z2t covered by S. We can therefore add the
element 2s to S instead of adding the element s, without reducing the number of elements
covered. Thus, for the purpose of counting the number of elements in an optimal (2, 1, 1; 2t)-
covering set S, we may assume, without loss of generality, that S contains exactly (t + 1)/2
odd elements.

We are therefore left with the task of covering the even non-zero elements of Z2t of
which exactly (t − 1)/2 elements have been pre-covered. Since the even elements of Z2t are
isomorphic to Zt , we move to the problem of covering the non-zero elements of Zt , where of
each pair a,−a ∈ Zt , exactly one element has already been pre-covered. Let us denote the
pre-covered elements by T ⊆ Zt , where we remember |T | = (t −1)/2, and for any non-zero
a ∈ Zt we have |{a,−a} ∩ T | = 1.

Let S′ ⊆ Zt be the smallest subset such that⋃
s′∈S′

{
s′,−s′, 2s′} ∪ T = Zt\ {0} . (10)

If s′ ∈ S′ and 2s′ ∈ T , we can replace s′ with −s′ in S′ without affecting (10). Hence, without
loss of generality, we may assume s′ ∈ S′ implies −2s′ ∈ T . We now contend that S′ is in
fact a (2, 2, 1; t)-covering set. This is easily seen by⋃

s′∈S′

{
s′,−s′, 2s′,−2s′} =

⋃
s′∈S′

{
s′,−s′, 2s′} ∪ T = Zt\ {0} .

It therefore follows that ∣∣S′∣∣ ≥ ω2,2,1(t).

Returning to the original problem of covering Z2t we arrive at

ω2,1,1(2t) = |S| = + ∣∣S′∣∣ ≥ t + 1

2
+ ω2,2,1(t),

which completes the proof. �

A recursive construction is described next.
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Construction 1 Let S′ ⊆ [1, (t − 1)/2] be a (2, 2, 1; t)-covering set. Let S = X ∪Y , where
the sets X, Y ⊆ Z2t are defined by

X = {2a + 1 | a ∈ [0, (t − 1)/2]} , Y = {2s′ | s′ ∈ S′} .

Proposition 1 For all m ≥ 0, S of Construction 1 is a (2, 1, 1; 2t)-covering set.

Proof First, we see that X covers all the odd elements of Z2t . Next, we note that the even
elements of Z2t are isomorphic to Zt . Thus, the elements of Y cover all the even non-zero
elements of Z2t except perhaps elements of the form −4s′ for s′ ∈ S′. However

−4s′ ≡ 2
(
2(m − s′) + 1

)
(mod 2t),

and so −4s′ is covered by X since 2(m − s′) + 1 ∈ X . �
Theorem 12 For all odd t ≥ 1,

ω2,1,1(2t) = t + 1

2
+ ω2,2,1(t).

Proof Let S′ ⊆ Zt be a (2, 2, 1; t) optimal covering set. Without loss of generality, we may
assume that S′ ⊆ [1, (t − 1)/2], since s and −s ≡ t − s (mod t) cover the same elements
of Zt . From Construction 1 we get

ω2,1,1(2t) ≤ |S| = |X | + |Y | = t + 1

2
+ ω2,2,1(t).

To complete the proof we combine the upper bound with the lower bound from Lemma 2. �
In Theorem 9 above, we gave an expression for ω2,2,1(t). In particular, we get the following

corollary.

Corollary 2 If ordp(2) is doubly even for all primes p dividing t, then

ω2,1,1(2t) = 3t + 1

4
,

and Construction 1 produces an optimal (2, 1, 1; 2t)-covering set.

Proof A simple counting argument shows that if a perfect (2, 2, 1; t)-covering set exists,
then ω2,2,1(t) = t−1

4 . By Theorem 12 we obtain the desired result. �
Example 5 Consider t = 25. One (perfect) (2, 2, 1; 25)-covering set is {1, 4, 5, 6, 9, 11}.
Using this in Construction 1 we get an optimal (2, 1, 1; 50)-covering set of size 19, illustrating
Corollary 2. The elements of X and Y are given in Table 6.

Example 6 Of the first 1,000 values of t ≡ 1 (mod 4), 390 satisfy the condition of Corollary
2; the first ten are 5, 13, 17, 25, 29, 37, 41, 53, 61, 65. Of the 5,000 odd t below 1,0000, 1,745
satisfy the condition of Corollary 2.

Table 6 An optimal (2, 1, 1; 50) set X ∪ Y

s X Y

1 3 5 7 9 11 13 15 17 19 21 23 25 2 8 10 12 18 22

−s 49 47 45 43 41 39 37 35 33 31 29 27 25 48 42 40 38 32 28

2s 2 6 10 14 18 22 26 30 34 38 42 46 0 4 16 20 24 36 44
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7 Determining ω2,1,r(q) and ω2,2,r(q) for doubly-even q

Let q = 4m. We give a recursion that applies both for k− = 1 and k− = 2. The result and
proof are very similar to Lemma 1 and its proof.

Lemma 3 For all m ≥ 1 and k− ∈ {1, 2} we have

ω2,k−,r (4m) = 2r−1 (2r − 1
)

mr + ω2,k−,r (m).

Proof Let E ⊆ Z
r
4m be the set of odd vectors whose first odd entry is from [1, 2m −1]. Then

[−1, 2]∗E = Z
r
4m;o ∪ Z

r
4m;se.

Let D be an optimal (2,−k−, r; m)-covering set. Then the set E ∪ 4D is easily seen to be a
(2, 1, r; 4m)-covering set of size 2r−1 (2r − 1) mr + ω2,1,r (m). Hence,

ω2,k−,r (4m) ≤ 2r−1 (2r − 1
)

mr + ω2,k−,r (m). (11)

On the other hand, let S be an optimal (2, k−, r; 4m)-covering set. Let S0 be the set of
even vectors in S and S1 be the set of odd vectors in S. First, we see that for an odd vector
a ∈ Z

r
4m;o, we must have a ∈ S1 or −a ∈ S1. Hence, S1 contains at least 2r−1 (2r − 1) mr

vectors. Let S′ = S0 ∪ E . Then [−k−, 2]∗S1 ⊆ [−k−, 2]∗E and so [−k−, 2]∗S′ ⊇ Z
r
4m\{0}.

Also

ω2,k−,r (4m) ≤ ∣∣S′∣∣ = 2r−1 (2r − 1
)

mr + |S0| ≤ |S1| + |S0| = ω2,k−,r (4m),

and so S′ is an optimal (2, k−, r; 4m)-covering set.
Next, if s ∈ S0 is singly even, then s covers s, −s, and s′ = 2s. The first two are also

covered by E . Therefore, if we replace s by s′, the set is still a (2, k,r; 4m)-covering set.
Repeating the process for all singly-even vectors in S0, we get a set S′

0 where all vectors are
doubly even, and such that E ∪ S′

0 is a covering set, of size ω2,k−,r (4m). Let D = 1
4 S′

0. Then
it is easy to see that D is a (2, k−, r; m)-covering set. Hence,

∣∣S′
0

∣∣ ≥ ω2,k−,r (m) and so

ω2,k−,r (4m) = |S| = |E | + ∣∣S′
0

∣∣ ≥ 2r−1 (2r − 1
)

mr + ω2,k−,r (m).

Combined with (11), the lemma follows. �
Using Lemma 3 and induction, we get the following theorem.

Theorem 13 For all m ≥ 1, k− ∈ {1, 2}, and s ≥ 1 we have

ω2,k−,r (4
sm) = 2r−1 4rs − 1

2r + 1
mr + ω2,k−,r (m).

8 On a problem by Stein

The essence of this work is to study how to cover a given abelian group G with products of the
form ms, m ∈ M and s ∈ S. The set M is given to us, and we have to find S ⊆ G as small as
possible. The groups we considered throughout this work are G = Z

r
q = Zq ×Zq ×· · ·×Zq ,

where in the extreme, when r = 1, G = Zq is a cyclic group.
Stein and Szabó [13, Chap. 4, Problem 7] (originally in [12]) asked whether the smallest

covering when M = [1, k+] is always attainable with a cyclic group. For k+ = 2 the question
was answered in the affirmative by Szabó [14].
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We ask a similar question: Is ωk+,k−,1(qr ) ≤ ωk+,k−,r (q) for all k+, k−, q , and r ≥ 2?
This question is more general than Stein and Szabó’s in the sense of having a more

general M = [−k−, k+]∗. On the other hand, it is less general in the sense that, even though
any abelian group may be factored as a direct product of cyclic groups, we shall only be
considering direct products of cyclic groups where all the cyclic groups are identical.

As an illustration of the use of our explicit expressions for ω2,k−,r (q), we will prove an
affirmative answer to this problem when 0 ≤ k− ≤ k+ = 2.

Theorem 14 Let r ≥ 2, q ≥ 2, and k− ∈ [0, 2]. Then

ω2,k−,1(q
r ) ≤ ω2,k−,r (q).

Proof First, consider q odd. From Theorem 5 above and Lemma 10 (in the Appendix) we
get

ω2,0,1(q
r ) = qr − 2 + ϑ1(qr

0)

2
≤ qr − 2 + ϑr (q0)

2
= ω2,0,r (q).

Similarly, Theorem 8 and Lemma 10 give

ω2,2,1(q
r ) ≤ ω2,2,r (q).

From Theorem 10, we immediately get

ω2,1,1(q
r ) = qr − 1

2
= ω2,1,r (q).

We now turn to consider singly-even q . Let q = 2t , with t odd. We treat k− = 1 in detail.
The proofs for k− = 0 and k− = 2 are very similar. By Theorem 11,

ω2,1,r (2t) = 2r − 1

2
(tr + 1).

If r is even, r = 2ρ, then Theorem 13 gives

ω2,1,1((2t)r ) = ω2,1,1(4
ρ tr ) = 4ρ − 1

3
tr + ω2,1,1(t

r ) = 2r − 1

3
tr + tr − 1

2
.

Hence

ω2,1,r (q) − ω2,1,1(q
r ) = 2r − 4

6
tr + 2r−1 > 0.

Next, if r is odd, r = 2ρ+1, we first observe that [1, tr −1
2 ] obviously is a (2, 2, 1; tr )-covering

set, and so ω2,2,1(tr ) ≤ tr −1
2 . Combined with Theorems 12 and 13 we get

ω2,1,1((2t)r ) = ω2,1,1(4
ρ · 2tr ) = 4ρ − 1

3
· 2tr + ω2,1,1(2tr )

= 2r − 2

3
· tr + tr + 1

2
+ ω2,2,1(t

r ) ≤ 2r − 2

3
· tr + tr + 1

2
+ tr − 1

2
.

Hence, with Theorem 11 we get that

ω2,1,r (q) − ω2,1,1(q
r ) ≥ 2r − 5

6
tr + 2r − 1

2
> 0

since r ≥ 3.
For the similar proof for k− = 0 and k− = 2, we use the simple observations ω2,0,1(tr ) ≤

tr − 1 and ω2,2,1(tr ) ≤ (tr − 1)/2. We omit further details.
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Finally, consider doubly-even q = 4sm where s ≥ 1 and m is odd or singly even. By
Theorem 13,

ω2,1,r (4
sm) = 2r−1 4rs − 1

2r + 1
mr + ω2,1,r (m),

ω2,1,1(4
rsmr ) = 4rs − 1

3
mr + ω2,1,1(m

r ).

By the results above, ω2,1,r (m) ≥ ω2,1,1(mr ). Hence

ω2,1,r (q) − ω2,1,1(q
r ) ≥

(
2r−1

2r + 1
− 1

3

)
(4rs − 1)mr ≥ 0.

The proofs for k− = 0 and k− = 2 are again very similar; we omit the details. �
We remark in passing that by a similar argument, we can show that 2

3ω2,1,r (q) < ω2,1,1(qr )

for all even q .

9 Determining θ2,k−,r(q) for k− ∈ [0, 2]

We now switch gears to consider error-correcting codes instead of covering codes. In this
section we study optimal (2, k−, r; q)-packing sets (which give optimal error-correcting
codes).

Theorem 15 For all odd q we have

θ2,0,r (q) = qr − ϑr (q0)

2
, (12)

θ2,1,r (q) = θ2,2,r (q) = qr + 2 − ϑr (q0) − 2ϑr (q1)

4
. (13)

where q0 and q1 are defined by (6).

Proof We start by considering θ2,0,r (q). Similarly to the proof of Theorem 5, a maximal
packing set must contain exactly �|σ(a)| /2� of the elements in a coset σ(a). Summing over
all non-zero cosets, we get

θ2,0,r (q) = (qr − 1) − (ϑr (q0) − 1)

2
= qr − ϑr (q0)

2
,

which proves (12). We note that for r = 1 this expression was given in [7], in a slightly
different notation. For general q , if ϑr (q0) = 1, that is, q0 = 1, then the set is perfect. In the
other cases, the error-correcting codes derived from Theorem 5 are better (larger) than the
codes given in [7,8].

The proof for θ2,2,r (q) is a similar modification of the proof of Theorem 5. For r = 1, a
similar proof was given in [9].

Finally, we consider θ2,1,r (q). In [15] it was shown that θ2,1,1(q) = θ2,2,1(q) for odd q .
The proof generalizes to all r , and we sketch this here for completeness.

First, we note that any (2, 2, r; q)-packing set is clearly a (2, 1, r; q)-packing set. We
will show that the converse is true. For any s ∈ Z

r
q , let T s = {s,−s, 2s} and T ′s =

{s,−s, 2s,−2s}. Let S be a (2, 1, r; q)-packing set. By definition, the sets T s, where s ∈ S,
are disjoint. We will show that then the sets T ′s, where s ∈ S, are also disjoint, i.e., that S is
a (2, 2, r; q)-packing set.
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Let a ∈ S. We start by noting that −2a which is added to T a in order to obtain T ′a, does
not equal an element already in T a. We cannot have −2a = −a for then 2a = a and S is
not a (2, 1, r; q)-packing set. Similarly we cannot have −2a = a. Finally, since q is odd,
−2a = 2a implies −a = a, which is again a contradiction.

To continue, let a, b ∈ S, a �= b. It is now sufficient to show that −2a �∈ T ′b. We have
2a �= b and so −2a �= −b. Similarly, 2a �= −b and so −2a �= b. Further, a �= b and so
−2a �= −2b, since q is odd. Similarly, a �= −b and so −2a �= 2b. In any case, −2a �∈ T ′b.
This completes the proof of (14). �

From [7, Theorem 4; 9, Theorem 7; 15, Theorem 6] we quote the following results.

Theorem 16 For all singly-even q = 2t , t ≥ 1 odd, we have

θ2,0,1(2t) = t − 1,

θ2,1,1(2t) = θ2,2,1(2t) = t − 1

2
.

We now prove similar results for r ≥ 2. We curiously note that when comparing Theorem
16 with Theorem 17, θ2,1,1(2t) = θ2,2,1(2t), but θ2,1,r (2t) = 2θ2,2,r (2t) for r ≥ 2.

Theorem 17 For all singly-even q = 2t , t ≥ 1 odd, and r ≥ 2, we have

θ2,0,r (2t) = θ2,1,r (2t) = tr − 1, (14)

θ2,2,r (2t) = tr − 1

2
. (15)

Proof We start by proving (14). For all a, b ∈ Z
r
q , we say a � b if and only if a ≡ b (mod t).

Obviously, � is an equivalence relation. All the equivalence classes have size 2r . We see that
if a ≡ b (mod t), then 2a ≡ 2b (mod 2t). Hence, a (2, 0, r; 2t)-packing set S can contain
at most one vector from each equivalence class, and no vectors from the equivalence class
of 0. Hence,

θ2,1,r (2t) ≤ θ2,0,r (2t) ≤ (2t)r − 2r

2r
= tr − 1. (16)

Let X be the set of vectors in Z
r
2t\ {(t, t, . . . , t)} such that if ai is the first element not

equal to t , then ai ∈ [1, t − 1], and a j is odd for all j > i . Then |X | = tr − 1 and it is easy
to see that X is a (2, 1, r; 2t)-packing set for r ≥ 2 (but not for r = 1). Hence

θ2,1,r (2t) ≥ |X | = tr − 1.

Combined with (16), this proves (14).
To prove (15), we similarly define a relation ∼= in Z

r
2t by

a ∼= b if and only if a ≡ b or a ≡ −b (mod t).

This is again an equivalence relation. The equivalence class of 0 contains 2r vectors, all the
other equivalence classes contain 2r+1 vectors. A (2, 2, r; 2t)-packing set S can contain at
most one vector from each equivalence class, and no vectors from the equivalence class of
0. Hence,

θ2,2,r (2t) ≤ (2t)r − 2r

2r+1 = tr − 1

2
. (17)

Let Y be the set of vectors in X for which all the elements are odd. It is easy to see that Y
is a (2, 2, r; 2t)-packing set. Hence,

θ2,2,r (2t) ≥ |Y | = tr − 1

2
.
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Combined with (17), this proves (15). �
We remark that the set Z of vectors in Z2t\ {(t, t, . . . , t)} where all the elements are odd

is another (2, 0, r; 2t)-packing set of size tr − 1. However, this is not a (2, 1, r; 2t)-packing
set; we have Z = Y ∪ (−Y ).

Example 7 For q = 2t , t = 3 and r = 3, we have (we use a condensed notation for vectors,
in which we omit parentheses and commas)

X = {111, 113, 115, 131, 133, 135, 151, 153, 155, 311, 313, 315, 331,

211, 213, 215, 231, 233, 235, 251, 253, 255, 321, 323, 325, 332},
Y = {111, 113, 115, 131, 133, 135, 151, 153, 155, 311, 313, 315, 331},
Z = {111, 113, 115, 131, 133, 135, 151, 153, 155, 311, 313, 315, 331,

555, 553, 551, 535, 533, 531, 515, 513, 511, 355, 353, 351, 335}.
We now consider doubly-even q . For r = 1, these were given in [7, Theorem 5], [15,

Theorem 6], and [9, Theorem 8], respectively. We now prove them for general r .

Theorem 18 For all doubly-even q = 4m, m ≥ 1, r ≥ 2, we have

θ2,0,r (4m) = (2r − 1)mr + θ2,0,r (m), (18)

θ2,1,r (4m) = (2r − 1)mr + θ2,1,r (m), (19)

θ2,2,r (4m) = (2r − 1)

⌊
mr

2

⌋
+ θ2,2,r (m). (20)

Proof We start with proving (18). Let E ⊆ Z
r
4m be the set of odd vectors in [0, 2m − 1]r and

D an optimal (2, 0, r; m)-packing set. Then it is easy to see that E ∪ 4D is a (2, 0, r; 4m)-
packing set. Hence

θ2,0,r (4m) ≥ |E | + |D| = (2r − 1)mr + θ2,0,r (m).

On the other hand, let S ⊆ Z
r
4m be an optimal (2, 0, r; 4m)-packing set. If S contains a

singly-even vector 2a we can replace this with the odd vector a and get a another packing set
of the same size. Repeating the argument, we get a (2, 0, r; 4m)-packing set S′ of the same
size as S and containing no singly-even vectors.

Again, we define the equivalence relation a � b if and only if a ≡ b (mod 2m), for all
a, b ∈ Z

r
4m . For an odd vector a, all the 2r vectors equivalent to a, under the relation �, are

also odd. Let S′
o denote the set of odd vectors in S′. Since the number of odd vectors in Z

r
4m

is (4m)r − (2m)r , the size of S′
o satisfies

∣∣S′
o

∣∣ ≤ (4m)r − (2m)r

2r
= (2r − 1)mr .

The remaining vectors in S′, denoted S′
e, are doubly even, and it is easy to see that 1

4 S′
e is a

(2, 0, r; m)-packing set. Hence,

θ2,0,r (4m) = ∣∣S′∣∣ = ∣∣S′
o

∣∣+ ∣∣S′
e

∣∣ ≤ (2r − 1)mr + θ2,0,r (m).

This completes the proof of (18).
The proof of (19) is essentially the same. If D is an optimal (2, 1, r; m)-packing set, then

E ∪ 4D is a (2, 1, r; 4m)-packing set and so

θ2,1,r (4m) ≥ |F | + |D| = (2r − 1)mr + θ2,1,r (m).

123



348 T. Kløve, M. Schwartz

On the other hand, if S is an optimal (2, 1, r; 4m)-packing set, we let S2 be the set of
doubly-even vectors in S and S1 the remaining vectors in S. As before, we can conclude that
|S2| ≤ θ2,1,r (m). Furthermore, S1 is in particular a (2, 0, r; 4m)-packing set where all the
vectors are odd or singly even. The proof of (18) showed that |S1| ≤ (2r − 1)mr . Hence

θ2,1,r (4m) = |S| = |S1| + |S2| ≤ (2r − 1)mr + θ2,1,r (m).

This proves (19).
The proof of (20) is also similar. First, similarly to the proof of (18) we can show that

there is an optimal (2, 2, r; 4m)-packing set S where all vectors are odd or doubly even. This
is done by replacing singly-even vectors 2a, by the odd vectors a. One can easily verify this
replacement process does not violate the (2, 2, r; 4m)-packing requirement. Like before, we
denote by So the set of odd vectors in S, and by Se the set of all doubly-even vectors in S.

As in the proof of (15), we define the congruence relation ∼= by a ∼= b if and only if
a ≡ ±b (mod 2m). If m is even, each equivalence class contains exactly 2r+1 vectors.
Hence,

|So| ≤ (4m)r − (2m)r

2r+1 = (2r − 1)
mr

2
= (2r − 1)

⌊
mr

2

⌋
.

If m is odd and a ∈ {0, m, 2m, 3m}r , then a ∼= −a. Hence, the corresponding equivalence
class contain exactly 2r vectors. Moreover, 2a ≡ −2a (mod 4m). Hence, a cannot be
contained in S. For the remaining (4m)r − (2m)r − (4r − 2r ) odd vectors, the corresponding
equivalence class contains 2r+1 vectors. Hence

|So| ≤ (4m)r − (2m)r − (4r − 2r )

2r+1 = (2r − 1)
mr − 1

2
= (2r − 1)

⌊
mr

2

⌋
.

In both cases, |Se| ≤ θ2,2,r (m). Hence

θ2,2,r (4m) = |S| = |So| + |Se| ≤ (2r − 1)

⌊
mr

2

⌋
+ θ2,2,r (m). (21)

We now prove the other direction. Let Y be the set vectors (a1, a2, . . . , ar ) ∈ [0, 2m −1]r
for which there is an i ∈ [1, r ] such that a j ∈ {0, m} for 1 ≤ j < i and ai ∈ [1, m − 1]. We
will determine |Yo|, the number of odd vectors in Y . Clearly, |Yo| = |Y | − |Ye|, where Ye is
the set of even vectors in Y .

The number of vectors in Y for a given i is 2i−1(m − 1)(2m)r−i . Hence

|Y | =
r∑

i=1

2i−1(m − 1)(2m)r−i = 2r−1(mr − 1).

If m is even, then

|Ye| =
r∑

i=1

2i−1 m − 2

2
mr−i = 1

2
(mr − 2r ),

and so

|Yo| = 2r−1(mr − 1) − 1

2
(mr − 2r ) = (2r − 1)

mr

2
= (2r − 1)

⌊
mr

2

⌋
.

If m is odd, then ai above is the first non-zero element since m is odd. Hence

|Ye| =
r∑

i=1

m − 1

2
mr−i = 1

2
(mr − 1),
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and

|Yo| = 2r−1(mr − 1) − 1

2
(mr − 1) = (2r − 1)

mr − 1

2
= (2r − 1)

⌊
mr

2

⌋
.

If D is an optimal (2, 2, r; m)-packing set, Yo ∪ 4D is a (2, 2, r; 4m)-packing set. Hence

θ2,2,r (4m) ≥ |Yo| + |D| = (2r − 1)

⌊
mr

2

⌋
+ θ2,2,r (m).

�

10 Summary

In this paper we studied linear codes for the channel of limited-magnitude errors. The codes
are given by sets of columns for the parity-check matrix, and we mainly considered covering
sets, giving covering codes, but we also considered packing sets giving error-correcting codes.
In Sect. 2 we gave some simple general results. In the rest of the paper, we determined optimal
(2, k−, r; q)-covering sets and optimal packing sets for all q and 0 ≤ k− ≤ 2. We also used
these optimal coverings to partially answer a problem by Stein.

For values of k+ ≥ 3 it is an open problem to determine ωk+,k−,r (q) and θk+,k−,r (q),
except that θk+,k−,1(q) is known for a few classes of cases.

Acknowledgments This study is supported by The Norwegian Research Council and by ISF Grant 134/10.

Appendix

Proof of Theorem 5

In the setting of Theorem 5 we have q odd. Let ςr (q) denote the number of cyclotomic cosets
of odd size. In [8], an expression for ς1(q) was given, in a slightly different notation. Here
we will use a similar method to show that ςr (q) = ϑr (q0) for all r .

Let

Z
∗
q = {a | gcd(a, q) = 1, a ∈ [1, q − 1]},

and for d|q , let

Zq,d =
{

a
q

d

∣∣∣ a ∈ Z
∗
d

}
.

In particular, Zq,1 = {0}. The size of Zq,d is ϕ(d), where ϕ(·) is Euler’s totient function. We
have the following disjoint-union decomposition [8, Lemma 4]:

Zq =
⋃
d|q

Zq,d . (22)

Lemma 4 Let d be a divisor of q. For any b ∈ Zq,d , the least positive � such that 2�b ≡
b (mod q) is exactly �d .

Proof Let b = a·q/d . Since gcd(a, q) = 1 by definition, we have the following equivalences:

2� ≡ 1 (mod d) ⇔ 2� q

d
≡ q

d
(mod q) ⇔ 2�a

q

d
≡ a

q

d
(mod q).

�
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We observe that Lemma 4 implies that Zq,d is the disjoint union of ϕ(d)/�d cosets of size
�d .

In [8, Lemma 5] the following result was given.

Lemma 5 (i) For odd d = pe1
1 pe2

2 . . . pes
s , with pi distinct odd primes, we have

�d = lcm
(
�p

e1
1

, �p
e2
2

, . . . , �pes
s

)
.

In particular, v2(�d) = i if and only if max1≤ j≤s v2(�p
e j
j

) = i .

(ii) For any odd prime p, suppose 2�p = 1 + pu p sp with p � sp. Then

�pk =
{

�p if k ≤ u p,

pk−u p �p if k > u p.

From Lemma 5 we get the following more general result:

Lemma 6 For any odd q, and d1, d2, . . . , dr divisors of q we have

lcm(�d1 , �d2 , . . . , �dr ) = �lcm(d1,d2,...,dr ).

Proof Let p j , j = 1, 2, . . . , s, be the set of all primes dividing q , and let di = ∏s
j=1 p

ei, j
j .

Then

lcm(d1, d2, . . . , dr ) =
s∏

j=1

p
max1≤i≤r ei, j
j .

By Lemma 5 we get

lcm1≤i≤r (�di ) = lcm1≤i≤r lcm1≤ j≤s(�p
ei, j
j

) = lcm1≤ j≤s lcm1≤i≤r (�p
ei, j
j

)

= lcm1≤ j≤s(�p
max1≤i≤r ei, j
j

) = �lcm(d1,d2,...,dr ).

�

Now, consider a cyclotomic coset in Z
r
q , generated by (a1, a2, . . . ar ). Suppose ai ∈ Zq,di .

Then the size of the coset is lcm(�d1 , �d2 , . . . , �dr ) = �lcm(d1,d2,...,dr ), and the number of such
cosets is

ϕ(d1)ϕ(d2) . . . ϕ(dr )

�lcm(d1,d2,...,dr )

.

We get cosets of odd order if and only if di |q0 for all i . Hence we get

ςr (q) =
∑
d1|q0

∑
d2|q0

· · ·
∑
dr |q0

ϕ(d1)ϕ(d2) . . . ϕ(dr )

�lcm(d1,d2,...,dr )

=
∑
d|q0

�r (d)

�d
, (23)

where

�r (d) =
∑

lcm(d1,d2,...,dr )=d

ϕ(d1)ϕ(d2) . . . ϕ(dr ).
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It follows that∑
c|d

�r (c) =
∑

d1|d,d2|d,...,dr |d
ϕ(d1)ϕ(d2) . . . ϕ(dr )

=
⎛
⎝∑

d1|d
ϕ(d1)

⎞
⎠
⎛
⎝∑

d2|d
ϕ(d2)

⎞
⎠ . . .

⎛
⎝∑

dr |d
ϕ(dr )

⎞
⎠ =

⎛
⎝∑

a|d
ϕ(a)

⎞
⎠

r

= dr .

Using Möbius inversion, we get

�r (d) =
∑
c|d

μ

(
d

c

)
cr . (24)

Substituting this expression in (23) we get

ςr (q) = ϑr (q0).

This completes the proof of Theorem 5.
For r = 1, the expression in (23) was given in [8, Theorem 2], in a slightly different

notation. In the same theorem we determined θ2,0,1(q). For r > 1, the result is new.

Example 8 If q0 = pa , where p is a prime and a ≥ 1, the divisors of q0 are pb, b ∈ [0, a].
If d = pb > 1, then μ(d/c) �= 0 for c | d exactly for c = pa and c = pa−1. Since μ(1) = 1
and μ(p) = −1, we get

ϑr (pa) = 1 +
a∑

b=1

pbr − p(b−1)r

�pb
.

In particular, if v2
(
2�p − 1

) = 1, that is u p = 0 (which is the situation in most cases),
Lemma 5 implies that �pb = pb−1�p for all b ≥ 1. Hence, in this case we get

ϑ1(pa) = 1 + 1

�p

a∑
b=1

(p − 1) = 1 + a(p − 1)

�p
.

and for r > 1 we get

ϑr (pa) = 1 + 1

�p

a∑
b=1

(
pb(r−1)+1 − p(b−1)(r−1)

)
= 1 + (pr − 1)(pa(r−1) − 1)

(pr−1 − 1)�p
.

In particular,

ϑ1(pr ) = 1 + r(p − 1)

�p
and ϑr (p) = 1 + pr − 1

�p
,

and so ϑ1(pr ) < ϑr (p). This is a special case of Lemma 10 below.

Proof of Theorem 8

The expressions for ω2,0,r (q) in Theorem 5 and θ2,0,r (q) in (12), and their proofs, are closely
related. In the same way we will get closely related expressions and proofs for ω2,2,r (q) and
θ2,2,r (q). For θ2,2,1(q), the expression in Theorem 8 was given in [9], in a slightly different
notation. For general r we get a proof that generalizes its proof.
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Consider the coset generated by a non-zero a = (a1, a2, . . . , ar ) ∈ Z
r
q . We first remark

that if −a ∈ σ(a), that is, σ(−a) = σ(a), then |σ(a)| is even: if u > 0 is minimal such that
−a = 2ua (mod q), then |σ(a)| = 2u.

The coset σ(a) has odd size if and only if σ(ai ), 1 ≤ i ≤ r , all have odd size. In this case
σ(a) and σ(−a) are disjoint, and the (|σ(a)| + 1)/2 elements 22i a, i ∈ [0, (|σ(a)| − 1)/2]
will cover σ(a)∪σ(−a), and the union cannot be covered by fewer elements. We select these
elements in a covering set. Hence we get a contribution (|σ(a)| + 1)/4 to ω2,2,r (q) from the
coset σ(a) and (|σ(a)| + 1)/4 = (|σ(−a)| + 1)/4 from the coset σ(−a). The number of
such cosets is ϑr (q0) as was shown in the proof of Theorem 5.

If |σ(a)| is even, but σ(−a) �= σ(a) (that is, the two sets are disjoint), then we select the
|σ(a)| /2 elements 22i a, i ∈ [0, |σ(a)| /2 − 1] to cover σ(a) ∪ σ(−a). The contribution to
ω2,2,r (q) from the cosets σ(a) and σ(−a) is therefore |σ(a)| /4 + |σ(−a)| /4.

Now, consider the situation when σ(−a) = σ(a). As before, let u > 0 be the minimal
integer such that −a = 2ua (mod q). If u is even, then the u/2 = |σ(a)| /4 elements 22i a,
i ∈ [0, u/2−1] cover σ(a). Finally, if u is odd, then the (u +1)/2 = (|σ(a)|+2)/4 elements
22i a, i ∈ [0, (u − 1)/2] cover σ(a). We see that u is odd if and only if σ(ai ) is singly even
for all i . In the proof of [9, Theorem 6], it was shown that this occurs exactly when ai ∈ Zq,di

for some di |q1. A proof similar to the proof in Appendix 10 shows that the number of such
cosets is ϑr (q1). Summing over all the cosets, we get the expression in Theorem 8.

A result for ϑr (q)

A simple, but useful relation is the following.

Lemma 7 If d1|d2, then �d1 ≤ �d2 .

Proof By definition, d2|2�d2 − 1 and so d1|2�d2 − 1, which implies that �d1 ≤ �d2 (and in
fact �d1 |�d2 ). �

We recall that �r (d) was defined by (24). This is a multiplicative function, as the following
lemma shows.

Lemma 8 If gcd(d1, d2) = 1, then �r (d1d2) = �r (d1)�r (d2).

Proof If c|d1d2, then c = c1c2, where c1|d1 and c2|d2. Hence

�r (d1d2) =
∑

c|d1d2

μ

(
d1d2

c

)
cr =

⎛
⎝∑

c|d1

μ

(
d1

c

)
cr

⎞
⎠
⎛
⎝∑

c|d2

μ

(
d2

c

)
cr

⎞
⎠ = �r (d1)�r (d2).

�
For a prime p, define �r (pβ) by

�r (pβ) =
{

1 β = 0,

prβ − pr(β−1) otherwise.

For convenience, we let �(pβ) = �1(pβ).

Lemma 9 If p is a prime and β ≥ 1, then

�r (pβ) = �r (pβ) =
r−1∑
j=0

�(pβ− j ).
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Proof We have

�r (pβ) = prβ − pr(β−1) = �r (pβ) =
r−1∑
j=0

(
prβ− j − prβ− j−1

)
=

r−1∑
j=0

�(pβ− j ).

�

We now give a main lemma on ϑr (q).

Lemma 10 For all r ≥ 2 and odd q we have ϑ1(qr ) ≤ ϑr (q).

Proof By definition, ϑr (q) = ∑d|q 1
�d

�r (d). Let q = ∏s
i=1 pαi

i be the prime factorization

of q . The divisors of qr are all numbers of the form
∏s

i=1 pβi
i where 0 ≤ βi ≤ rαi . Using

Lemmas 8 and 9, we get

�r

(
s∏

i=1

pβi
i

)
=

s∏
i=1

�r

(
pβi

i

)
=
∏

1≤i≤s
βi >0

r−1∑
ji =0

�
(

prβi − ji
i

)
.

Hence

ϑr (q) =
α1∑

β1=0

α2∑
β2=0

· · ·
αs∑

βs=0

1

�∏
1≤i≤s p

βi
i

∏
1≤i≤s
βi >0

r−1∑
ji =0

�
(

prβi − ji
i

)
.

Similarly, we get

ϑ1(q
r ) =

rα1∑
β1=0

rα2∑
β2=0

· · ·
rαs∑

βs=0

1

�∏
1≤i≤s p

βi
i

s∏
i=1

�
(

pβi
i

)
.

In order to compare the two expressions we note all the summands are non-negative, and
of the form

∏s
i=1 �(pγi

i ). One can verify that the coefficient of
∏s

i=1 �(pγi
i ) in ϑr (q) is

Cr = �−1∏
1≤i≤s p

�γi /r�
i

,

whereas its coefficient in ϑ1(qr ) is

C1 = �−1∏
1≤i≤s p

γi
i

.

Since �γi/r� ≤ γi we have

∏
1≤i≤s

p�γi /r�
i

∣∣∣∣∣∣
∏

1≤i≤s

pγi
i ,

and so Cr ≥ C1 by Lemma 7. Hence ϑr (q) ≥ ϑ1(qr ). �

We illustrate the proof by a simple example.
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Example 9 Let q = p2π where p and π are distinct odd primes, and let r = 2. Then

ϑ2(q) = 1 + �2(p)

�p
+ �2(p2)

�p2
+ �2(π)

�π

+ �2(p)�2(π)

�pπ

+ �2(p2)�2(π)

�p2π

= 1 + �(p2) + �(p)

�p
+ �(p4) + �(p3)

�p2

+ �(π2) + �(π)

�π

+
(
�(p2) + �(p)

) (
�(π2) + �(π)

)
�pπ

+
(
�(p4) + �(p3)

) (
�(π2) + �(π)

)
�p2π

,

and

ϑ1(q
2) = 1 + �(p)

�p
+ �(p2)

�p2
+ �(p3)

�p3
+ �(p4)

�p4

+ �(π)

�π

+ �(p)�(π)

�pπ

+ �(p2)�(π)

�p2π

+ �(p3)�(π)

�p3π

+ �(p4)�(π)

�p4π

+ �(π2)

�π2
+ �(p)�(π2)

�pπ2
+ �(p2)�(π2)

�p2π2
+ �(p3)�(π2)

�p3π2
+ �(p4)�(π2)

�p4π2
.

For example, for �(p3)�(π), the coefficients are 1/�p3π and 1/�p2π respectively, and
�p2π ≤ �p3π .
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