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On Encoding Semiconstrained Systems
Ohad Elishco , Student Member, IEEE, Tom Meyerovitch, and Moshe Schwartz , Senior Member, IEEE

Abstract— Semiconstrained systems (SCSs) were recently
suggested as a generalization of constrained systems, commonly
used in communication and data-storage applications that require
certain offending subsequences be avoided. In an attempt to
apply the techniques from constrained systems, we study the
sequences of constrained systems that are contained in, or con-
tain, a given SCS, while approaching its capacity. In the former
case, we describe two such sequences resulting in constant-
to-constant bit-rate block encoders and finite-state encoders.
Perhaps surprisingly, we show in the latter case, under commonly
made assumptions, that the only constrained system that contains
a given SCS is the entire space. A refinement to this result is
also provided, in which semiconstraints and zero constraints are
mixed together.

Index Terms— Constrained coding, channel capacity, encoding.

I. INTRODUCTION

MANY communication and data-storage systems employ
constrained coding. In such a scheme, information is

encoded in sequences that avoid the occurrence of certain
subsequences. Perhaps the most common example is that of
(d, k)-RLL which is comprised of binary sequences that avoid
subsequences of k +1 0’s, as well as two 1’s that are separated
by less than d 0’s. For various other examples the reader is
referred to [7] and the many references therein.

The reason for avoiding such subsequences is mainly due
to the fact that their appearance contributes to noise in the
system. However, by altogether forbidding their occurrence,
the possible rate at which information may be transmitted is
severely reduced. By relaxing the constraints and allowing
some appearances of the offending subsequences, the rate
penalty may be reduced. So rather than imposing combinator-
ial constraints on substrings, we impose statistical constraints
on them. Such an approach was studied, for example, in the
case of channels with cost constraints [8], [10].

A general approach was suggested in [5], in which a semi-
constrained system (SCS) was defined by a list of offending
subsequences, and an upper bound (called a semiconstraint)
on the frequency of each subsequence appearing. Note that
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constrained systems (which we call fully constrained for
emphasis) are a special case of semiconstrained systems,
in which only semiconstraints of frequency 0 are used.

A careful choice of semiconstraints also allows the study
of systems that, up to now, were studied in an ad-hoc
manner only. As examples we mention DC-free RLL
coding [12], constant-weight ICI coding for flash memo-
ries [2], [3], [9], [14], and coding to mitigate the appearance
of ghost pulses in optical communication [15], [16].

One of the most important questions, given a SCS, is how to
encode any unconstrained input sequence into a sequence that
satisfies all the given semiconstraints. The various encoding
schemes suggested in [2], [9], [12], and [14]–[16] are ad-hoc
and do not apply to general SCSs. The encoding scheme
for channels with cost constraints given in [10] (which over-
lap somewhat with SCSs) is indeed general, however it is
not capacity achieving. Later, within the scope of channels
with cost constraints, and motivated by partial-response chan-
nels, [11], [19] briefly report on capacity-achieving schemes,
however, not in the full generality we consider in this paper.

Under the assumption that the input stream consists of
i.i.d. uniformly-random bits, a general capacity-achieving
encoding scheme for SCSs was described in [5]. The scheme
involved a maxentropic Markov chain over a modified
De-Bruijn graph. Input symbols were converted via an arith-
metic decoder to a biased stream of symbols which were
used to generate a path in the graph, which in turn generated
symbols to be transmitted. A reverse operation was employed
at the receiving side. Additionally to the assumption on the
distribution of the input, to enforce a constant-to-constant
bit rate, the encoder has a probability of failure (albeit,
asymptotically vanishing). Thus, not all input streams may be
converted to semiconstrained sequences.

Compared with SCSs, for “conventional” fully constrained
systems there is a general method for constructing encoders
working arbitrarily close to capacity: the celebrated state-
splitting algorithm. However, as we explain in the following
sections, this method fails even on very simple SCSs, due to
the fact that in most cases they do not form regular languages.

In this work we consider the problem of encoding an
arbitrary input string into a sequence that satisfies all the given
semiconstraints. We do not make statistical or combinatorial
assumptions on the input, only that it is sufficiently long.
Specifically, we show the following: For every given SCS that
satisfies certain mild assumptions and every � > 0 we present
a fully constrained system that is “eventually-contained” in the
given SCS, with a capacity penalty of at most �. This allows
us to construct either block encoders or finite-state encoders,
trading encoder anticipation for number of states. In the
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other direction, we show that no fully constrained system can
contain a given SCS (under certain mild assumptions).

The paper is organized as follows. In Section II we
present the definition and notation used throughout the paper.
In Section III we study sequences of constrained systems that
are contained in a given SCS and approach its capacity from
below. In Section IV we do the reverse, and study constrained
systems containing a given SCS. In the first sections of this
paper we make some assumptions on the SCS under discus-
sion, in particular that they are fat (see Definition 7). These
assumptions in particular exclude (classical) fully constrained
systems. In Section V we study more general SCSs, that in
particular also allow fully constrained systems. We present
conclusions and further research in Section VI.

II. PRELIMINARIES

A. Semiconstrained Systems

Let � be a finite alphabet and let �∗ denote the set of all the
finite sequences over �. The elements of �∗ are called words
(or strings). The length of a word ω ∈ �∗ is denoted by |ω|.
Given two words, ω,ω� ∈ �∗, their concatenation is denoted
by ωω�. Repeated concatenation is denoted using a superscript,
i.e., for any natural m ∈ N, ωm denotes ωm = ωω . . . ω, where
m copies of ω are concatenated. By convention, ω0 = ε, where
ε the unique empty word of length 0. By extension, if S ⊆ �∗
is a set of words, then Sm denotes the set

Sm = {ω1ω2 . . . ωm : ∀i, ωi ∈ S},
with S0 = {ε}, S∗ = ⋃

i�0 Si , and S+ = ⋃
i�1 Si .

The set of length-k subwords of ω is defined by

subk(ω) =
{
β ∈ �k : ω = αβγ for some α, γ ∈ �∗}.

For ω ∈ �∗ and k � |ω|, frk
ω ∈ P(�k) is defined as the

empirical distribution of length-k subwords in ω, where we
denote by P(�k) the set of all probability measures on �k .
We can naturally identify

P(�k) =
⎧
⎨

⎩
η ∈ [0, 1]�k :

∑

φ∈�k

η(φ) = 1

⎫
⎬

⎭
.

It follows that for all β ∈ �k ,

frk
ω(β) = 1

|ω| − k + 1

∣
∣
{
(α, γ ) : α, γ ∈ �∗, αβγ = ω

}∣
∣.

Example 1: Let � = {0, 1} and let ω = 0110100100 ∈ �10.
Then fr2

ω(01) = 3
9 . �

Definition 2: Let � ⊆ P(�k) be a set of probability
measures. We say � is a semiconstrained system (SCS), and
we define the set of admissible words for � by

B(�) =
{
ω ∈ �∗ : frk

ω ∈ �
}

.

For convenience we also define the set of admissible words
of length exactly n as

Bn(�) = B(�) ∩ �n.

Example 3: We consider a family of SCSs known as
the (0, 1, p)-RLL SCS [5]. Let � = {0, 1}, and let p ∈ [0, 1].

Define

� =
{
η ∈ P(�2) : η(11) � p

}
.

The set of admissible words for � is the set of all binary words
whose empirical frequency of the pattern 11 is at most p.
Taking p = 0 we obtain the well known (1,∞)-RLL fully
constrained system. �

An important figure of merit we associate with any set of
words S ⊆ �∗ is its capacity.

Definition 4: Let � be a finite alphabet and S ⊆ �∗. The
capacity of S, denoted cap(S), is defined as

cap(S) = lim sup
n→∞

1

n
log2

∣
∣S ∩ �n

∣
∣.

Thus, in the case of a SCS �, the capacity cap(B(�))
intuitively measures the exponential growth rate of the number
of words that satisfy the constraints given by � as a function
of the word length.

A relaxation of semiconstrained systems was also suggested
in [5].

Definition 5: Let � ⊆ P(�k) be a set of probability
measures. For � > 0 we denote by �� the set

�� =
{

η ∈ P(�k) : inf
μ∈�


η − μ
∞ � �

}

where 
 · 
∞ is the �∞-norm. The set of weakly-admissible
words for � is defined by

B(�) =
{
ω ∈ �∗ : frk

ω ∈ �ξ(|ω|)},

where ξ : N → R
+ is a function satisfying both ξ(n) = o(1)

and ξ(n) = �(1/n). Also Bn(�) = B(�) ∩ �n.
Note that the term ζ(|ω|) adds some tolerance. In order for

that tolerance to be negligible in terms of capacity, we require
ζ(n) = o(1). In order for it to be effective enough to solve
continuity issues, we also require ζ(n) = �( 1

n ). Intuitively,
the latter requirement allows us to alter a constant number of
letters in a string of any length. Any tolerance of order o( 1

n )
is eventually degenerate, and equivalent to setting ζ(n) = 0.

We note that B(�) was called a weak semiconstrained
system (WSCS) in [5] and was defined in a slightly different
manner, though we shall prefer to use the term weakly-
admissible words for �. It was also shown there that though it
is possible to constrain words of different lengths, it suffices to
consider only words in �k , i.e., all the offending patterns are
of the same length k. Here, since � ⊆ P(�k), the assumption
that all the offending patterns are of length k is implied.

A particular set of probability measures of interest to us
is the set of shift-invariant probability measures. We say
η ∈ P(�k) is shift-invariant if for all φ ∈ �k−1,

∑

a∈�

η(aφ) =
∑

a∈�

η(φa).

We denote the set of shift-invariant probability measures by
Psi(�

k), which is a closed subset of P(�k) in the weak-∗
topology (since �k is a finite set with the discrete topology,
the topology on P(�k) is given by the total variation norm).
These are precisely the probability measures that arise as
marginals of shift-invariant measures on �N or �Z. For a
discussion see [1]. In particular, we have the following lemma.
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Lemma 6: Fix a finite alphabet �, and k � 2. If � ⊆
P(�k) \Psi(�

k) is closed then cap(B(�)) = −∞, i.e., B(�)
is a finite set.

Proof: For any ω ∈ �∗, |ω| � k, and any φ ∈ �k−1,
by simple counting

∣
∣
∣
∣
∣

∑

a∈�

frk
ω(aφ) −

∑

a∈�

frk
ω(φa)

∣
∣
∣
∣
∣
� 1

|ω| − k + 1
.

Thus, frk
ω gets arbitrarily close to a shift-invariant probability

measure as |ω| → ∞. Since Psi(�
k) and � are closed, there

is a positive distance between the sets. Therefore, there exists
n ∈ N such that for all ω ∈ �∗, |ω| � n, we have ω �∈ B(�),
i.e., B(�) is finite.

Lemma 6 motivates us to study probability measures that are
shift invariant. Another crucial property of a set of probability
measures is given in the following definition.

Definition 7: For a set �� ⊆ Psi(�
k) we denote by int(��)

the interior of ��, and by cl(��) the closure of ��, both
relatively to Psi(�

k). We say � ⊆ P(�k) is fat if

cl(int(� ∩ Psi(�
k))) = cl(� ∩ Psi(�

k)).

The fat condition allows us to focus on “well-behaved” sets,
namely, sets with a non-empty interior. the following result
from [5] demonstrates the importance of a fat �.

Theorem 8: Let � ⊆ P(�k) be closed and convex. If � is
fat then

cap(B(�)) = cap(B(�)) = log2 |�| − inf
η∈�∩Psi(�k)

D(η
η�),

where D(·
·) is the relative entropy function, and η�(φa) =∑
a�∈� η(φa�)/ |�|, for all φ ∈ �k−1 and a ∈ �. Additionally,

cap(B(�)) and cap(B(�)) are continuous and convex in �,
and the limits in their definitions exist.

B. Fully Constrained Systems
As noted in the introduction, “conventional” constrained

systems are a special case of semiconstrained systems. A con-
strained system can be viewed as a SCS �, where � is of the
form

� =
{
η ∈ P(�k) : ∀φ ∈ �k, η(φ) � cφ

}
,

where cφ ∈ {0, 1} for all φ ∈ �k . In other words, every
substring of length k is either completely forbidden, or
unconstrained. We will refer to those as fully constrained
systems and denote a set � of this form as �{0,1}.

Let G = (V , E) be a finite directed graph, where we
allow parallel edges. A labeling function L : E → �q

assigns a length-q label over the alphabet to each edge.
By simple extension, the label of a directed (non-empty) path
in the graph γ = e1 → e2 → · · · → en is defined as
L(γ ) = L(e1)L(e2) . . .L(en). Finally, we define the language
represented by the graph G, denoted L(G), to be the labels
of all finite directed paths in G.

Constrained systems have been widely studied [7], [13].
In particular, it is well known that in case � is of the
form �{0,1}, B(�) = L(G) for some finite directed labeled
graph G in the manner described above. An immediate con-
sequence is the fact that B(�) is a regular language in the

Chomsky hierarchy of formal languages [17]. We do note,
however, that not all regular languages (which correspond to
languages of sofic subshifts) are constrained systems (which
are defined by a finite number of forbidden words, and
correspond to subshifts of finite type).

A wide variety of tools exist for manipulating con-
strained systems, including the state-splitting algorithm
(see [13, Ch. 5]). In essence, under mild assumptions, given
a constrained system B(�) = L(G), and two positive integers
p and q that satisfy p/q < cap(B(�)), we can find another
constrained system B�(�) = L(G�), an encoder, with the
following properties:

• L(G�) ⊆ L(G).
• cap(B�(�)) = p/q , also called the rate of the encoder.
• G� is a p : q encoder for L(G) with finite anticipation

a ∈ N ∪ {0}, i.e., the out-degree of each vertex is 2p ,
the edge labels in G� are from �q , and paths of length
a + 1 that start from the same vertex and generate the
same word agree on the first edge.

Unfortunately, even for very simple semiconstraints, B(�)
is not a regular language in general. As an example, for
� = {0, 1}, and � such that for all μ ∈ �, μ(1) � p,
it is easily seen that for any rational 0 < p < 1, the
semiconstrained system B(�) is a non-regular context-free
language, whereas for any irrational p the system is not even
context free [17, Sec. 4.9, Exercise 25]. Thus, the wonderful
machinery of the state-splitting algorithm cannot be applied
directly for general SCSs.

Another important property of languages associated with
fully constrained systems is that these languages are factorial.
This means that a subword of an admissible word is also an
admissible word. Factoriality implies for instance that if � is of
the form �{0,1}, the sequence 1

n log
∣
∣B(�{0,1})

∣
∣ is subadditive,

so the lim sup in the definition of the capacity is actually a limit
by Fekete’s Lemma. The factoriality property is not shared by
SCSs in general.

III. APPROACHING CAPACITY FROM BELOW

In this section we study the problem of finding a sequence
of fully constrained systems that are contained in a given
semiconstrained (or weakly semiconstrained) system, with
the additional requirement that the capacity of the former
approaches that of latter in the limit. We present two such
sequences which induce (perhaps after state splitting) two
possible encoders for the SCS or WSCS.

Before continuing on, we pause to consider what properties
we require of an encoder. An encoder is nothing more than
a function φ : �N → X for translating an unconstrained
sequence of input symbols �N, into another sequence obeying
a given set of constraints, X ⊆ �N. A general encoder for
SCSs was already described in [5]. However, that encoder
had a probability of failure, i.e., it would not work on some
input sequences. We are therefore interested in finding an
encoder that always succeeds.

Thus, in what follows, we focus on studying fully con-
strained systems contained in a given SCS. One of our goals
is to determine the following function.
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Definition 9: Let � ⊆ P(�k) be a SCS. We define

cap⊆(�) = sup
L(G)⊆B(�)

cap(L(G)).

We remark that this definition is superficially reminiscent
of inner measures from measure theory. The definition is also
provisional, since as we shall later show, it coincides with the
usual notion of capacity.

It will be easier for us to describe fully constrained
systems that are only eventually contained in the desired
SCS. Formally, given two infinite subsets, S1, S2 ∈ �∗,
we say S1 is eventually contained in S2, denoted S1 ⊆e S2,
if |S1 \ S2| < ∞. A fully constrained system that is
eventually contained in a given SCS may easily be transformed
into another fully constrained system that is contained (in the
usual sense) in the given SCS by removing the words that are
inadmissible in the SCS.

A. Block Encoders for SCSs

The first sequence of fully constrained systems we construct
are each represented by a graph with a single state. Such
graphs are called block encoders.

Let � be a fat SCS. The fat condition on � guarantees that
it can be slightly shrunk while remaining not empty. More
formally, for any � > 0 we define the set �� by

�� =
{

η ∈ P(�k) : inf
μ∈P(�k)\�


η − μ
∞ > �

}

(1)

where 
 · 
∞ is the �∞-norm.
First note that for every � > 0, �� ⊆ �. If � is fat then

there exists � > 0 such that �� �= ∅ and �� is also fat. We say
such an � is �-feasible.

Note also that in the definition of �� we consider
μ ∈ P(�k) as a vector of numbers and use the �∞-norm
instead of the usual total-variation norm. The particular choice
of norm is a side issue and does not significantly change the
essential results.

Construction A: Let � be a SCS. For every m ∈ N we
construct Rm(�) ⊆ �∗ by defining

Rm(�) = Bm(�)∗.

�
By definition, Rm(�) from Construction A is a regular

language. It may be represented as the language of the
following graph G: the graph contains a single vertex, all the
edges are self loops and are labeled by the words of Bm(�),
i.e., the length-m words in B(�).

The next theorem ties Rm(��) with B(�). In order the prove
this theorem however, we need a simple lemma first which
shows that if � is convex then for any � > 0, �� is convex as
well.

Lemma 10: Let � ⊆ P(�k) be a convex set, then for any
� > 0, �� is also convex.

Proof: Consider � as a subset of V = [0, 1]|�|k . For
x ∈ V , denote by {x}� the � neighborhood of x , i.e., {x}� =
{z ∈ V : 
z − x
∞ � �}. The lemma follows from the obser-
vation that if x, y ∈ � such that {x}�, {y}� ⊆ �, then for
every t ∈ [0, 1], {tx + (1 − t)y}� ⊆ �. Indeed, let x, y ∈ �

such that {x}�, {y}� ⊆ �. Let t ∈ [0, 1] and denote by z the
point z = tx + (1 − t)y. Let u ∈ {z}� , and write u = z + v
where 
v
∞ � �. We have that x + v, y + v ∈ � and
t (x + v) + (1 − t)(y + v) = z + v ∈ � since � is convex. The
lemma follows by noticing that if x ∈ � is such that {x}� ⊆ �
then x ∈ �� .

Theorem 11: Let � be a convex fat SCS. Then for any
�-feasible � > 0, there exists M� ∈ R such that for all
m > M�

Rm(��) ⊆ B(�).

Proof: By Lemma 10, if � is convex then so is �� .
Consider ω ∈ Rm(��) and write ω = ω1ω2 . . . ω� with
ωi ∈ Bm(��). For any φ ∈ �k , we bound the number of
occurrences of φ in ω.

For every 1 � i � �, we denote

μi = frk
ωi

∈ ��.

Every φ ∈ �k appears in ωi exactly μi (φ)(m − k + 1)
times. Additionally, in each concatenation point between ωi

and ωi+1, the word φ can appear at most another k − 1 times.
Since �� is convex, we have

μ = 1

�

�∑

i=1

μi ∈ ��.

It now follows that

frk
ω(φ) �

∑�
i=1 μi (φ)(m − k + 1) + (� − 1)(k − 1)

m� − k + 1

= μ(φ)�(m − k + 1) + (� − 1)(k − 1)

m� − k + 1

= μ(φ) + (� − 1)(k − 1)(1 − μ(φ))

m� − k + 1

� μ(φ) + (� − 1)(k − 1)

m� − k + 1
. (2)

Additionally,

frk
ω(φ) �

∑�
i=1 μi (φ)(m − k + 1)

m� − k + 1

= μ(φ)�(m − k + 1)

m� − k + 1

= μ(φ) − (� − 1)(k − 1)

m� − k + 1
. (3)

Following the right-hand side of (2) and of (3) we can
continue the analysis assuming all ωi share the same measure
μ ∈ �� . Now define

L(m, �) = (� − 1)(k − 1)

m� − k + 1
,

and thus,
∣
∣
∣frk

ω(φ) − μ(φ)
∣
∣
∣ � L(m, �).

We note that for every m > k −1, � � 2, the function L(m, �)
is monotone increasing in �. It follows that

L(m, �) < lim
�→∞ L(m, �) = k − 1

m
.
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Hence, we can take

M� = k − 1

�
, (4)

and obtain that for every m > M� ,

L(m, �) < �.

The calculation holds for every φ ∈ �k . Thus, we showed that
for every m > M� , every φ ∈ �k , and every ω ∈ Rm(��),
we have frk

ω ∈ �, and therefore Rm(��) ⊆ B(�).
We observe that M� = �( 1

� ). The following theorem shows
that the sequence of systems Rm(��) has a capacity that
approaches cap(B(��)) as m grows.

Theorem 12: Let � be a closed convex fat SCS. Then for
every �-feasible � > 0 the following limit exists and

lim
m→∞ cap(Rm(��)) = cap(B(��)).

Proof: We observe that

∣
∣Rm(��) ∩ �n

∣
∣ =

{
|Bm(��)| n

m if m|n,

0 otherwise.

It follows that

cap(Rm(��)) = lim sup
n→∞

1

n
log2

∣
∣Rm(��) ∩ �n

∣
∣

= 1

m
log2 |Bm(��)|.

Hence,

lim sup
m→∞

cap(Rm(��)) = lim sup
m→∞

1

m
log2 |Bm(��)|

= cap(B(��)),

by the definition of capacity. However, since � is �-feasible,
we have a fat �� . By Theorem 8, the limit in the definition of
the capacity for the SCS exists, which completes the proof.

We note that if �1 � �2 and �2 is �-feasible, then �1 is also
�-feasible.

Corollary 13: For any SCS with a closed convex fat � there
exist block encoders with rate arbitrarily close to cap(B(�)).

Proof: By Theorem 8 the limit in the capacity definition
exists and the capacity, which is given by the relative entropy
function, is continuous with respect to the restrictions. Thus,

lim
�→0

cap(B(��)) = cap(B(�)),

where � is �-feasible. It follows that Theorem 11 and Theo-
rem 12 show that it is possible to build a block encoder to a
given SCS with rate arbitrarily close to cap(B(�)).

While the block encoders we constructed are quite simple,
and have rate p/q arbitrarily close to cap(B(�)), we do how-
ever point a major drawback. The edges are labeled by words
from �m . Thus, the encoder is not p : q but mp : mq. For a
fair comparison with the next construction, if we transform this
to an encoder with labels from � (e.g., via a standard Moore
co-form and tree argument), the number of states becomes
exponential in m, and the anticipation becomes �(m), which
is undesirable.

B. Finite-State Encoders

Unlike Construction A, in which a sequence was a concate-
nation of independent blocks, the construction we now present
has a sliding-window restriction.

Construction B: Let � be a SCS. For every m ∈ N we
construct Nm (�) ⊆ �∗ by defining

Nm(�) = {
ω ∈ �∗ : subm(ω) ⊆ B(�)

}
.

�
We observe that Nm (�) from Construction B is a fully

constrained system. Indeed, it is defined by a finite set of
forbidden words, �m \ Bm(�).

For the purpose of building an encoder, we construct a
labeled graph G that represents Nm (�). The vertex set is
defined as V = ⋃m−1

i=0 �i . The edges, with labels from �,
are given by

a0a1 . . . ai
ai+1−−→ a0a1 . . . ai ai+1,

for all 0 � i � m − 2 and a j ∈ � for all j , as well as

a0 a1 . . . am−2
am−1−−−→ a1 . . . am−2am−1,

for all a0a1 . . . am−2am−1 ∈ B(�) and a j ∈ � for all j .
It is easily observed that every path of length m −1 labeled

by ω ∈ �m−1 ends in the vertex labeled by ω. From then on,
by simple induction, assuming ω�ω is a label of a path with
ω ∈ �m−1, then the path ends in the vertex ω and a letter
a ∈ � may be generated following that path if and only if
ωa ∈ B(�).

Theorem 14: Let � be a convex fat SCS. Then for any
�-feasible � > 0, and for all m � k,

Nm (��) ⊆e B(�).

Proof: Consider ω ∈ Nm (��), ω = a1 a2 . . . an , ai ∈ �,
and assume |ω| = n � 3m − 2. We define the i th length-m
window sliding over ω as

ωi = ai ai+1 . . . ai+m−1,

for all 1 � i � n − m + 1. We conveniently denote

μi = frk
ωi

∈ ��.

We also define

μ = 1

n − m + 1

n−m+1∑

i=1

μi .

Since � is convex, so is �� , and therefore μ ∈ �� .
For any φ ∈ �k , the number of occurrences of φ in ωi is

exactly (m − k + 1)μi (φ). By taking the sum (m − k + 1)∑n−m+1
i=1 μi (φ) we are overcounting the number of times φ

occurs in ω. However, we note that any occurrence of φ that
is fully contained within amam+1 . . . an−m+1 (i.e., within the
windows ωm , ωm+1, . . . , ωn−2m+2), is overcounted by a factor
of m−k+1 since it appears within exactly m−k+1 consecutive
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length-m windows ωi . It follows that

frk
ω(φ) � 1

n − k + 1

n−2m+2∑

i=m

μi (φ)

+ m − k + 1

n − k + 1

(
m−1∑

i=1

μi (φ) +
n−m+1∑

n−2m+3

μi (φ)

)

= n − m + 1

n − k + 1
μ(φ)

+ m − k

n − k + 1

(
m−1∑

i=1

μi (φ) +
n−m+1∑

n−2m+3

μi (φ)

)

� μ(φ) + (m − k)(2m − 2)

n − k + 1
.

On the other hand, a lower bound may be obtained by
assuming a maximal overcounting factor of m − k + 1 for all
occurrences of φ, regardless of position within ω. This time,

frk
ω(φ) � 1

n − k + 1

n−m+1∑

i=1

μi (φ)

= n − m + 1

n − k + 1
μ(φ)

� μ(φ) − m − k

n − k + 1
.

We observe that

0 � m − k

n − k + 1
� (2m − 2)(m − k)

n − k + 1
.

Thus, if we define

S(k, m, n) = (2m − 2)(m − k)

n − k + 1
, (5)

then
∣
∣
∣frk

ω(φ) − μ(φ)
∣
∣
∣ � S(k, m, n).

Let us now define

N� = (2m − 2)(m − k)

�
+ k − 1.

Then for all n > max {N� , 3m − 2} and all ω ∈ Nm (��),
|ω| = n, we also have frk

ω ∈ �, i.e., ω ∈ B(�). Hence,
Nm (��) ⊆e B(�) as claimed.

Note that unlike Construction A, here we obtain that
Nm (��) ⊆e B(�) for every m � k. We also note N� = �( 1

� ).
A stronger statement than that of Theorem 14 may be made

in the case of WSCSs, in which � is removed. This is due to
the fact that the quantity S(k, m, n) defined by equation (5) in
the proof of Theorem 14 is in fact o(1) for constant k and m.

Corollary 15: Let � be a convex fat SCS, fix m � k,
and define the tolerance function ξ(n) = S(k, m, n), where
S(k, m, n) is defined in (5). Then

Nm (�) ⊆e B(�).

Proof: The proof follows from the proof of Theorem 14,
by noting that S(k, m, n) is both o(1) and �( 1

n ).
Theorem 16: Let � be a closed convex fat SCS. Then

lim sup
m→∞

cap(Nm (�)) = cap(B(�)).

Proof: By Corollary 15 and Theorem 8

cap(Nm (�))) � cap(B(�)) = cap(B(�)).

Note that this statement does not require taking m to infinity,
and it applies to all m � k.

For the other direction, we contend that for every �-feasible
� > 0 there exists M� such that for all m > M�

cap
(
Nm2 (�)

)
� cap(Rm(��)).

To prove this claim, let ω = ω1ω2 . . . ω� ∈ Rm(��) with
� � m and ωi ∈ Bm(��) for all i . Denote μi = frk

ωi
∈ �� .

Let ω� be any length-m2 subword of ω, and let us check the
frequency any k-tuple φ ∈ �k appears in it.

Such a sequence ω� is surely fully contained in some m +1
consecutive subwords, say ω j ω j+1 . . . ω j+m . Let us denote

μ = 1

m + 1

m∑

i=0

μ j+i .

Again, μ ∈ �� due to the convexity of �� .
In a similar fashion to previous proofs, the frequency of φ

in ω� is easily seen to be upper bounded by

frk
ω� (φ) � (m − k + 1)

∑m
i=0 μ j+i (φ) + (k − 1)m

m2 − k + 1

� μ(φ) + m

m2 − k + 1
,

by accounting for the occurrences of φ in each subword ω j+i ,
and upper bounding the effect of the m concatenation points
between those subwords.

Conversely, the m−1 subwords ω j+1ω j+2 . . . ω j+m−1 must
be fully contained within ω�. Thus, we obtain the lower bound

frk
ω� (φ) � (m − k + 1)

∑m−1
i=1 μi (φ)

m2 − k + 1

� μ(φ) − mk + 2(m − k + 1)

m2 − k + 1
.

It therefore follows that
∣
∣
∣frk

ω�(φ) − μ(φ)
∣
∣
∣ � mk + 2(m − k + 1)

m2 − k + 1
. (6)

Since the right-hand side of (6) is o(1) as m → ∞, there
exists M� � k such that for all m > M� , frk

ω� ∈ �, and thus

Rm(��) ⊆ Nm2 (�) .

as claimed. It follows that for m > M� ,

cap
(
Nm2 (�)

)
� cap(Rm(��)).

Taking lim supm→∞ on both sides we obtain

lim sup
m→∞

cap (Nm (�)) � lim sup
m→∞

cap
(
Nm2 (�)

)

� lim sup
m→∞

cap(Rm(��))

= cap(B(��)),

where the last equality is due to Theorem 12. Now, since this
holds for all �-feasible � > 0, taking the limit as � → 0,
by the continuity guaranteed in Theorem 8 we get

lim sup
m→∞

cap (Nm (�)) � cap(B(�)),

which completes the proof.
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The graph G that represents Nm (�), is deterministic, and
therefore has anticipation 0. The graph is not necessarily an
encoder (due to an unequal out-degree), but by using the state-
splitting algorithm on G we may generate a p : q encoder,
at the cost of possibly increasing the anticipation.

Apart from describing two constructions for encoders,
we have thus far also proved the following corollary.

Corollary 17: Let � be a closed convex fat SCS. Then

cap⊆(�) = cap(B(�)).

Proof: This is immediate either from Corollary 13 or from
Theorem 16.

C. A Short Case Study

As a short case study we provide the following example.
Consider the SCS over � = {0, 1}, which is defined by the
set

� =
{
μ ∈ P(�2) : μ(11) � 0.205

}
.

This SCS was called the (0, 1, 0.205)-RLL SCS in [5], and
its capacity is cap(B(�)) ≈ 0.98. We investigate the encoders
presented thus far, with an intention of building an encoder
with rate 3

4 .
We first focus on the block encoder associated with Rm(�).

Choosing � = 0.005, a quick use of (4) shows that
any m > 200 guarantees that we satisfy the semiconstraints.
A finer analysis, accounting for divisibility conditions, reveals
all m > 156 suffice. The latter is indeed tight, since for
m = 156 we have ω = 13201231 ∈ B156(�0.005), but

lim
i→∞ fr2

ωi (11) = 32

156
> 0.205,

so for large enough i , ωi does not satisfy the semiconstraints.
However, there exist smaller values of m which are accept-
able. The smallest one is m = 5. However, in this case,
|B5(�0.005)| = 13, not achieving the required rate of 3

4 . The
next possible acceptable value is m = 10, in which case
|B10(�0.005)| = 379, exceeding the required rate, but at the
cost of having an unwieldy number of edges in the encoder.

On the other hand, the encoder associated with Nm (�)
is simpler. We can choose m = 6. We first construct the
De-Bruijn graph of order m − 1 = 5 in which we eliminate
vertices that correspond to a word with more than a single
appearance of the pattern 11. Since we would like to build an
encoder with rate 3

4 , we take the graph to its 4th power, and
keep the appropriate irreducible subgraph. After combining
vertices with the same follower sets and applying the state-
splitting algorithm, we obtain an encoder with 14 vertices and
112 edges. Three rounds of state splitting were used, thus the
anticipation as at most 3.

IV. APPROACHING CAPACITY FROM ABOVE

In this section we consider the dual question to the one
asked in Section III: which fully constrained systems, repre-
sented as the language of a directed labeled graph, contain
a given semiconstrained system. Additionally, we would like
to know whether the capacity of a sequence of those fully

constrained system can approach the capacity of the semi-
constrained system in the limit. In an analogous fashion to
Definition 9, we define the following.

Definition 18: Let � ⊆ P(�k) be a SCS. We define

cap⊇(�) = inf
L(G)⊇B(�)

cap(L(G)). (7)

As we shall soon see, the result is quite pessimistic. We first
give an auxiliary lemma, and then proceed to prove the main
theorem. For this lemma we require the following definition.

Definition 19: Let η ∈ P(�k) be a rational measure,
i.e., for every a ∈ �k , η(a) ∈ Q. We define the following
graphs nGη, for each n ∈ N. Let M ∈ N be the smallest nat-
ural number such that Mη is an integer vector. The initial ver-
tex set of nGη is V = �k−1. For each a0, a1, . . . , ak−1 ∈ �,
we place nMη(a0 a1 . . . ak−1) parallel edges from vertex
a0 a1 . . . ak−2 to vertex a1 a2 . . . ak−1. Finally, we remove
vertices with zero in-degree and out-degree, i.e., isolated
vertices.

Lemma 20: Let η ∈ Psi(�
k) be a positive (entry-wise)

rational and shift-invariant measure. Then for any α ∈ �∗
there exists β ∈ �∗ such that frk

αβ = η.
Proof: Since η is rational and shift invariant, for all

a0, a1, . . . , ak−1 ∈ � we have that η(a0 a1 . . . ak−1) ∈ Q,
and

∑

b∈�

η(a0 a1 . . . ak−2b) =
∑

b∈�

η(ba0 a1 . . . ak−2).

Assume we are given a sequence α ∈ �m with m � k
(if m < k we arbitrarily extend α so its length is at least k).

We now consider the graph (m + 1)Gη. We note that since
η is positive, the graph (m + 1)Gη is strongly connected,
i.e., there is a directed path between any source vertex and
destination vertex. Additionally, the shift-invariance property
of η implies that the in-degree of every vertex equals its
out-degree.

With a directed path of n edges in the graph we associate
a sequence of length n + k − 1 over � via a sliding-
window reading of the sequence. Formally, a sequence
α = a0 a1 . . . an+k−2 ∈ �n+k−1, ai ∈ �, is associated
with the directed path whose i th edge is ai ai+1 . . . ai+k−2 →
ai+1ai+2 . . . ai+k−1, for all 0 � i � n − 1. Since this mapping
is a bijection (up to parallel edges), by abuse of notation we
shall refer to α as both the sequence and the path.

The given sequence α describes a path in (m +1)Gη, where
the graph parameter (m + 1) ensures the path can consist of
distinct (though perhaps parallel) edges. Let us remove the
edges of this path from the graph to obtain a graph G�.

First we note that G� is still strongly connected since any
two vertices originally connected by an edge (perhaps several
parallel edges) are still connected by at least one edge. This is
because a total of m −k +1 < m +1 edges were removed, and
two vertices connected by an edge in (m + 1)Gη are actually
connected by at least m + 1 edges.

Next we distinguish between two cases. If the removed
path α was a cycle, then G� still has the property that every
vertex has an equal in-degree and out-degree. Thus, it contains
an Eulerian cycle (going over every edge exactly once) which
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we denote as β. Since the ending vertex of α still has a positive
out-degree, we may, without loss of generality, choose β to
begin in the same vertex. It follows that αβ is an Eulerian
cycle in the original graph (m + 1)Gη.

In the second case, the removed path α is not a cycle. In that
case, except for the starting vertex and ending vertex of α,
all other vertices have equal in-degree and out-degree. The
starting vertex of α has an in-degree larger by 1 compared
with its out-degree, and the ending vertex of α has the reversed
situation. Thus, G� contains an Eulerian path β that starts in
the ending vertex of α, and ends in the starting vertex of α.
Again, αβ is therefore an Eulerian cycle in the original graph
(m + 1)Gη.

We note that the sequence associated with the sliding-
window reading induced by the path αβ in (m + 1)Gη has
each window φ ∈ �k appear exactly as an η(φ) fraction of
the windows of size k, i.e., frk

αβ(φ) = η(φ).
Corollary 21: Let � be a fat SCS. Then for all α ∈ �∗

there exists β ∈ �∗ such that αβ ∈ B(�), i.e., any finite prefix
may be completed to a word in the semiconstrained system.

Proof: Since � is fat, there exists a probability measure
ν ∈ int(� ∩ Psi(�

k)), i.e., ν is shift invariant and in the
interior of �. We can take a sequence of rational shift-invariant
probability measures that converge to ν, and since there exists
an � > 0 environment of ν contained within �∩Psi(�

k), then
we deduce the existence of a strictly positive and rational shift-
invariant probability measure η ∈ �. From Lemma 20 we can
find β ∈ �∗ such that αβ ∈ B(�).

We note that the property that every prefix may be extended
to a word in B(�), is called right density in formal-language
theory (see [18]).

We now state the main result of this section.
Theorem 22: Let � be a fat SCS. Let �� be a fully con-

strained system such that B(�) ⊆ B(��). Then B(��) = �∗,
and thus

cap⊇(�) = log2 |�|.
Proof: Consider any α ∈ �∗. By Corollary 21, there exists

β ∈ �∗ such that αβ ∈ B(�), and hence, αβ ∈ B(��) as well.
Since �� is factorial, α ∈ B(��). Hence, B(��) = �∗.

We note the peculiar asymmetry between fully constrained
systems contained within a fat SCS, and fully constrained
systems containing a fat SCS. While in the former we have a
sequence of such fully constrained systems that approach the
capacity of the given fat SCS, in the latter there is exactly one
fully constrained system containing the SCS, and that is the
entire space �∗.

V. COMBINING SCSS WITH

COMBINATORIAL CONSTRAINTS

In our discussion thus far, we required any SCS � to be
fat. Unfortunately, if for some φ ∈ �k we have μ(φ) = 0
for all μ ∈ �, then � is not fat. Intuitively, in that case �
does not occupy all the dimensions of �k . It follows that
none of the results obtained in the previous sections apply
to fully constrained systems, since the latter employ such zero
constraints, and are therefore not fat SCSs. In the following

we discuss how this situation can be resolved by defining
relatively-fat SCSs.

We start by defining the set of forbidden words, that is, those
words which are never subwords of the admissible words of
the given SCS.

Definition 23: Let � ⊆ P(�k) be a set of probability
measures. We denote by F(�) ⊆ �k the following set of
�-forbidden k-tuples,

F(�) =
{
φ ∈ �k : ∀μ ∈ �,μ(φ) = 0

}
.

We now define a relatively fat set �. Informally, we call a
set � relatively fat (RF) if apart from F(�) it is fat. A formal
definition follows.

Definition 24: For any � ⊆ P(�k), let us denote D =
�k \ F(�). We say that � is relatively fat (RF) if

clD(intD(� ∩ Psi(D))) = clD(� ∩ Psi(D)),

where clD and intD are the closure and interior with respect
to D, respectively, and Psi(D) denotes the set of shift-invariant
measures on D.

We mention briefly that other definitions of RF sets are
possible, somewhat generalizing the definition we use. For
example, one may generalize the definition to one that requires
� to be contained within an affine space of dimension possibly
lower than P(�k), and further that � is fat with respect to that
affine space. However, such generality is not required by us.

We now go through the results obtained thus far for
fat SCSs, and describe the necessary changes required to make
them work for RF SCSs as well. We first note that the general
form of Theorem 8, which holds for every set � and is given
in [4, Ch. 3] is as follows (with modified notations).

Theorem 25: Let � ⊆ P(�k) be closed and convex. Then

log2 |�| − inf
η∈int(�∩Psi(�k))

D(η
η�) � cap(B(�))

� log2 |�| − inf
η∈cl(�∩Psi(�k))

D(η
η�),

where int and cl are the interior and closure of a set.
In the case of RF SCSs, the interior of � may be empty and

therefore Theorem 25 states that the capacity of a RF SCS is
bounded from below by −∞. We are therefore left with the
upper bound of

cap(B(�)) � log2 |�| − inf
η∈cl(�∩Psi(�k))

D(η
η�).

Construction A does not work for RF SCSs. The cause
of failure is the obvious concatenation point between blocks,
which may contain a forbidden word. For example, assume
a binary alphabet, k = 2, and F = {11}, i.e., the SCS
is in fact the (1,∞)-RLL fully constrained system. In this
case, taking two words of length m, the first, α1, ending with
a 1, and the second α2, starting with a 1, and concatenating
them together, will create the forbidden pattern 11 in α1α2.
A way of solving this problem is by placing a carefully
crafted string, β, between the two blocks, i.e., α1βα2. As long
|β| = o(m), Construction A works. A similar method, devel-
oped for fully constrained multidimensional RLL systems was
described in [6].
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In comparison, Construction B indeed does work for
RF SCSs. The only change needed in the proofs is to alter
the definition of �� from (1) to

�� =
{

η ∈ � : ∀φ ∈ �k \ F(�),

inf
μ∈P(�k)\�

|η(φ) − μ(φ)| > �

}

.

Having considered the generalization of Section III to
RF SCSs, we now turn to discuss the generalization of
Section IV. In what follows, we do not even require the
relative-fatness property. We are therefore interested in fully
constrained systems containing a given SCS. Unlike contained
fully constrained system, in the containing case the discussion
is somewhat more involved.

We recall some useful notions from graph theory. Two
vertices, v1 and v2, in a directed graph G, are said to
be bi-connected if there is a directed path from v1 to v2,
and a directed path from v2 to v1. Bi-connectedness is an
equivalence relation, and its equivalence classes are called
strongly connected components.

In Corollary 21 we used the fact that for a fat �, there
exists a rational η ∈ � such that Gη is a single strongly
connected component. Unfortunately, this is no longer the case
for general SCSs, even if we restrict ourselves to RF SCSs as
shown in the following example.

Example 26: Fix � = {0, 1}, and k = 4. Define μ1,
μ2 ∈ Psi(�

k) as follows:

μ1 = δ1111, and μ2 = 1

2
(δ1010 + δ0101),

where δφ denotes probability measure of value 1 at φ, and 0
elsewhere. Let � be the convex hull of μ1 and μ2. Then �
is non-empty, convex, relatively fat, and contains only shift-
invariant measures. However, except for μ1 and μ2, there is
no other η ∈ � such that Gη has a single strongly connected
component. �

The following definition is intended to capture and isolate
this kind of pathological behaviour.

Definition 27: Let � ⊆ Psi(�
k) be a SCS. The essential

part of � is defined as

ess(�) = {η ∈ � : B({η}) �= ∅}.
Thus, ess(�) keeps only those measures of � that have

at least one admissible word. Note that by definition, ess(�)
contains only rational measures. We also note that even if
� is convex, the set ess(�) may not necessarily be convex
(even if we consider only convex rational combinations of
measures from ess(�)). This can be seen in Example 26, in
which ess(�) = {μ1, μ2}.

Lemma 28: Let η ∈ Psi(�
k) be a rational shift-invariant

measure. Then B({η}) �= ∅ if and only if Gη is strongly
connected after removing isolated vertices.

Proof: In the first direction assume B({η}) �= ∅. Then
let ω ∈ B({η}). Following the same steps as in the proof of
Lemma 20, we obtain that ω corresponds to an Eulerian cycle
in nGη for some n ∈ N (after removing isolated vertices).

Thus, nGη is strongly connected, and since n does not affect
this property, Gη is also strongly connected.

In the other direction, assume Gη is strongly connected.
Since η is shift invariant, the in-degree and out-degree of each
vertex are equal, and there exists an Eulerian cycle in Gη.
Again, by the proof of Lemma 20, this cycle corresponds to
a word ω ∈ �∗ with frk

ω = η. Thus, ω ∈ B({η}).
The next step we take is to define the essential graph of

a SCS.
Definition 29: Let � ⊆ Psi(�

k). Denote by Gess(�) the
following directed labeled graph: Vertices are represented by
elements of �k−1 . For each φ = a0 a1 . . . ak−1 ∈ �k , such that
there exists some η ∈ ess(�) with η(φ) > 0, we place an edge
a0a1 . . . ak−2 → a1 a2 . . . ak−1, labeled by a0. Any isolated
vertices (i.e., vertices with both in-degree and out-degree of
zero) are then removed.
Note that the edge a0a1 . . . ak−2 → a1 a2 . . . ak−1 is labeled
by a0 and not by ak−1. This simplifies the notation later.

Intuitively, Gess(�) is the union of all Gη, η ∈ ess(�), where
parallel edges are merged, and isolated vertices are removed.
Here, we define the union of two directed labeled graphs,
G1 = (V1, E1), and G2 = (V2, E2), with Ei ⊆ Vi × Vi × �,
as G1 ∪ G2 = (V1 ∪ V2, E1 ∪ E2). We note that the sets of
vertices of the two original graphs are not necessarily disjoint,
and the same goes for the sets of edges. We collect some more
insight into words having a shift-invariant measure.

Lemma 30: Let η ∈ Psi(�
k) be a shift-invariant measure,

and let ω = a0a1 . . . an−1 ∈ �n be a word for which frk
ω = η.

Then a0 . . . ak−2 = an−k+1 . . . an−1, i.e., the (k −1)-prefix and
(k − 1)-suffix of ω are equal.

Proof: Let ω be a word with k-tuple distribution given
by η. Since η is shift invariant, for every φ ∈ �k−1 we have

∑

a∈�

η(aφ) =
∑

a∈�

η(φa). (8)

In particular, let us examine φ = a0 a1 . . . ak−2, the (k − 1)-
prefix of ω. The left-hand side of (8) is given by

|{(α, γ ) : α, γ ∈ �∗, αφγ = ω}| − 1

n − k + 2
, (9)

where the subtraction of 1 in the numerator is due to the fact
we require a letter to appear before φ, and therefore cannot
count its appearance as a prefix of ω.

Assume to the contrary that φ is not the (k −1)-suffix of ω.
In that case, every occurrence of φ in ω is followed by a letter,
and then the right-hand side of (8) is

|{(α, γ ) : α, γ ∈ �∗, αφγ = ω}|
n − k + 2

,

but that differs from (9), a contradiction.
We shall call a word ω ∈ �∗ k-shift-invariant if

frk
ω ∈ Psi(�

k). By the previous lemma, the (k −1)-suffix of ω
equals its (k − 1)-prefix. We shall therefore find it convenient
to chop off the (k−1)-suffix of ω using the following operator.
If ω = a0 a1 . . . an−1, n � k − 1, then we define

SuffChopk−1(ω) = a0 a1 . . . an−k .

The following corollary is therefore immediate.
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Lemma 31: Let � ⊆ Psi(�
k) be a SCS. Then for every

ω ∈ B(�) there exists a cycle in Gess(�) generating
SuffChopk−1(ω). Hence,

B(�) ⊆ L(Gess(�)).

Proof: Let ω ∈ B(�), and denote |ω| = n. We can assume
n � k − 1. Additionally, we must have η = frk

ω ∈ ess(�),
by definition. If we read ω by a sliding window of size
k − 1, then by Lemma 30 we get a sequence of vertices
of Gess(�) forming a cycle. The labels along this cycle
generate SuffChopk−1(ω). We can then take again the first
k − 1 edges of the cycle to complete a reading of ω. Thus,
ω ∈ L(Gess(�)).

We argue that every word obtained by reading the labels of
edges along a walk on Gess(�) can be completed to a word
in B(�).

Theorem 32: Let � ⊆ Psi(�
k) be a convex SCS. Then,

for every α ∈ L(Gess(�)) there exists β ∈ �∗ such that
αβ ∈ B(�).

Proof: Let α ∈ L(Gess(�)), |α| = n, be a word that is
obtained by reading the labels of edges e1 → e2 → · · · → en

along a path in Gess(�).
Each edge ei corresponds to some φi ∈ �k . By the

definition of Gess(�), the edge ei exists since there exists
ηi ∈ �, such that ηi (φi ) > 0 and B(ηi) �= ∅. Thus, ηi is
rational and shift invariant. By Lemma 28, Gηi is strongly
connected (after removing isolated vertices).1

We now take a convex combination

η =
∑

ciηi ,

where ci > 0, ci ∈ Q, for all 1 � i � n, and
∑n

i=1 ci = 1.
Since � is convex, we have η ∈ �. By our previous observa-
tions, Gη contains the path e1 → · · · → en , and is the union
of the graphs

{
Gηi

}n
i=1, each of which is strongly connected.

Thus, Gη is also strongly connected.
We first note that by Lemma 28, B({η}) �= ∅,

i.e., η ∈ ess(�). Following the same reasoning as in the proof
of Lemma 20, there exists m ∈ N such that there exists an
Eulerian cycle in mGη starting with the path e1 → · · · → en .
This Eulerian cycle therefore corresponds to a reading of a
word αβ, by sliding windows of size k, for which frk

αβ =
η ∈ �. Hence, αβ ∈ B(�).

As a corollary we obtain the main result of this section.
Corollary 33: Let � ⊆ Psi(�

k) be a convex SCS. Then
L(Gess(�)) is the unique smallest fully constrained system
containing B(�). In particular,

cap⊇(�) = cap(L(Gess(�))).

Proof: Let G be a directed graph, with edge labels
from �, such that B(�) ⊆ L(G). Consider a word
α ∈ L(Gess(�)). By Theorem 32 there exists β ∈ �∗ such
that αβ ∈ B(�). Thus, αβ ∈ L(G). In particular, a prefix of a
path generating αβ in G, generates α. Hence, α ∈ L(G), and
L(Gess(�)) ⊆ L(G). The claims now follow.

We devote the remainder of the section for some curious
observations. Our first observation is that while one might ini-

1Throughout the proof we remove isolated vertices from graphs.

tially assume cap⊇(�) is monotone increasing in the capacity,
this is not generally the case, as the following example shows.

Example 34: Let �1, �2 be SCSs over � = {0, 1} with
k = 3 defined by

�1 =
{
μ ∈ Psi(�

k) : μ(000), μ(111), μ(101) � 0.01
}
.

�2 =
{
μ ∈ Psi(�

k) : μ(000) = 0
}
.

We note that both �1 and �2 are shift invariant, convex,
and relatively fat. The capacity of �1 may be obtained using
Theorem 8, and that of �2 is also easily obtained since it is
also a fully constrained system. We reach

cap(B(�1)) ≈ 0.462, cap(B(�2)) ≈ 0.879.

One can easily see that Gess(�1) is the De-Bruijn graph of
order 2. Thus,

cap⊇(�1) = 1.

Since �2 is fully constrained to begin with,

cap⊇(�2) = cap(B(�2)) ≈ 0.879.

Hence,

cap(B(�1)) < cap(B(�2)),

but

cap⊇(�1) > cap⊇(�2).

�
While a gap may exist between cap(B(�)) and cap⊇(�),

as is demonstrated in Example 34, this is never the case with
zero capacity.

Lemma 35: Let � ⊆ Psi(�
k) be a convex SCS. Then we

have cap(B(�)) = 0 if and only if cap⊇(�) = 0.
Proof: For the first direction, assume we have

cap⊇(�) = 0. By definition,

cap(B(�)) � cap⊇(�) = 0,

and therefore cap(B(�)) is either 0 or −∞. We note that
B(�) �= ∅, since otherwise we would have L(Gess(�)) = ∅
implying cap⊇(�) = −∞, a contradiction. It follows that we
must have some ω ∈ B(�), |ω| � k. Denote ω = αβ, where
α = SuffChopk−1(ω). But then

frk
αnβ = frk

αβ ∈ �,

for all n ∈ N, and B(�) is an infinite set, giving us the desired
cap(B(�)) = 0.

In the other direction, assume cap(B(�)) = 0.
By Lemma 31, B(�) ⊆ L(Gess(�)). Let ω ∈ B(�),
with frk

ω = η. Then Gη (after removing isolated vertices) is
Eulerian, since η is shift invariant. We note that this Eulerian
cycle must be simple, otherwise nGη contains an exponential
(in n) number of Eulerian cycles, implying cap(B(�)) > 0,
a contradiction.

Now, assume ω1, ω2 ∈ B(�) be two distinct words, with
frk

ωi
= ηi . As in the proof of Theorem 32, the convexity of

� implies that the simple Eulerian cycles of Gη1 and Gη2 are
either identical or disjoint. Otherwise, an appropriate rational
convex combination of η1 and η2 results in some η ∈ � whose
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Gη is Eulerian and non-simple, implying a positive capacity
for B(�), a contradiction.

It follows that Gess(�) is a union of disjoint simple Eulerian
cycles. Thus, cap⊇(�) = cap(L(Gess(�))) = 0.

By the proof of Lemma 35 we also observe that for a convex
� ⊆ Psi(�

k) with cap(B(�)) = 0, we have that B(�) is a
regular language, though not necessarily a fully constrained
system. This is no longer true if we omit the requirement that
� ⊆ Psi(�

k), as the following example shows.
Example 36: Let � = {0, 1}, k = 2, and define

� =
{

μ ∈ �2 : μ(00) <
1

2
, μ(11) <

1

2
, μ(01) = 0

}

.

We note that � is relatively fat, convex, but contains some
measures which are not shift invariant. Interestingly,

B(�) = {
1n0n : n ∈ N

}
,

which is not a regular language. �

VI. CONCLUSIONS AND DISCUSSION

This work was devoted to fully constrained systems either
contained or containing a given SCS. This is in order to
find connections between SCSs and fully constrained systems,
further motivated by the extensive literature on encoders
for fully constrained systems. Apart from two encoder con-
structions, an interesting asymmetry between contained and
containing fully constrained systems emerged. Whereas the
former approach the capacity of the given SCS, the latter are
generally bounded away from it.

We suspect cleaner results may be obtained when consider-
ing infinite sequences. This is apparent from the extra care and
combinatorial arguments employed to handle finite words and
non-shift-invariant measures. We leave this study of infinite
sequences to a later work.

Another set of open questions raised by this work is
the study of various complexity properties associated with
encoders for SCSs. In the two encoders presented here,
we briefly mentioned number of states and edges, as well as
anticipation, as important parameters. These are crucial for
practical applications. A more in-depth study of these and
other parameters, as well as associated bounds and trade-offs
between them, will by the subject of future work.
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