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Error Correction for DNA Storage

Abstract—DNA-based storage is an emerging technology
that provides high information density and longevity.
Noise and errors are present in almost every stage of the
process: writing, storing, and reading. Thus, efficient
error correction is crucial to guarantee high reliability
and low cost of storing data in DNA. Due to technological
constraints and biological limitations, error correction
in DNA-based storage poses several coding-theoretic
challenges, some of which are new. In this paper, we
briefly introduce some of these challenges, including
deletion/insertion correcting codes, codes over sliced
channels, and duplication-correcting codes. We describe
some of the major concepts and solutions in the respec-
tive topics, and provide bibliographic notes that briefly
review the related literature.

Introduction

Information theory is considered by many as the mathemati-
cal theory of communication. Normally, the word “communi-
cation” describes a scenario involving two physically distant
parties that exchange information, but may equally involve
two temporally distant parties that do so. The latter gives
rise to communication across time, rather than across space,
and is commonly referred to as information storage [8], i.e.,
the process of encoding information into a physical device in
order to retrieve it at a later point in time, efficiently and
accurately.

In his groundbreaking 1948 paper, Claude Shannon (1916-
2001) showed that all types of information (images, text, vid-
eos, etc.) can be communicated using bits, i.e., zeros and
ones, and an identical statement holds in the case of storage.
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In order to store a piece of information, one has to encode it
using bits, and place those bits on a reliable physical device,
preferably a nonvolatile one, i.e., that does not require elec-
tric current to retain that information.

The earliest example of high-density nonvolatile storage
device (beyond punch-cards and written media which
existed for millennia) is probably that of magnetic storage. In
this 1950s technology, bits were organized on a magnetiz-
able tape using different magnetization patterns. Over the
following decades, increased demand for higher storage vol-
umes pushed this technology forward to become the hard-
disk drives, which in recent years cleared the way to solid-
state drives.

Albeit over ten orders of magnitude increase in volume since
they were introduced, digital storage devices struggle to
keep up with increasing storage demands. The immense vol-
ume of data generated today, especially since the emergence
of information sharing platforms such as YouTube and social
networks, is projected to pass the rate in which digital stor-
age devices improve. Especially prominent is the growing
requirement for “cold” storage, i.e, one which is seldom
accessed, such as old family photos or historical records. One
of the most promising and most radical new technologies to
resolve the cold storage problem, is DNA storage, i.e., storing
information in DNA molecules.

In a way, DNA molecules are the storage device of nature.
These long molecules, which contain sequences of either one
of four basic molecules called nucleotides A, C, G, T, are used
by all living organisms to communicate across time. The DNA
molecules contain “recipes” for producing proteins, which are
the building blocks of living organisms. By communicating
DNA across generations, these recipes are literally transmit-
ted from parents to offsprings, and enable life to continue.

In the past several decades, scientists have had remarkable
success in creating artificial DNA molecules in the lab, and in
keeping those molecules stable in a vial (i.e., not inside any
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living cell). The A, C, G, T nucleotides in these artificial mole-
cules can be chosen freely, and can therefore store bits just
like any other storage device. For instance, one can decide
that

A=00,C=01,G=10,T=11

and then store the sequence 00101001 by creating the DNA
molecule AGGC in the lab. DNA storage has fantastic and
far-reaching advantages over existing technology:

) DNA storage is ultradense: Current data centers are
the size of buildings; storing similar amounts of data
in DNA would require the size of a refrigerator.

- DNA storage is stable: DNA molecules can last tens of
thousands of years without any energy investment;
some off-the-shelf hard drives will not be usable in as
little as 20 years.

- DNA storage is future-proof: As long as there are
humans, DNA reading technology will be of interest,
and DNA reading devices will exist. This can hardly be
said about, say, floppy disks, whose reading nowadays
requires a trip to a museum. In other words, while
humans already almost forgot how to read some fairly
recent storage devices, humans will never forget how
to read DNA.

A typical process to store information in DNA is as follows:
First, the data, represented by Os and 1s, are encoded into
sequences of nucleotides. Then, the DNA molecules contain-
ing these sequences of nucleotides are synthesized and
stored either in vials or in living organisms, which is the data
writing process. To read the data, the polymerase chain reac-
tion (PCR) technology is used to access the part of the data
to be retrieved. Then, the DNA molecules obtained after the
PCR process are read using DNA sequencing techniques,
thereby recovering the sequences of nucleotides. Finally, the
sequences of nucleotides are decoded back to the data. A
more detailed description of a DNA storage workflow is
given in Section III.

Whether old or new, all storage devices are prone to errors.
Due to imperfect hardware, physical damage, or deteriora-
tion of materials, some bits in any storage device might be
read in error. Without proper preparation, losing even a sin-
gle bit might render the respective piece of information
unreadable, and therefore lost. Coding-theorists and engi-
neers have been combating this phenomenon ever since stor-
age devices were invented, and various error-correction
mechanisms, known as codes, were developed.

All these mechanisms require adding redundancy to the data,
i.e., to store more bits than the actual size of the data. These
redundant bits are then used in the reading process in cases,
where some bits are read in error. The simplest form of

redundancy is replication: instead of storing every bit of the
data once, store it three times. For example,

Data: 01001
Store:  000111000000111

Then, while reading a possibly error-filled sequence from the
device, the most frequent bit among every consecutive triple
is most likely the correct one:

Store: 000111000000111
Errors: 100110000001111
Correction: 0 1 0 0 1

But how much redundancy is enough? The example above
shows a three-times increase in the amount of storage, a
high price to pay. The minimal amount of redundancy
required to correct errors is an ongoing and difficult research
area in coding theory, and depends on the type of storage
medium. Coding theorists have worked relentlessly over the
past 80 years in order to come up with algorithms that guar-
antee error-free information storage for the existing storage
technology. However, as we shall see throughout this article,
DNA storage devices have a very unique structure and con-
straints, which give rise to new and interesting types of
errors which have never been studied.

The error shown above is called substitution: A “1” bit is
replaced by a “0” bit, or vice versa. This is a common and
well-understood error in traditional storage media, which
seldom appears in DNA storage devices. However, most
errors in DNA storage devices are new, ie, have never
appeared in traditional devices. These new types of errors
depend on the type of DNA storage device at hand.

DNA storage devices are partitioned to two families: The
most common family is called in vitro, which includes devices
that contain a vial with short, unordered sequences of DNA
that float in a solution inside that vial. The other less com-
mon family is called in vivo, where artificially synthesized
DNA molecules are planted inside a primitive life form, such
as bacteria, for better data longevity and stability. Better lon-
gevity is guaranteed by the self-sustaining property of primi-
tive life-forms; with minimal energy investment a bacteria
colony could last millions of years. Better stability is guaran-
teed by reproduction across generations; redundancy in the
data will be introduced naturally, and will be stabilized via
natural selection.

In-vitro DNA storage devices pose several interesting coding-
theoretic challenges. First, they are prone to known but
understudied errors called deletions. In a deletion, a bit
completely disappears from a sequence without leaving a
trace, and the read sequence is shorter than the one which
was initially stored. Deletions occur in DNA storage mainly
due to imperfections in the synthesis reaction, which
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commonly skip one or more of the nucleotides that need to
be written due to weak chemical bonds. A closely related
type of errors, where redundant bits sneak into the sequence
unexpectedly, are called insertions.

Even though mechanisms for deletion correction, known as
deletion codes, were studied to some extent since the 1960s,
much was left unknown. Driven by the advent in DNA stor-
age, the interest in deletion errors increased recently, and
optimal solutions were found only in the past few years.
Deletion errors will be described in Section II.

An even more substantial challenge in in-vitro DNA storage
systems is the fact that only short and unordered DNA
sequences can be stored together in a vial. Current limitation
in DNA-synthesis technology can only generate sequences
that are a few thousand nucleotides long, and placing those
sequences together in a vial makes it impossible to know
which one comes after or before any other. This is in sharp
contrast to traditional storage media, where data are parti-
tioned to pages, which always appear in memory in the same
order they were written.

A simple solution to the ordering problem comes in the form
of indexing: begin each short DNA sequence with several
nucleotides that determine its correct position relative to
other sequences in the same vial. Surprisingly, this is not the
best solution in terms of the amount of redundancy. Due to
errors, the indexing nucleotides might get scrambled and
interfere with the correct order. An optimal solution for the
order problem was also found very recently, and it is
described in Section III.

For in-vivo storage, however, the picture is remarkably differ-
ent. While placing the synthetic DNA inside bacteria improves
its longevity and stability, it exposes the stored data to the
natural biochemical and evolutionary processes inside the
bacteria. As the reader might already know, cells reproduce
by a process called mitosis, where one cell splits into two. Dur-
ing mitosis, DNA molecules replicate themselves in each one
of the offspring cells, a process that is not perfect, and some
errors might occur. In nature, these errors are the basis of
Darwin’s natural selection theory: arbitrary errors cause arbi-
trary mutations, and only the mutations which improve the
organism’s ability to survive persist among generations. In
the context of information storage, however, these errors
must be understood, and corrected; an evolution-correcting
code must be developed. A common error in this setting is
duplication, where a piece of DNA material is replicated, and
attaches itself at a different location. Duplication errors in in-
vivo DNA storage are described in Section IV.

Deletion Codes

Though deletion errors were studied from the 1960s,
motivated by synchronization errors in traditional media,

the interest in correcting deletion errors increased
recently due to their prevalence in DNA storage. As men-
tioned in Section I, deletions, insertions, and substitutions
are the notable three types of errors that occur in the
reading, writing, and storing processes in DNA storage.
Hence, codes correcting these three types of errors are
necessary for reliably storing information in DNA. Beyond
the applications in DNA storage and communication, the
study of deletions, insertions, and substitutions, is also
connected to edit distance and sequence alignment, etc.,
which have applications in natural language processing
and other applications involving DNA sequence analysis.

What are Deletion, Insertion, and
Substitution Errors?

We now describe the three types of errors in greater detail. A
deletion removes a symbol from a sequence; in the context of
DNA storage, it removes a nucleotide from the sequence, e.g.,
turning TGGA into TGA. In the context of natural language,
it removes a letter from a word or a sentence, e.g., turning
the word “cat” into “at” An insertion adds an extra symbol to
the sequence, e.g., turning ACTG into ACCTG or turning
“eat” into “heat” A substitution replaces a symbol in the
sequence, e.g., changing TGGA to TGGG or “for” to “far.”

Among those three types of errors, substitution errors are
better understood compared to deletions and insertions, as
there are many classic code constructions for correcting sub-
stitution errors such as Hamming codes, polar codes, LDPC
codes, Reed-Muller codes, Reed-Solomon codes, and BCH
codes, etc. Many of these codes were proved to be optimal in
terms of redundancy in some settings. However, less is
known about deletion and insertion errors, which are com-
monly referred to as synchronization errors. Nevertheless,
the information-theorist Vladimir Levenshtein (1935-2017)
proved an interesting fact about deletion and insertion
errors already in the 1960s: if a code corrects deletion
errors, it can also correct an equal number of combination of
deletions and insertions (However, an efficient encoding/
decoding algorithm for correcting deletions does not neces-
sarily imply an efficient algorithm for correcting deletion and
insertion errors). Moreover, a substitution error can be
regarded as a deletion error followed by an insertion. There-
fore, it is reasonable to focus on deletion errors, as correcting
deletion errors implies correcting a combination of the three
types of errors.

There are two scenarios for correcting deletion errors:

1) The probabilistic scenario, where a fraction of deletions
occur randomly. The goal is to find the optimal informa-
tion rate (i.e., the data size relative to the code length),
known as the channel capacity, such that the information
could be recovered with high probability.
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2) The adversarial scenario, where at most a certain number
of deletions are caused by an adversary that wishes the
reading process to fail. The goal is to find the minimal
amount of added redundancy that guarantees successful
reading in all cases.

DNA storage devices are commonly considered as an adver-
sarial scenario, since the number of deletions is usually quite
small, and the respective amount of redundancy can be opti-
mized directly. Therefore, in this section, we focus on adver-
sarial deletion correcting codes. Moreover, for simplicity we
consider bits rather than nucleotides, however, similar state-
ments can be made for nucleotides as well.

In contrast to multiple results about correcting substitution
errors, there are not many efficient and well structured
codes correcting deletion errors, and even the deletion chan-
nel capacity is still unknown except for cases where the dele-
tion probability is small. One of the reasons for deletions and
insertions being more difficult is that channels with substitu-
tion channels are memoryless, i.e., different output bits are
independent given the input, while deletion/insertion chan-
nels are not; one deletion affects all subsequent bits by shift-
ing them one position to the left. Moreover, there is a
symmetry in substitution errors that is not present in dele-
tion or insertion errors.

To see this symmetry, we introduce the notion of an error
ball, which is common in the analysis of error correcting
codes. An error ball is the set of all possible sequences one
can get after at most some number of errors occur in a given
input sequence. If the type of error is substitution or dele-
tion, we call the corresponding error ball a substitution ball
or a deletion ball, respectively.

For example, the substitution ball and the deletion ball of
the input sequence 1001 with at most 1 error are given
by {1001, 0001,1101,1011,1000} and {1001,001,101,100},
respectively. The symmetry in substitution errors reflects the
fact that the size of the substitution ball is independent of the
input sequence; any other sequence of length 4 will have a
substitution ball with 5 sequences. Moreover, the erroneous
sequence is uniformly distributed over the substitution ball if
the substitution indices are uniformly and randomly selected.
These two properties do not hold for deletion balls, since two
deletion balls (for different input sequences) can have differ-
ent sizes. In addition, the probabilities of getting different
erroneous sequences in the deletion ball are different when
the deletion indices are uniformly and randomly selected. The
following example illustrates this crucial difference in
symmetry.

Example 1. Consider the sequences 0000 and 1010. The
substitution balls of 0000 and 1010, with at most a sin-
gle substitution, are {0000, 1000,0100,0010,0001} and
{1010,0010,1110,1000, 1011}, respectively. Each set

has five elements and each element appears once under
all possible error patterns. The deletion balls of 0000
and 1011 with at most a single deletion are given by
{0000,000} and {1011,011,111,101}, respectively. The
numbers of elements in the two sets are different. In
addition, after a single deletion in 1011, the erroneous
sequence becomes 011 or 111 if the first bit or the
second bit is deleted, respectively. The erroneous
sequence becomes 101 if either the third or the fourth
bit is deleted. Hence, it is more probable to obtain 101
than 011 or 111 after a single deletion uniformly occurs
in 1011.

How to Efficiently Correct Deletions?

One of the natural approaches to correct deletion errors is to
use a repetition code, which was presented in the introduc-
tion for substitution errors but also works well for deletion
errors. This is undesirable due to high redundancy. Another
potential approach is to borrow results from substitution
correcting codes. The difficulty with this approach is that
even two binary sequences with large Hamming distance
(i.e., have multiple different bits), which are resilient to sub-
stitution errors, can be ambiguous even under a single dele-
tion. As an example, one can consider two sequences
1010101 and 0101010 that have Hamming distance 7 (i.e.,
all bits are different), and therefore one can identify the cor-
rect sequence between them under any three substitutions.
However, these two sequences become indistinguishable in
the case of even a single deletion, since deleting the first bit
in one produces the same string 010101 as deleting the last
bit in the other.

How to correct a single deletion with low redundancy? One
classic construction is the Varshamov-Tenengolt (VT) codes,
defined by

Co=A{(e1,...,¢) s 2 iy ic; =0modn + 1} (@8]

which corrects a single deletion. In words, VT codes show
that one can protect any sequence from a single deletion by
summing up the indices of all the 1 entries in the sequence
and taking a modulo of n + 1. The following example demon-
strates how this modulo summation scheme works.

Example 2. Suppose the erroneous sequence 00110 is
obtained from some unknown sequence cjcaczcycscs
after a single deletion. To see what c;cocseqscscg is, enu-
merate all possible sequences of length 6 that might
become 00110 after a single deletion, given by 000110,
001010, 001100, 100110, 010110, 001110, and
001101. The respective modulo summations, i.e., the
expressions Z?:1 ic;mod (n + 1), are given by 2, 1, 0, 3,
4, and 5, respectively, all of which are different. There-
fore, the only sequence with modulo summation 0 is
001100, and hence it must be the correct answer.
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The VT code has redundancy at most log ,(n + 1) bits, which
is asymptotically optimal for a single deletion.

Can we generalize the VT code to correct more than a single
deletion with asymptotically optimal redundancy? This is a
key question toward a good understanding of how to correct
deletion errors, and turns out to be highly nontrivial. A
counting argument by Vladimir Levenshtein showed that the
optimal redundancy of codes of length n correcting ¢ dele-
tions lies between tlog on + o(log yn) and 2tlog yn + o(log on)
for constant t, where the notation o(log,n) means
that (o(log,n))/(logyn) approaches 0 as n goes to infinity.
For larger ¢, the optimal redundancy is linear in tlogy(%).
These arguments only prove that a code exists, without find-
ing it explicitly. Finding the respective codes explicitly with
comparable redundancy has been puzzling for decades even
for the case t = 2.

Inspired by the modulo summation in VT codes, researchers
wondered if higher power summation might be useful for
correcting multiple deletions with optimal redundancy. Spe-
cifically, given the modulo sums ) ; i’¢; for p from 0 up to
some positive integer, is it possible to recover (ci,...,c,)
from multiple deletions? This is a challenging question even
for two deletions, and unfortunately, counterexamples were
found showing that knowing the sums > ¢ for ps
from 0 up to p = 4 does not guarantee successful correction.

To generalize the idea of using weighted modulo sum for cor-
recting multiple deletions, one can use weights that are expo-
nential in indices in the weighted modulo sum. However, due
to the exponential weights, such generalization requires
redundancy that is linear in the code length to correct even
two deletions, in contrast to the optimal redundancy which
is a logarithm in the code length for correcting a constant
number of deletions.

Another brilliant idea for correcting multiple deletions is to
use a concatenated code, that has a two-level structure of an
inner code and an outer code. Specifically, the codewords are
separated into blocks. The inner code protects each block
from deletions and is constructed by using exhaustive search
(i.e., finding the best code by traversing all codes using a com-
puter). The outer code treats each block as a symbol and uses
a substitution correcting code to correct blocks in case the
inner code fails in some blocks. Note that the brute force
search to construct the inner code is tractable when the block
size is small (specifically, a logarithm of the code length). The
concatenated code approach reduces the problem of correct-
ing deletions in a long sequence to that of correcting deletions
in short sequences, by using the well-constructed substitution
correcting codes. Using concatenated codes, it is possible to
correct a number of deletions which is linear in the code
length, with redundancy that is also linear in the code length.
This is asymptotically optimal based on the bounds that were
mentioned above.

What about correcting a small number, say a constant, of
deletions, a regime that is of interest in DNA storage since
the number of deletions is small and the code length is mod-
erately sized? As discussed previously, the optimal redun-
dancy should be asymptotically between tlog,n and 2tlog yn
where t is the number of deletions. In the following, we dis-
cuss codes with close to optimal redundancy, using a funda-
mentally different idea from the concatenated code
construction. Specifically, we discuss a generalization of the
VT codes using an algebraic approach. Recall that the higher
order weighted sum )" ; i”c;, a natural generalization of the
VT codes, is not guaranteed to provide a code correcting
even two deletions. However, a similar higher order
weighted sum is capable of correcting deletions for con-
strained sequences.

We illustrate the idea for the case of two deletions. In this
case, an interesting observation is that if the codewords are
sequences with at least a single 0 between any two 1s, then
any codeword (cy,...,c,) can be protected from two dele-
tions by providing the sums Y7, (375_, j”)¢; mod 2n?*! for
p=0,1,2.

Example 3. Consider the sequence 101001 of length 6,
where any two 1s are separated by at least one 0. Its
weighted modulo sums are

Z?:I(Z;’:l jU)Ci mod?2- 6%t =3
i (ZEQ jY)eimod 2 - 611 = 28

S (3 f)eimod 2 - 62! = 106.
Suppose two deletions occur in 101001, resulting in
1001. We list all possible sequences that satisfy: 1) can
result in 1001 after two deletions; and 2) there is at least
one 0 bit between any two 1 bits. These sequences are
given by 001001,010001,010010,100001,100010,100100,
10100, 1,010101, and 100101. It can be verified that
only 101001 has the weighted modulo sums 3 28 106 as
above.

But how do we guarantee at least one 0 between any two 1s?

To this end, let us define an indicator vector 11¢(cy, ..., c,) of
length n for a sequence (cy,...,c,) as follows. The ith bit
of lh()(ch ey C,,) is

1 ifg=1, and ¢;11 =0

0 otherwise

ﬂlo(ch. -~7Cn)z' = {

for i € {1,...,n}, where it is assumed that ¢,.; = 1. Note
that by definition, for any binary sequence (cy, .. .,c,), there
is at least one 0 between any two 1s in lig(cy,...,c,): it is

impossible to have to consecutive 1s, since it would imply
both that ¢; = 1 and ¢;;; =0, and that ¢;;; = 1 and ¢;12 =0,
and clearly ¢;;; cannot simultaneously be a 0 and a 1.
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Therefore, for any sequence (cy, ..., c,), the indicator vector
lyo(c1s - - -, ¢y) can be protected from two deletions given the
weighted modulo sums Z;’Zl(zgzl P lioler, ... en);
mod 2nP*! for p =0, 1,2. Then, it suffices to protect the
modulo sums 21;1(217:1 ) (e, ..., ¢p); mod 2nPtl, p =
0,1,2 by using a very short repetition code, in order to
recover the vector 1i(cy, ..., c,). After recovering the vector
lyo(c1y - - -, ¢n), one can protect a similarly defined indicator
vector lgi(cy,...,c,). Finally, the sequence (cy,...,c,) can
be recovered from indicator vectors lio(cy,...,c,) and
ﬂm(cl, ey Cn)-

This approach extends to any constant number ¢ of deletions
by generalizing the observation: For any ¢, if the codewords
are sequences that have at least ¢t — 1 0s between any two 1s,
then the codewords can be protected from ¢ deletions by
using the weighted modulo sum Y7, (377_, j7)¢; mod 3tn?*!
forp =0,1,...,6t Similarly, one can define indicator vectors
such that the indicator vector of a sequence has at least ¢t — 1
Os between any two 1s. The resulting redundancy is then
4tlog on + o(log yn), which is asymptotically at most four
times the optimal.

Despite the progress on codes correcting ¢ deletions, several
problems remain open. How to construct minimal-redun-
dancy deletion codes, which can also be decoded efficiently?
How to approach or improve the existential redundancy
bound? How to efficiently correct a combination of deletions
and substitutions? The third problem is crucial in DNA stor-
age applications as errors are normally a combination of
deletions, insertions, and substitutions. Though the problem
was investigated and codes combining the deletion codes
above and the substitution codes were proposed, are there
more redundancy efficient methods?

Sliced Channel

One feature that fundamentally distinguishes DNA storage
from traditional storage is that in traditional systems, the
codeword is a single long sequence, whereas in DNA storage,
the codeword is a set of unordered short sequences.

To see this, we briefly describe the workflow of DNA storage
systems, as shown in Figure 1. As mentioned earlier, in DNA
storage information is encoded into sequences of four letters,
A,C,G, T, which are synthesized into the respective DNA
molecules. The synthesized DNA molecules are then placed
in a solution inside a vial. In the reading phase, the sequences
are amplified by a process called polymerase chain reaction
(PCR), which generates many more copies of the nucleotide
sequences in the vial. The copies are then sampled and read
through a sequencing process, producing many potentially
erroneous copies of the sequences that were originally syn-
thesized. By using clustering and reconstruction algorithms,
the copies generated from the same sequence are clustered,
and the corresponding sequence is reconstructed. Finally,

100110 (Data)

l Encoding
Synthesis PCR —
(ACT, CAT, AGT, TGC} — oo, ACT fAGTTGC — ==
— Sequencing —— Decoding
—— —_— —_ 100110

{ACT,CGT,AGT,TAGC}

Figure 1

[llustration of the processes in a typical in-vitro DNA storage
system. The data (1,0,0,1,1,0) are encoded into a set of short
sequences { ACT, CAT, AGT, TGC'} of nucleotides. Errors
occur during the synthesis of the short sequences, turning the
nucleotide A in CAT to G. The synthesized sequences,
including the erroneous sequence “CGT,” are amplified in the
PCR process, generating multiple noisy copies of the
synthesized sequences. During the sequencing process, these
noisy copies are read and clustered such that each cluster
consists of noisy copies of a synthesized sequence. Then, an
estimate { ACT, CGT, AGT, TAGC'} of the synthesized
sequences is obtained from the clusters of noisy copies, where
TAGC is an erroneous estimate of TGC. Finally, the estimated
set of synthesized sequences is decoded into data.

the reconstructed sequences are decoded to retrieve the
data. Due to technological constraints in the above processes,
only short DNA molecules (=~ 100 nucleotides) can be syn-
thesized and sequenced, meaning that information can only
be encoded into a collection of short sequences. Moreover,
the DNA molecules stored in the same vial are unordered;
they all float in the same solution without any knowledge
regarding which comes prior.

Note that errors occur in the collection of unordered short
nucleotide sequences. This gives rise to the question of how
to correct errors when the codeword is “sliced” into multiple
unordered pieces. This brings new aspects to classic error
correction setups, where the information is encoded into a
codeword that is a single sequence, and retrieved from a
noisy copy of that sequence. In the context of coding for DNA
storage, the codeword is sliced into multiple unordered
pieces, normally of equal lengths, which presented both
noisy and unordered to the decoder.

In the sliced codeword setting, we may either think of a code-
word as a single sequence that it then sliced into multiple unor-
dered pieces, or a priori consider the codeword as the set of
those pieces; both approaches are equivalent. In this article, we
choose the latter, i.e., we assume that the codeword is a set of
M short sequences, each of length L. In existing DNA storage
systems, L is of the order of magnitude 100 and M is of the
order of magnitude 10* to 10°, based on the size of the data.

In DNA storage, the types of errors include: 1) deletions,
insertions, and substitutions, which occur in either of the
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sequences, and were discussed in Section II. 2) sequence loss
due to the fact that some DNA molecules may not be sampled
during the sequencing process. As a result, the sequence con-
tained in the DNA molecule is missing. The following is an
example of coding over a set of short binary sequences.

Example 4. Assume that the given data are encoded
to M =4 sequences of length L =6, say
{110001,100100,101010,111111}, which are placed
together in a vial. Then, noisy copies of the codeword
can be {100000,1100001,10101}, after deletion, inser-
tion, substitution errors, and sequence loss that occur
in any sequence in the set. Note that the identity of a
noisy copy is not known. For example, the noisy copies
100000, 1100001, 10101 can be obtained from
110001, 100100, 101010, respectively, or from
100100, 110001, and 111111, respectively.

The setting of coding over a set of sequences can be consid-
ered as a generalization of the classic setting of coding over a
single sequence, where the set contains only a single
sequence and there is no sequence loss. Also, a similar order-
ing issue often arises in network packet transmission, where
due to varied network delays and changes in routing, packets
might arrive not in the same order they were sent.

To understand the problem of how to handle unordered sets
of sequences, we focus on the basic setting where the code-
word is a set of M different binary sequences of length L,
and focus on substitution errors; more complex settings fol-
low similar ideas. For example, one can transform a code
that uses {0, 1} to one which uses A,C, G, T using the map-
ping mentioned in the introduction. Further, to correct dele-
tion and insertion errors, one can combine the codes for this
basic setting and the deletion codes discussed in Section IL
To combat sequence loss, it is possible to add an “outer”
code, such as the Reed-Solomon code. Intuitively, correcting
errors in the sliced codeword setting (over a set of sequen-
ces) is more difficult than correcting errors in a single
sequence, since in the former setting, the information about
the index of each sliced piece is lost. One natural way to cor-
rect errors in the set of sequences is to use error correction
codes to protect each sequence independently. This is effi-
cient when each sequence roughly has the same amount of
errors. In the case when some sequences have no errors, or
some sequences have much more errors than average, the
method may be inefficient since one has to protect every
sequence from the largest number of errors possible.

To deal with the loss of the index information of each unor-
dered sequence, another natural (and possibly the most com-
mon) approach is to use extra redundancy to index each
sequence. That is, in each sequence, dedicate the first log, M
(out of L) bits to record the index among the total M sequen-
ces. This gives an order to the sequences based on their

indices, and reduces the problem of coding over an unordered
set of sequences to that of coding over a single sequence.

It can be shown that the simple index-based scheme
asymptotically approaches the best information rate, i.e., the
channel capacity, for coding over an unordered set of
sequences. More specifically, index-based schemes achieve
the asymptotically optimal information rate in probabilistic
settings, where a fraction of sequence loss and substitution
errors randomly occur. Partly for this reason, indexing
schemes are used in most of the recent DNA storage experi-
ments, where extra bases are dedicated to index each
sequence, and Reed-Solomon codes are used to correct
errors in the bases. In addition, many code constructions
were proposed based on the indexing schemes.

One of the problems which need to be addressed for indexing
schemes is to protect against errors in the index. One way is
to encode the indices such that they are far from each other
in Hamming distance (i.e, have many distinct bits). In this
way, the indices are more robust to substitution errors. How-
ever, it requires more redundancy in the indices. To resolve
this issue, another approach is to use data to protect errors
in indices. When the Hamming distance between two indices
is small, meaning that they are ambiguous under substitution
errors, it is required the data in the corresponding two
sequences have a large enough Hamming distance. With this
constraint, the decoder can distinguish two sequences based
on their data, if it fails to decode their indices.

While index-based schemes achieve asymptotically the opti-
mal information rate in probabilistic settings, how do they
perform in deterministic settings? In deterministic settings,
the number of errors is bounded and zero-error decoding is
required. When the number of errors is not large, it is reason-
able to look at the redundancy, rather than the information
rate of a scheme, which approaches one with a small number
of errors. Note that different from information rate, which
measures the ratio between the amount of information and
the number of symbols used to store the information, redun-
dancy measures the difference between the two. But how
should we define “redundancy” in the unordered sequence
setting? To study this question, we define the redundancy of a
code as log, 2‘?\5 — log,|C|, where |C| is the size of the code
(i.e, number of codewords) and log ,|C| is the number of infor-
mation bits the code can represent. This definition measures
how many extra bits are needed for error correction, and
would be zero in the case of no errors. Under this definition,
the extra redundancy neeLded for indexing in an index-based
scheme is at least log, (3, ) — M(L —log, M) (which is lin-
ear in M) even when there'are no errors.

Can one use less redundancy than that? Using counting argu-
ments, one can show that the optimal redundancy for
correcting a total number of ¢ substitution errors across
all M unordered sequences of length L is at most
2tlog o(ML) + o(log (ML)) for small ¢ (e.g., a constant), and
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at most linear in tlog,(ML/t) for large ¢ (e.g, a fraction of
ML). In addition, the optimal redundancy is at least
tlog 5 (ML) 4 o(log o(ML)) for small ¢, and at least linear in
tlog o(ML/t) for large ¢. The upper and lower bounds are
orderwise the same. Note that in the classic setting of cor-
recting ¢ substitution errors over a single sequence of length
ML (which is equivalent to M ordered sequences of length
L), similar counting arguments also yield 2tlog,(ML) +
o(log o (ML)) for small ¢, and linear in tlog,(ML/t) for large
t. In addition, the lower bound on redundancy is orderwise
the same as the upper bound. This result has a surprising
implication: it costs almost the same amount of redundancy
to correct errors over a set of unordered and ordered
sequences! This is highly surprising, since the unordered
case is intuitively more complex.

We now compare the redundancy bound 2tlog,(ML) +
o(logo(ML)) to that of the index-based schemes presented
earlier, which is linear in M. Since M is much larger than
L, the redundancy in the index-based schemes is much
larger than bound 2tlog 5 (ML) + o(log o (ML)) whenever

' M
=ol————|.
log (ML)

In what follows we describe ideas that close this gap, i.e., pro-
vide codes correcting substitution errors with almost opti-
mal redundancy, and thus are better than index-based
schemes for this many substitution errors.

The idea is to use the data itself for the purpose of indexing,
or alternatively, encoding data inside the index. Specifically,
we use the lexicographic order of the data for indexing, that
is, the prefix in each sequence is used for indexing, while
also containing data.

Example 5. Let the codeword be {1001101,0101100,
1010001,0001001}, where the first three bits are the
prefix in each sequence used for indexing. Then one
can order the set of sequences in the codeword by
0001001,0101100,1001101,1010001 in ascending lex-
icographic order of the prefixes.

Using prefixes for indexing is similar to index-based
schemes. Yet, unlike index-based schemes, the prefixes
also encode information. In order to make the indexing of
the prefixes robust from substitution errors, the collection
of prefixes in all sequences constitutes a code with large
minimum Hamming distance. This is similar to protecting
the indices from errors in the index-based schemes. The
difference is that the indexing prefixes here encode infor-
mation. Information is encoded into prefixes through dif-
ferent choices of the codes, as shown in Figure 2. The
construction of codes for the prefixes can be done using a
greedy algorithm, so that the prefixes in the code are gen-
erated bit-by-bit. The scheme of using data to index avoids
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Illustration of codes that use data for indexing.

the index bits, and achieves redundancy that is linear in
tlog,(ML), i.e, almost optimal. One can also combine it
with the deletion correcting codes discussed in Section II,
and enable deletion and/or insertion correction as well.
Finally, some questions about the unordered setting
remain unanswered: What is the optimal redundancy for a
large number of errors? How to construct efficient codes
that achieve orderwise optimal redundancy?

Duplication

Unlike previous sections, this section is motivated by storing
information in the DNA of living organisms. The process
involves synthesizing DNA sequences, which are then
inserted into the DNA of living organisms. We can then
sequence the DNA extracted from these organisms, or more
likely, their descendants, to read the information. Thus, the
DNA storage channel in this case corrupts data not only due
to synthesis and sequencing errors, but also due to naturally
occurring biological processes that mutate the DNA.

We now focus on the errors (mutations) introduced by biolog-
ical processes. It is well known that when cells divide, the
genetic material is replicated. However, the DNA replication
process is not without noise, and the resulting copy may be
corrupted by several error types. These include substitution,
where a base is replaced by another (point mutation), as well
as insertions and deletions of blocks. These types of errors
have been studied to various extents by existing literature.
Another type of error is duplication, whereby a copy of a sub-
string of the DNA is inserted. Duplications accumulate over
time, and it has been found that the majority of human DNA is
duplicated. Since this error type is rarely found in electronic
communication, it has not been studied in the coding theory
community, and in what follows, we focus on it solely.

What kind of duplications are possible? Several biological
mechanisms are known to create duplications in the process
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of replicating the DNA. We illustrate a few here. Perhaps the
simplest one (though not necessarily the most common) is
tandem duplication. This mutation process takes a substring
and inserts a duplicate of it immediately after its original
location, for example

ACCTAGGA = ACCTACTAGGA (tandem)

where the underlined part is the substring being duplicated,
and the overlined part is the inserted duplication. In inter-
spersed duplication, the duplicated part is inserted anywhere
in the sequence, for example

ACCTAGGA = ACCTAGGCTAA (interspersed).

Another duplication process, called reverse-complement
duplication (r.c. duplication), takes the substring to duplicate,
and inserts a reversed and complemented duplicate of it
immediately after its location, for example

ACCTAGGA —> ACCTATAGGGA (r.c.).

Here we use the Watson-Crick base pairing, making A and T
complements of each other, and similarly, C and G. All of the
processes mentioned above are the result of known biological
mutation processes whose mechanisms we understand. For
the sake of mathematical simplicity, and to better illustrate
the intricacies of duplication processes, we introduce an artifi-
cial duplication process called end duplication which inserts
the duplicated part at the end of the sequence, for example

ACCTAGGA —> ACCTAGGACTA (end).

As a final note on duplication processes, we emphasize that
following a duplication process, another may occur, perhaps
of a different type, and perhaps of a different length. Thus,
over time, duplications accumulate, like layers of an onion. A
naive inspection of a DNA sequence may only reveal the
outer layer, namely, the last duplications made, and only
after removing those, older occurrences become visible.

We can now formalize the description of the duplication chan-
nel. We shall be working over some finite alphabet 3, (which in
the case of DNA molecules will be % = {A,C, G, T}). We store
a sequence z € 3", where X" is the set of all finite length
sequences over 3. The channel then applies any number of
duplications, resulting in a string y € 3. We denote this pro-
cess as = *y. The set of all possible mutated outcomes,
given that = was stored, is called the descendant cone of =, and
is denoted by D*(z). Conversely, the set of all possible strings
that may be mutated by the channel into y is called the ances-
tor cone of y, and is denoted by A*(y).

When faced with such a channel, our goal is to construct
error-correcting codes that can undo the duplications and
recover the original stored sequence. General coding-theo-
retic principles guide us to define an error-correcting code
as a set of sequences C' C X", whose descendant cones are

disjoint, namely, for any ¢, € C, D*(¢) N D*(¢') = (. Thus,
any corrupted sequence belongs to a single descendant cone
of a valid codeword, and the decoding process simply out-
puts that codeword in response.

Many questions arise: How do we find a good error-cor-
recting code? What makes a good error-correcting code?
What is the best possible? How do we encode, and how do
we decode? How does the answer depend on the type and
parameters of the duplication processes? In what follows
we briefly outline partial answers to these questions, and
along the way, uncover connections to other motivating
problems.

Know Thy Enemy—Understanding
Descendant Cones

The first property of interest, when studying descendant
cones, is knowing their size. Since our ultimate goal is con-
structing error-correcting codes, which are equivalent to
packing descendant cones without overlap, finding their size
may help us bound the parameters of such codes. The number
of strings in any descendant cone is obviously infinite, and
thus, we do not measure their size but rather the rate at which
they grow with each mutation step. This property is called the
capacity, and sometimes the combinatorial entropy.

Formally speaking, to compute the capacity of the descen-
dant cone of x € X", the definition calls for counting the
number of descendants of length n, i.e, |D*(z) N X"|. Taking
log , of this number and dividing by n gives us the exponen-
tial growth rate we are after. Thus

1 ,
cap(x) = limsup;logQMD*(m) nx".

A large capacity indicates a fast growing descendant cone,
and similarly, a small capacity indicates slow growth.
Packing fast growing descendant cones may be more diffi-
cult, resulting in smaller, less efficient, error-correcting
codes.

The capacity may obviously depend on the alphabet size, the
starting sequence x, and the duplication rules. To illustrate
the subtleties of the latter, fix an alphabet 3 and a starting
sequence z. First consider the end-duplication system, in
which each mutation copies a fixed-length substring of length
k to the end. It has been shown that this has full capacity, i.e.,
cap$"d(x) = log,|2|, which is the highest possible value the
capacity may have, indicating the highest possible growth
rate for a descendant cone. We now tweak a single parame-
ter—instead of end duplication, we consider tandem duplica-
tion, namely the duplicated sequence of fixed length & is
inserted immediately after its original position. With this min-
ute change, the capacity vanishes completely, i.e,, cap{*(z) =
0, indicating subexponential growth of the descendant cone.
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One might argue that the capacity is perhaps too harsh: it
takes into account what is possible, where instead it should
take into account what is probable. We can describe the
mutations as a stochastic process. We start with the initial
sequence x € 3", and then at each round, a randomly chosen
duplication rule (duplicating substring of fixed length k) is
applied to a randomly selected position. We can set, to our
liking, the distributions from which the duplication rule and
the location are chosen. We denote the resulting sequence
after n mutations by S, (z), and observe that it is a random
variable. We can then define the entropy of S, (z) as

H(S,(z)) = - Z Pr(S,(z) = w)log, Pr(S,(z) = w).

wex*

With this, the entropy rate of the entire system

h(S(z)) = limsule(Sn(x)).
n—oo N
Loosely speaking, h(S(z)) measures the amount of informa-
tion generated by an application of a random duplication
rule. Using standard information-theoretic arguments, one
can show that the capacity bounds the entropy rate from
above, namely

h(S(x)) < cap(x).

Once again, we demonstrate the intricacies of string-duplica-
tion systems by showing how even the smallest of changes
create dramatically different results. For the sake of this
demonstration, we focus on the reverse-complement string
duplication system over the binary alphabet % = {0,1}. We
further assume for simplicity that the initial string is = =0,
all duplications are of the same fixed length &£ = 1, and that
their location is chosen uniformly and independently in each
round. We emphasize that the fact the locations are chosen
uniformly does not mean that S, (z) is distributed uniformly.
For example, there is only one way of deriving 0111 from
z=0

0=01=011=0111

and the probability of this happening is exactly 1-1.1=1,

2°37 6
However, there are two ways of deriving 0101

0= 01=011=-0101
0= 01=010 = 0101

and we get 0101 with probability % Interestingly, the
entropy-rate we are after is connected to the asymptotics of
permutation signatures, and the best we know is that for
duplication length k£ = 1

0.8689 < h(S(z = 0)) < 0.9067 < cap(z = 0) = 1.

Importantly, while the capacity is full (i.e,, “most” sequences
are obtainable via carefully chosen derivation paths), not all
outcomes are probable, and the entropy rate is strictly less
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Figure 3

Example simulation of the reverse-complement string-
duplication system with starting sequence x = 00,
and duplication length k = 2, showing for S,,(00)

the frequencies of the substrings (a) 00, (b) 01

(which equals that of 10), and (c) 11.

than 1. To further complicate matters, consider duplication
of length k=2 and an equally long starting sequence,
2 = 00. In this case, it has been shown that

0= h(S(z =00)) < cap(z =00) = 1.

Namely, while again, “most” sequences are obtainable, only
very few are probable. This surprising result was obtained
by proving that with high probability, S, (z = 00) is eventu-
ally almost entirely an alternating sequence of 0101.... A
simulation of this fact is shown in Figure 3.

The last two properties we shall describe are perhaps more
interesting from a bio-informatics perspective. Consider the
following question: We are given some distant ancestor that
humans evolved from, and this ancestor does not have the
DNA substring that codes for a specific protein humans have.
Can tandem duplication alone mutate the ancestor’s DNA
sequence into a sequence that contains the instructions for
that protein? In our mathematical framework of string-dupli-
cation systems, we say a system with a starting sequence
x € X" is fully expressive if any given sequence y € 2" appears
as a substring of some descendant of x. Returning to our pre-
vious example of end duplication versus tandem duplication
(both of some fixed length k), it was shown that tandem dupli-
cation is not fully expressive, whereas end duplication is. To
put this in context, imagine the following challenge: We are
given Tolstoy’s “War and Peace” (which we consider as a very
long sequence of symbols). We can duplicate substrings of
some fixed length, say, k£ = 200. Our goal is to create a sub-
string, which is Shakespeare’s “Macbeth.” When the dupli-
cated parts are inserted next to their original position
(tandem duplication), this is impossible. However, when the
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duplicated parts are placed at the end, the challenge is solv-
able (albeit, the procedure might be extremely lengthy)!

The final property we would like to mention is that of distance
to the root. When reading a mutated version y € 3 of the
stored sequence z € 3", our goal is to reverse the mutation
process and find x. This may be performed by undoing duplica-
tions, a process called deduplication. The process stops when
no further deduplications are possible, and the sequence at
that point is called a root of y. The number of deduplication
steps is called the distance to a root from y. In the binary case
3, = {0, 1}, with unbounded tandem duplication, the root is
always one of six options {0, 1,01, 10,010, 101}. In this setting,
we let f(n) denote the maximum distance to the root of a
binary sequence of length n. Surprisingly

0.045 < lim m <04
n—oo N
and the lower bound in fact holds for all but an exponentially
small fraction of sequences of length n. Thus, the vast major-
ity of sequences have a distance to the root that is linear in
their length. This result remains essentially the same even if
the duplication process is imprecise.

Constructing Error-Correcting Codes

Armed with a better understanding of descendant cones, we may
now approach the problem of designing error-correcting codes
for string-duplication channels. Two main issues are of interest:
finding a good code (i.e,, making sure descendant cones of distinct
codewords are disjoint), and finding an efficient decoding algo-
rithm. Throughout this section, we shall consider the tandem-
duplication string-duplication channel as an example.

When the duplication length is fixed at some length &, we are
indeed fortunate. If the alphabet contains exactly g letters,
we may assume without loss of generality that 3 =7,
namely, the ring of integers with addition modulo ¢. It has
been suggested to view any string after taking the k-step dis-
crete derivative 9, i.e., for each i, subtracting the letter in
position ¢—k from the letter in position 4. Thus,
dpx = 20" — 0%z, where 0F denotes a run of k zeros, and sub-
traction is symbolwise over Z,. This operation is invertible.
Moreover, in the derivative domain, a tandem duplication of
length k manifests as an insertion of 0. As a consequence,
we obtain the following:

) Any sequence x € 3" has a unique root.

[ The unique root of a sequence = may be reached by
deduplications performed in any order.

I Two sequences, z and 2/, have intersecting descen-

dant cones if and only if they have the same root.

We note in passing that these assertions are not true
even if we relax our setting minutely. For example, if we

allow deduplications of any length (instead of a fixed
length) then the sequence 210121010 does not have a
unique root:

210121010—21010—210
210121010—2101210

where — denotes a deduplication, and the underlined part
is dedeuplicated.

Returning to our search for codes that correct tandem
duplications of fixed length k, the three properties listed
above lead us to the following solution: Construct a code
by taking as codewords all the irreducible sequences of
length n over 7, (where an irreducible sequence is a
sequence that is its own root, namely, it does not contain
any duplications of length k). With a small tweak this code
can be made optimal, and allows information storage at a
rate of

q— Dlogse
10g2q_(q%

(14 0(1)).
Decoding is simple, since by the properties above, we can
deduplicate in any order we wish, until reaching the unique
root which must be the transmitted sequence.

In essence, since the duplications introduced by biological
processes are part of the evolutionary process, we can think
of the error-correcting codes we described as evolution-cor-
recting codes.
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tandem duplication channels was studied in [1].

Error-correcting codes for string-duplication channels were
first studied in [50]. The work was followed by many others,
among them works studying: tandem duplication [16], [59],
[68], [124], [125], Levenshtein reconstruction for uniform
tandem duplication [121], [122], noisy tandem duplica-
tion [103], [104], [105], [106], palindromic duplications [68],
[125], and reverse-complement duplications [7].
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