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Abstract

Multirate multicast is a powerful methodology of multimedia communication in heterogenous networks. A variant

of multirate multicast motivated by scalable multimedia streaming is layered multicast, where the transmitted signal is

presented in successive data layers. With recent advances of network coding theory, many layered multicast schemes

using network coding have been proposed to improve the performance of traditional routing based layered multicast.

They divide the network into different layers and construct a unirate multicast network code for each layer. However,

these schemes do not perform network coding between data layers, and consequently cannot realize the full potential

of network coding. In this paper, we propose a novel approach to layered multicast that allows network coding of

data in different layers. This relaxation lends the proposed scheme greater flexibility in optimizing the data flow than

previous layered solutions, and thus achieves higher throughput.
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I. INTRODUCTION

Multirate multicast is an efficient network transmission methodology for streaming a multimedia content to

multiple heterogenous clients. Unlike the conventional unirate multicast that either overwhelms low-bandwidth

receivers or starves high-bandwidth ones, multirate multicast delivers a content at different rates to receivers of

different network capacities. As a result, every client enjoys a multimedia session at a quality according to his/her

available bandwidth.

Layered multicast is a variant of multirate multicast that is suited for scalable multimedia streaming. A scalable

encoded multimedia source is encoded into a sequence of progressively refinable layers L1, L2, · · · , LM , a base

layer and several successive enhancement layers. Each layer n may be used to increase the quality of the data

reconstruction, but only if all previous layers 1, · · · , n− 1, are available as well. Thus, a receiver desires to receive

as many as possible consecutive layers 1, · · · , n, not just any subset of layers. Therefore, for such applications, the

design objective is to maximize the network throughput while also ensuring that each sink receives only consecutive

layers of data (including the base layer). The additional constraint imposed is due to the layered characteristic of

source data. For this reason we refer to this problem setting as layered multicast.

In traditional networks where only routing is allowed, hence each node can only send copies of received messages,

the transmission of data layers is naturally separated into transmission layers (or multicast layers). Each multicast

layer will send a layer of data to all designated receivers over a single multicast tree. Therefore the solutions to

this problem [1]–[3] focus on the construction of multiple multicast trees, each representing a multicast layer.

Network coding, a new powerful paradigm of network communication, can greatly improve throughput over

traditional routing. The essence of network coding is the provision of multiple paths and the coding ability at

intermediate nodes which enable information flows for different receivers to share the common network capacity

[4]. It has been proved that network coding can achieve the minimum of individual max-flow values in the unirate

multicast scenario, where all the receivers demand for the same amount of information [4]. Moreover, optimal

unirate multicast network code can be constructed in polynomial time [5].

However, due to a decodability issue, network coding is less straightforward in the multirate multicast scenario.

Unlike unirate multicast where network codes are guaranteed to exist and are easy to construct, multirate multicast

network codes do not necessarily exist for the desired data rates of the receivers. Algebraic conditions for the

existence of multirate multicast network code are derived in [6], and finding the optimal network code for a given

network, which maximizes the total amount of information flow, is proved to be NP-hard [7].

Despite of the difficulty of the problem, many layered multicast schemes using network coding have been proposed

to improve the performance of traditional routing based layered multicast. In general, they divide the network into

different layers and construct a unirate multicast network code for each layer. However, these schemes do not

perform network coding between data layers, and consequently cannot realize the full potential of network coding.

In this paper, we propose a novel approach to layered multicast that allows network coding of data in different

layers. This relaxation lends the proposed scheme greater flexibility in optimizing the data flow than previous

layered solutions, and thus achieves higher throughput. Note that, network coding is applied here to increase
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network throughput rather than protecting again packet loss.

The rest of the paper is organized as follows. Some related works are discussed in Section II. The formulation

of the target problem is described in Section III. Section IV introduces our new inter-layer network coding flow

optimization scheme. The construction of the layered multicast network code is presented in Section V. Some

experimental results are shown in Section VI. Section VII concludes the paper.

II. RELATED WORKS

A number of previous works applied networking coding in the layered multicast setting [7]–[9], demonstrating

substantial improvement in the bandwidth efficiency over traditional methods. As in the network coding-free

scenario, these methods transmit each layer of data in a single multicast layer. But instead of constructing different

multicast trees as in traditional approach, network coding-based layered multicast divides the network graph into

multicast sub-graphs according to certain criteria and determines the optimal amount of information transmitted

on each multicast graph (i.e., the size of each data layer). Each multicast layer is considered as a session, and

network coding is performed on different layers separately. Since the rates for different receivers in the same layer

are equal, it is easy to construct the network code for a single layer using the existing polynomial-time algorithm

[5]. Specifically, in [8], sinks are grouped into subsets T1, T2, · · · , TN , such that all sinks in the same subset have

the same max-flow value and moreover, the max-flow value of any sink in Tk is smaller than the max-flow value

of any sink in Tk+1. Then for each layer k a multicast sub-graph containing all sinks in Tk ∪ Tk+1 ∪ · · · ∪ TN is

constructed. Thus, the scheme ensures that all sinks in Tk receive k layers of data. The rate allocation between data

layers (i.e., the size of each data layer) is decided by solving a linear programming problem. The algorithm in [7]

assigns sinks to multicast layers in the same way, but without constructing a specific multicast sub-graph for each

layer, thus has more freedom in optimizing the rate allocation between layers. In [9], the authors resort to layered

multicast and session scheduling ideas to provide rate control in multirate multicast.

In [10], an interesting framework of jointly designing uneven erasure protection (UEP) [11] and linear network

codes for transmission of layered data is presented. Unlike previous network coding-based layered multicast

schemes, the proposed technique does not explicitly divide the transmission into multicast layers. Moreover, the

computationally expensive rate allocation problem is reduced to an UEP optimization problem, which can be solved

efficiently [12]. However, this scheme shares the main feature of previous work: the use of network coding only

inside a data layer and not across data layers.

As pointed out in the above discussion, prior work on network coding-based layered multicast uses intra-layer

network coding. The intra-layer constraint does not realize the full potential of network coding. To overcome the

above limitation and take full advantage of network coding we propose a layered multicast framework with inter-

layer network coding, which is the main contribution of this paper. To perform inter-layer network coding, we still

divide the transmission into multicast layers, but the concept of a multicast layer in our framework is significantly

different from previous work. As opposed to previous work, we allow flow in multicast layer k to carry data in all

data layers 1, 2, · · · , k. Network coding is applied inside each multicast layer, thus, messages sent in layer k are
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linear combinations of data in layers 1, 2, · · · , k. Therefore, network coding is actually applied across data layers,

exhibiting the inter-layer characteristic of our network coding-based layered multicast technique. Another notable

difference versus prior work is that the amount of flow delivered to different sinks in a single multicast layer is not

necessarily the same. In other words, each multicast layer is not unirate. Moreover, we allow flow to transfer from

one layer to a higher layer. Due to all the relaxations mentioned above, the proposed scheme has greater flexibility

in optimizing the data flow compared to previous methods, and thus achieves higher throughput. At a first glance all

these relaxations seemingly make it difficult to ensure the decodability of messages received at each sink. Indeed,

the decodability is not guaranteed in each multicast layer separately, not even cumulatively over all lower multicast

layers. But it is ensured over all multicast layers assigned to that node, and this is all that is needed.

Independently, Wu [13] proposed a cross-layer network coding technique which is closely related to our work.

However, the problem formulation in [13] uses the heuristic that sink nodes with the same max-flow value are

partitioned into the same group, which is included in our formulation as a special case. Also, we proposed a

deterministic polynomial-time algorithm with guaranteed optimality for network code construction, whereas the

scheme in [13] uses simple random linear mixing of asymptotical optimality.

Another related work is scalable multicast using the variants of digital fountain codes [14]–[16]. In [16], the

authors proposed an application of sliding window (SW) Raptor codes on scalable video coding in lossy networks.

SVC layers are encoded independently of each other using a SW-Raptor code, and the rates of SW-Raptor code

for SVC layers, as well as the number of coded packets generated for each layer, are optimized so as to yield the

best possible expected quality at the receivers. Since the coding is performed within each SVC layer, this is an

intra-layer approach. [14], [15] design and use the optimal expanding window fountain (EWF) code to multicast

scalable multimedia content through a lossy networks, such that given quality-of-service guarantees for different

receiver classes to be satisfied. Although it seems that the EWF codes already do the inter-layer coding as we

proposed here, there are substantial differences. The EWF codes still require receivers to receive the same amount

of data in the same multicast layer, while our proposed inter-layer coding scheme allows each multicast layer to be

multi-rate. Another fundamental difference between these works and ours relies in the fact that the fountain codes

based schemes are deployed to fight against packet loss rather than increase network throughput. Therefore, these

scheme usually require predefined bandwidth information for the receivers rather than optimizing these parameters

for a certain network topology. Besides, all the coding is done at the server (the source node), thus no network

coding is performed.

An earlier version of this work appeared in [17]. Compared to [17], the current version further improves the

algorithm performance by refining the initial partition of sinks. The optimization formulation is also extended to

handle a general fidelity measure as the objective function. The new formulation allows us to optimize the average

PSNR, aspect which is very important for practical multimedia applications, while the transmission scheme in [17]

can only optimize the average rate received at all sinks. Moreover, while [17] does not report test result on practical

multimedia data, the current work includes experimental results on a practical scalable video sequence, showing

the advantage of using the PSNR optimization versus the rate optimization.
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III. PROBLEM STATEMENT

Consider source segments (or messages) x1, · · · , xM , of equal size, and a directed acyclic lossless network

G = (V,E), a set of source nodes S, and a set of sink nodes T . All data messages x1, · · · , xM are available at all

source nodes, for transmission during a transmission slot. Each edge is assigned a capacity representing the number

of source segments which can be transported over the edge during a transmission slot. Thus, a source segment is

treated as an indivisible flow unit. A transmission scheme using network coding allows each message sent along

an edge to be a function of the messages received at the node where the edge originates. As other previous work

on network coding we assume that there is no transmission delay along the edges and that each node has a buffer

large enough to store the received messages as long as needed in order to construct the messages to be sent over

the emerging edges.

We define a layered multicast code achieving rate R(t) (number of source segments) at each sink t, as a

transmission scheme using network coding which ensures that each sink t can recover the first R(t) source segments

(out of the M source segments available at the source nodes for transmission during the transmission slot) after

decoding the received messages. We assume a non-decreasing fidelity function φ(R) is given, representing the

fidelity of the reconstruction after decoding the first R messages. The simplest example is φ(R) = R. Other

examples of fidelity functions, meaningful in multimedia applications, are PSNR, SNR, or the negative distortion.

The problem we address in this work is designing a layered multicast code such that
∑

t∈T φ(R(t)) is maximized.

To make clearer the ”layered” characteristic, we give an equivalent formulation to this problem. We partition the

set of data sequences into several layers, and each sink subscribes a certain number of layers. Note that, due to

the property of scalable source coding, only the base layer and the following consecutive layers can contribute to

the reconstruction fidelity. By grouping together the sink nodes which receive the same data flow layers we get a

partition of sink nodes T1, · · · , TN , such that R(t) = R(t′) for any t, t′ in the same subset Tk, and R(t) < R(t′)

for any t ∈ Tk, t′ ∈ Tk+1 and any k. Let Rk denote the common value of R(t) for the sinks t ∈ Tk. Define the

k-th data layer as the set of source messages {xRk−1+1, · · · , xRk
}. Clearly, the layered multicast code guarantees

that any sink in Tk receives the first k data layers. Then the above problem can be reformulated as follows.

Problem 1. Find the partition T = {T1, · · · , TN} (where N is also a variable), the values 0 < R1 < R2 < · · · <

RN , and a layered multicast code achieving rate Rk at each sink t ∈ Tk, for each k, such that
∑N

k=1

∑
t∈Tk

φ(Rk)

is maximized.

Without loss of generality, the following development is confined to the case of a single source node. The case

of multiple sources can be converted into one with a single source by adding a super source node and connecting

the super source node to all source nodes by edges of infinite capacity. This conversion is depicted in Figure 1.
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Fig. 1. Converting a problem with multiple sources to one with single source.

IV. FLOW OPTIMIZATION FOR INTER-LAYER NETWORK CODING

A. Preliminaries

Solving Problem 1 over all possible sinks partitions is a difficult task. A simplification of the problem is to

impose a fixed partition T of the sinks and find the optimal rate allocation corresponding to T . Intuitively, the

number of layers received by each sink should be proportional to the sink’s max-flow value. This intuition motivates

choosing for T the partition induced by the max-flow values, i.e., where all sinks in the same subset have the same

max-flow value and moreover, the max-flow value of any sink in Tk is smaller than the max-flow value of any

sink in Tk+1. We will denote this partition by Tmax-flow. The partition Tmax-flow was used in prior works [7], [8].

Therefore, imposing this constraint will not lead to loss in performance versus the techniques in [7], [8].

Having the partition of sinks specified, our target problem can be formulated as follows.

Problem 2. Given a partition T = {T1, T2, · · · , TN} of the set of sinks, find the values 0 ≤ R1 ≤ R2 ≤ · · · ≤ RN

and a layered multicast code achieving rate Rk at each sink t ∈ Tk, such that
∑N

k=1

∑
t∈Tk

φ(Rk) is maximized.

Remark 1. By allowing equality between consecutive rates Rk and Rk+1 in the formulation of Problem 2, we

actually perform a search over all sink partitions obtained from T by cumulating consecutive subsets. (The equality

Rk = Rk+1 means that Tk and Tk+1 are merged into a single subset).

Previous layered multicast formulations using network coding [7]–[10] perform intra-layer network coding only.

Specifically, each layer of data is transmitted to the sinks in a multicast layer. Network coding is applied only inside

each layer, not across layers. Data flow in different multicast layers cannot be encoded together, i.e. the messages

transmitted in multicast layer k can only be the linear combination of source segments in data layer k. In order

to understand the drawback of the intra-layer technique and to provide some insight on our proposed inter-layer

scheme we analyze the example shown in Figure 2. The network illustrated in the figure is a unit capacity network

with 4 sinks t1, t2, t3, t4. The max-flows of the sinks are 2, 2, 2, 1, respectively. In order to achieve the max-

flow rates at all sinks, the source data has to be divided into two layers x1 and x2. x1 has to be delivered to all

sinks in the first multicast layer and x2 must be delivered to sinks t1, t2, t3 in the second multicast layer. Since

cooperation across layers is not allowed, no edge can transmit the combination of x1 and x2. Thus, the optimal
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Fig. 2. Optimal layered multicast solution for the given network.

layered multicast solution shown in Figure 2 (which in this case is the optimal multirate multicast solution as well)

cannot be achieved.

The above example was first used in [18] when discussing the multilevel diversity coding problem. The author

proved that the optimal rate cannot be achieved if network coding across layers was not allowed.

By carefully examining the optimal solution we observe that the flow can indeed be divided into two multicast

layers, but using different criteria than in the intra-layer formulations. Consider the first multicast layer to consist

of edges depicted in Figure 2 with solid lines and the second multicast layer to consist of dotted lines edges. It can

be seen that the second multicast layer carries data in both data layers, not just in data layer 2. Precisely, edges

(s, u2), (u2, t1), (u2, t3) transmit a combination of x1 and x2. Moreover, note that sink t1 does not receive any

unit of flow in the first multicast layer, while in the intra-layer schemes it would receive one unit of flow. But

then in order to compensate, t1 receives two units of flow in the second multicast layer, while under the intra-layer

framework it would receive only one. The above observations could be interpreted in the following way: for some

sinks part of the data in the first layer is ”delayed” and transmitted together with the data in the second layer.

This thought leads to our novel layered multicast technique based on inter-layer network coding. As usual the

transmission is divided into multicast layers, but the concept of a multicast layer in our framework is significantly

different from the intra-layer network coding formulations. Precisely, the flow in the k-th multicast layer is not

confined to carry only combinations of data in data layer k. Instead, it is allowed to transport combinations of

all data in the first k data layers. This is how network coding across data layers is performed. Another notable

difference versus prior work is that the amount of flow delivered to different sinks during a single multicast layer

is not necessarily the same. In other words, each multicast layer is not unirate. The number of data layers received

by each sink is decided by the sink partition. Sinks in subset Tk will receive k layers of data. Moreover, we allow

flow to transfer from one layer to a higher layer. The transfer of flow at the source node could be explained in the

following way. In the first multicast layer the source node s has available R1 units of flow (i.e., data layer 1) for

transmission to any sink. If only R1− 1 units of flow are transmitted to some sink t ∈ Tk, then the remaining unit

of flow is available for transmission to sink t in the second multicast layer together with the new R2 − R1 flow

units corresponding to data layer 2. This unit of flow could be used in multicast layer 2 (i.e., transmitted to t), in
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which case we say that it is ”delayed” and transferred to layer 2, or it can be further ”delayed” and transmitted to

t in a higher layer. However, by the ”end” of multicast layer k all ”delayed” flow must reach sink t in order to

ensure that t receives all data in the first k data layers. Flow transfer from a lower multicast layer to a higher layer

is admitted at intermediate nodes as well.

Our proposed solution to Problem 2 consists of two major parts. First a flow optimization problem is solved.

Next a single network code is constructed to achieve the optimal rates for all sinks.

B. Inter-layer Flow Optimization

For every node v ∈ V , let In(v) denote the set of incoming links to v and let Out(v) denote the set of outgoing

links from v. Ci,j is the capacity of edge (i, j), measured in number of source segment during a transmission slot

of fixed duration δ, and s is the source node. Recall that the size of a source segment is fixed. Moreover, a source

segment represents an indivisible unit of flow.

We divide the flow into N layers. Any sink t ∈ Tk, for some k, may receive flow in the first k layers with the

requirement that the total amount of flow received over the first k layers to equal Rk. Let xt,li,j be the flow on edge

(i, j) for sink t in layer l. Define bt,lj to be the potential of node j for sink t in layer l, which is defined as the

difference between the incoming flow and the outgoing flow. Negative node potential indicates a supplying node,

while positive node potential indicates a demanding node. Let yki,j be the actual flow on edge (i, j) in layer k (over

all sinks). For each sink node t, let L(t) denote the number of data layers that sink t will receive (i.e., L(t) = k

if and only if t ∈ Tk). Then, the flow optimization problem can be formulated as shown in Figure 3.

Constraint (1c) follows from the definition of node potential. (1d), (1e) are the potential constraints at the source

node. The total flow sent out from the source s to sink t over the first L(t) layers should equal RL(t). But the flow

sent to t over the first j layers, j < L(t), can be less than Rj because some part of the flow in lower layers can

be ”delayed” and transmitted in higher layers.

Constraints (1f), (1g) concern the potential of sink nodes. Since flow in lower layers can transfer to higher layers,

the total flow received by sink t over the first j layers, j < L(t), can be less than the total flow sent out to t by

the source s over those layers. But the total flow received over the first L(t) layers should equal the total flow sent

by the source over those layers.

(1h), (1i) are the constraints for the potentials at the intermediate nodes. Note that the potential of some

intermediate node l can be negative for some layers. For example, negative potential in layer j means that some

flow in layer 1, · · · , j− 1, transfers to layer j at the current node. Since the transfer of flow is allowed only from a

lower to a higher layer, the total incoming flow (designated to sink t) at intermediate node l, over the first j layers,

cannot be smaller than the total outgoing flow. Moreover if j = L(t) the two quantities have to be equal.

Since the amount of flow which transfers from layer 1, · · · , j − 1 to layer j should be less or equal to the sum

of flow in layer 1, · · · , j − 1, the sum of potentials in first j layers must be non-negative.

Constraint (1j) is the network coding constraint, meaning that the flow for different sinks in the same layer can

be combined together. Constraint (1k) confines that the actual flow in each edge cannot exceed the edge capacity.

DRAFT



9

max
∑
t∈T

φ(RL(t)) (1a)

subject to R1 ≤ R2 ≤ · · · ≤ RN (1b)

bt,lj =
∑

(i,j)∈In(j)

xt,li,j −
∑

(j,h)∈Out(j)

xt,lj,h (1c)

Rj ≥ −
j∑

i=1

bt,is , ∀t ∈ T, 1 ≤ j < L(t) (1d)

Rj = −
j∑

i=1

bt,is , ∀t ∈ T, j = L(t) (1e)

j∑
i=1

bt,it ≤ −
j∑

i=1

bt,is ,∀t ∈ T, 1 ≤ j < L(t) (1f)

j∑
i=1

bt,it = −
j∑

i=1

bt,is , ∀t ∈ T, j = L(t) (1g)

j∑
i=1

bt,in ≥ 0,∀t ∈ T, 1 ≤ j < L(t), n /∈ {s, t} (1h)

j∑
i=1

bt,in = 0, ∀t ∈ T, j = L(t), n /∈ {s, t} (1i)

yli,j = max
t∈T
{xt,li,j}, ∀l 1 ≤ l ≤ N (1j)

N∑
l=1

yli,j ≤ Ci,j , ∀(i, j) ∈ E (1k)

xt,li,j is non-negative integer,∀t ∈ T, ∀(i, j) ∈ E (1l)

Fig. 3. Inter-layer flow optimization.

Finally, notice that inequality (1b) follows from (1e) since the sinks potentials are nonnegative, thus (1b) can be

removed.

C. Example

The following example illustrates a solution to the above flow optimization problem and the proposed inter-layer

network code. To better illustrate the idea, we use a linear cost function φ(R) = R. Consider the unit capacity

network shown in Figure 4. s is the source node and t1, t2, t3 are the sinks. The max-flow to t1, t2, t3 are 2, 2,

1 respectively, and therefore sinks are divided into 2 two subsets: T1 = {t3}, T2 = {t1, t2}. The flow paths found

by the flow optimization algorithm (indicated by the values yki,j) are shown in Figure 5. Edges in the first layer are
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Fig. 4. Example network with 3 sinks.

Fig. 5. Solution produced by the inter-layer network coding scheme. This is the optimal layered multicast solution for the given network.

shown as solid lines, while edges in the second layer are shown as dashed lines.

Note that under the proposed intra-layer NC framework in order to achieve the optimal solution, we would need

two multicast layers as shown in Figure 6. Edge (u4, u5) should be included in both multicast layers in order to

carry x1 to t2 and x2 to t1. This is not possible since the edge is a unit capacity edge. On the other side, in the

inter-layer network coding framework edge (u4, u5) is included in the second multicast layer and carries x1 + x2.

Then the information about x2 reaches sink t1 via the path s − u2 − u4 − u5 − t1, which is completely included

in layer 2. The information about data x1 reaches sink t2 via the path s− u1 − u4 − u5 − t2, which has the first

two edges in the first layer and the next two edges in the second layer. This path illustrates the concept of transfer

of flow between layers. At node u4 one unit of flow directed to sink t2 transfers from layer 1 to layer 2.

D. Observations

An important observation is that the solution of the inter-layer network coding flow optimization problem, when

the sinks partition is Tmax-flow, is guaranteed to be at least as good as that of intra-layer network coding flow

optimization schemes [7], [8]. This is due to the fact that the intra-layered optimization formulation is included in

the proposed inter-layered formulation as a special case. Precisely, if we change the inequalities in constraints (1d),

(1f), (1h) into equalities, we will obtain the exact formulation of layered multicast in [7].

Another notable observation is that the solution of problem in Figure 3 improves as the partition T becomes finer.

In order to justify this claim consider two partitions T1 = {T1, · · · , TN} and T ′1 = {T ′1, · · · , T ′N ′}, such that T1 is
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(a) Layer 1 (b) Layer 2

Fig. 6. Optimal layered multicast solution for network in Figure 4 cannot be achieved with the intra-layer network coding technique unless

edge (u4, u5) has capacity 2.

finer than T ′1 . Then there are integers 1 = m1 < m2 < · · · < mN ′ < mN ′+1 = N +1 such that T ′k = ∪mk+1−1
j=mk

Tj ,

1 ≤ k ≤ N ′. Then any feasible solution of flow optimization problem corresponding to T ′1 can be converted to a

feasible solution corresponding to T1, by letting the flow in multicast layer mk (on each edge and for each sink) for

the latter case to be equal with the flow in multicast layer k for the former case, 1 ≤ k ≤ N ′, and by assigning zero

flow in any other multicast layer for T1. Therefore, in order to improve the performance of the proposed layered

multicast scheme we will consider an |T |-size sinks partition in Problem 2, in other word a partition where each

subset consists of only one sink. Since this partition is finer than the partition proposed in [17], it is expected that

we can achieve better performance than in [17].

E. Linearization of Flow Optimization Problem

A simple choice for the fidelity function is φ(R) = R, as considered in [17]. Then the problem of Figure 3

is an integer linear program, for which heuristic algorithms are widely available. However, there are other more

meaningful fidelity measures for multimedia applications (e. g. PSNR, SNR, negative mean squared error), and

the solution which maximizes the overall received flow is not necessarily the solution with the highest overall

reconstruction fidelity. Thus, in order to improve the performance of the layered multicast scheme, the real fidelity

function (which is not linear) is more suitable. To handle such a case, we will convert the flow optimization problem

into a linear integer program.

Let the fidelity function be a non-decreasing function φ(R), defined for any integer R, 1 ≤ R ≤M . Recall that

M is the number of source segments available at the source node s, for transmission during a time unit. Because

function φ(·) is non-decreasing, it follows that there are non-negative real numbers cj , 1 ≤ j ≤M , such that

φ(R) = φ(0) +

R∑
j=1

cj × 1 +

M∑
j=R+1

cj × 0, (2)

for any integer R with 1 ≤ R ≤M . To linearize the flow optimization problem we introduce the additional binary

variables rk,j ∈ {0, 1}, 1 ≤ k ≤ N , 1 ≤ j ≤ M . The value of rk,j indicates whether or not the data segment xj
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max

N∑
k=1

M∑
j=1

cjrk,j (4a)

such that
M∑
j=1

rk,j = Rk, 1 ≤ k ≤ N (4b)

rk,1 ≥ rk,2 ≥ · · · ≥ rk,M , 1 ≤ k ≤ N (4c)

rk,j ∈ {0, 1}, 1 ≤ k ≤ N, 1 ≤ j ≤M (4d)

conditions (1b)-(1l) hold (4e)

Fig. 7. Linearization of the flow optimization problem.

is included in the first k data layers. Precisely, rk,j = 1 if j ≤ Rk and rk,j = 0 otherwise. Then

φ(Rk) = φ(0) +

M∑
j=1

cjrk,j (3)

and the optimization problem can be recast as in Figure 7. Notice that condition (4c) enforces the fact that, if

rk,j = 1 then rk,j′ = 1 for all 1 ≤ j′ ≤ j, in other words, if data segment xj is included in the first k data layers

then all previous segments are also part of the first k data layers.

V. NETWORK CODE CONSTRUCTION

In this section, we present a polynomial time algorithm which constructs a linear network code for the given

network, such that the optimized flow rates for all the sinks are achieved.

A. Algorithm Description

Given the optimized rates R1, · · · , RN , and the flow in each multicast layer, we want to construct a layered

multicast code which achieves the rate Rk at each sink in Tk, 1 ≤ k ≤ N .

We choose the maximum rate RN as the message dimension, i.e. the source transmits RN source segments (or

messages) in a unit time. Our framework guarantees that any sink in subset Tk receives Rk messages, which are

the linear combinations of the first Rk source segments. Moreover, these messages are linearly independent, thus

ensuring the decodability of all first Rk source segments.

Note that any network G can be converted to an equivalent unit-capacity network G′ and the solution to the data

flow optimization problem for network G can be transformed to an equivalent solution for network G′. For this

purpose, any edge (i, j) with capacity n of G is replaced by n parallel unit-capacity links of G′. These n links are

further partitioned into N sets such that the l-th set contains yli,j edges, for 1 ≤ l ≤ N . Note that the total number

of links in these N sets equals
∑N

l=1 y
l
i,j , which can be less than the total number of parallel links between i and
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j. The edges in the l-th set will carry only flow in layer l. Notice that such a partition is possible due to relation

(1k). Moreover, some of these sets may be empty. In particular, the l-th set is empty if yli,j = 0.

Upon this conversion we construct for each sink t ∈ T a set of RL(t) edge-disjoint paths Q1
t , · · · , Q

RL(t)

t from

s to t in the graph G′. If an edge e carries flow in layer l, we say that edge e is in layer l and use the notation

L(e) = l. Notice that such an edge transports only one unit of flow. Then the edge-disjoint paths Q1
t , · · · , Q

RL(t)

t

are constructed such that the following conditions to be satisfied.

C1) All the paths contain only edges in layers 1 through L(t).

C2) For any path Q and any two consecutive edges e1 and e2 of Q, edge e1 is in a lower or the same layer as e2,

i.e., L(e1) ≤ L(e2).

C3) For any i, 1 ≤ i ≤ RL(t) − 1, the first edge of Qi
t is in a lower or the same layer as the first edge in Qi+1

t .

The existence of such paths satisfying the above requirements is ensured by the constraints imposed on the node

potentials (1d-1i). Further, for an edge e in a path from s to t ∈ T , let φt(e) denote the predecessor edge on the

path. Let T (e) denote the set of sinks using e in the flow paths.

Algorithm 1, which is inspired by the LIF algorithm [5], constructs a linear network code such that the optimized

flow rates are achieved.

The algorithm constructs an RN -dimensional global encoding vector over a finite field F with |F | > |T |,

f(e) = (f1(e), f2(e), · · · fRN
(e)), for each edge e which carries flow to some sink.
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for each e ∈ E do
Set f(e) = [0RN ];

end

for each t ∈ T do
Construct RL(t) edge-disjoint paths {Q1

t , · · · , Q
RL(t)

t } from s to t such that conditions C1-C3 are satisfied;

end

Insert a super source s′ into V

for each t ∈ T do
Add RL(t) parallel imaginary edges {e1t , · · · , e

RL(t)

t } from s′ to s into E;

Set f(eit) = [0i−1, 1, 0RN−i];

Assign eit to a path Qi
t;

Set Ct = {e1t , · · · , e
RL(t)

t }; —(*)

end

for each node t′ ∈ V \{s′} in topological order do

for each edge e ∈ Out(t′) do
Choose a global coding vector f(e) such that fj(e) = 0 for all j, RL(e) + 1 ≤ j ≤ RN , and

∀t ∈ T (e), f(e) is linearly independent of {f(c) : c ∈ Ct \ {φt(e)}}; —(**)

for each t ∈ T (e) do
Ct = (Ct\{φt(e)}) ∪ {e};

end

end

end
Algorithm 1: (Construction of inter-layer linear network code) the objective is to construct an RN -dimensional

F -valued linear network code achieving the rate RL(t) for each sink node t ∈ T , when |F | > |T |.
The key idea in order to ensure the algorithm correctness is to maintain an invariant that for each sink t there is

a set Ct of RL(t) edges such that the global encoding vectors in the set {f(c) : c ∈ Ct} are linearly independent

and, moreover, fj(c) = 0 for all j, RL(c) + 1 ≤ j ≤ RN . The meaning of the latter condition is that since edge

c is in layer L(c), the message passed along this edge can only be a function of source segments x1, · · · , xRL(c)
.

Furthermore, the set Ct must contain an edge from each path Qi
t, 1 ≤ i ≤ RL(t), and at the end of the algorithm

we must have Ct ⊆ In(t).

B. Proof of Correctness

The correctness of Algorithm 1 follows from the following lemmas. In order not to disrupt the flow of the

exposition we defer their proof to the appendix.

Lemma 1. Assign each imaginary edge eit to a layer as follows. Let L(eit) = k if and only if Rk−1 < i ≤ Rk. Then,

after assigning the imaginary edges to the s − t paths, condition C2 is still satisfied for all flow paths. Moreover,
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Fig. 8. Example of data allocation among layers for a sink in layer 3.

the invariant holds at the initialization step.

Lemma 2. The global coding kernel f(e) in step (∗∗) can be found, when |F | > |T |.

Remark 2. The new algorithm does not require a larger field size compared to previous layered multicast scheme.

Lemma 3. Any sink t ∈ T , is guaranteed to receive RL(t) messages which are linear combinations of the source

messages x1, · · · , xRL(t)
. Moreover, these RL(t) messages are linearly independent, thus ensuring the recovering

of the first RL(t) data messages.

Remark 3. For some sink t it is not guaranteed that the messages received over the edges in some multicast layer k

are decodable. Moreover the decodability is not guaranteed either for all messages received over the first k multicast

layers, but the decodability of messages received over the first L(t) multicast layers is ensured, and this is all that

matters. This concept is illustrated in Figure 8. The example in Figure 8 shows the source segment allocation for

some sink t in T3. The vertical axis denotes the flow received by the sink, while the horizontal axis denotes the

source segments. Each row of the matrix can be considered as the global coding vector of a messages received at

the sink. The shadowed blocks indicate non-zero coefficients and blank blocks indicate zero coefficients. Note that,

given the flow over the first 2 layers, sink t cannot decode the first R2 source segments. However, it can decode

the first R3 source segments received over the first three layers because the sink is guaranteed to receive R3 units

of flow.

C. Complexity Analysis

Initializing the imaginary links takes O(R2
N ) time. Finding a flow augmenting path takes O(E) time. Hence

constructing RL(t) disjoint path for each t ∈ T takes O(|E||T |RN ) time. The global coding vector f(e) can be

found in O(|T |2RN ) time, similarly to the deterministic implementation in LIF. Combining all the parts, the total
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Fig. 9. Network model used in simulations.

running time of Algorithm 1 is O(|E||T |2RN ), which is the same as in the previous intra-layer network coding

schemes.

VI. PERFORMANCE EVALUATION

This section contains some simulation results of the proposed inter-layer network coding scheme. In the simula-

tions, we consider a family of networks which were first introduced in [5]. In this network model, all the sinks are

connected to the source through a group of intermediate nodes (as the network shown in Figure 9). This network

model mimics the practical multimedia distribution system with several distributed servers. All of the distributed

servers in U connect to a central server s, and each client in T connects to several distributed servers.

The networks used in simulations are randomly generated as follows. We start with the source node s and add

intermediate nodes and sink nodes sequentially. We set the number of intermediate nodes to be NU , and each

intermediate node connects directly to the source s. The total number of sinks is NT , and each sink randomly

connects to P percent of the intermediate nodes. Once the network is constructed, we assign a random capacity

between 0 to C1 (kbits/s) to the edges between s and U , and assign a random integer capacity between 0 to C2

(kbits/s) to the edges between U and T .

We compare the performance of the proposed layered multicast scheme with inter-layer network coding versus

the layered multicast with intra-layer network coding of [7] and a simple layered multicast without network coding.

We also test the impact of refining the sink partition T , therefore we consider two cases for the proposed scheme:

1) T = Tmax-flow, as proposed in [17]; 2) T is a refinement of Tmax-flow where each subset contains only one sink.

We refer to the above two cases as scheme A and B, respectively. According to the observations in Subsection

IV-D, we expect for scheme B to achieve a higher performance than scheme A, and both to outperform the other

two methods.

A. Performance Comparison of Rate-maximized Layered Multicast Schemes

We start with the performance comparison of all candidate schemes using the rate as fidelity function in the flow

optimization problem. In other words we compare the solutions which maximize the overall received flow. The
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(a) NU=10, C1=320 kbit/s, C2=320 kbit/s, P=50% (b) NU=10, C1=640 kbit/s, C2=320 kbit/s, P=50%

(c) NU=10, C1=640 kbit/s, C2=320 kbit/s, P=25% (d) NU=20, C1=320 kbit/s, C2=320 kbit/s, P=25%

Fig. 10. Average normalized rates of four different layered multicast schemes.

comparison is with respect to a performance measure called Average Normalized Rate (ANR), which is defined

as the ratio between the total rate received by all sinks and the sum of the max-flow values of all sinks. Clearly,

the larger the ANR, the better the scheme. Although the optimal ANR value for a certain network is generally

unknown, an obvious upper bound of ANR is 1. Since there does not necessarily exist a network code that achieves

the individual max-flow of all the sinks, the upper bound 1 is not tight for all the networks, even for the optimal

solution of multirate multicast.

The performance of the four schemes is evaluated for different network sizes, and the results are plotted in

Figure 10. In Figure 10(a), C1 and C2 are both set to be 320kbit/s, while each sink node connects to 50% of the

intermediate nodes. In Figure 10(b), C1 is changed into 640 kbit/s, twice the value of C2, while the connectivity

remains 50%. In Figure 10(c), C1 and C2 remain 640 kbit/s and 320 kbit/s respectively, but each sink connects to

25% of the intermediate nodes. The duration of a transmission slot is δ = 1 second, the size S of a source segment

is 30 kbits, and NU = 10 in cases (a-c) while NU = 20 in case (d).

We can see from the figure that the schemes using network coding always outperform the scheme without network

coding. Moreover, as predicted in theory, the proposed inter-layer technique always performs no worse than the

intra-layer counterpart and it exhibits a net improvement as the ratio NT /NU becomes sufficiently large. This can

be attributed to the fact that, as NT /NU increases, relatively more sink nodes rely on each intermediate node,

thus increasing the number of different sinks requesting the same link to transmit different data. The inter-layer
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scheme has more flexibility in optimizing the flow such that to counterweight this conflict, thus leading to higher

throughput.

Notably, inter-layer scheme B is never worse than scheme A, as expected, and it strictly outperforms the latter

scheme as NT /NU becomes large enough, fact which demonstrates that using a finer sink partition strictly improves

the solution of the flow optimization problem when the bottleneck probability is high enough.

Another notable observation is that, as the network size increases, the gap to the upper bound of 1 increases for all

the schemes. This can be explained intuitively as follows. As the number of sinks becomes higher the upper bound

of 1 becomes looser since it is more difficult to satisfy the max-flow value for all the sinks. Moreover, comparing

Figure 10(a) with Figure 10(d), we find that although each sink connects to the same number of intermediate nodes,

the overall throughput will be larger in the cases with more intermediate nodes. This behavior can be motivated by

the fact that fewer intermediate nodes means that a higher number of sink nodes rely on each intermediate node,

thus increasing the bottleneck probability.

The performance comparison also shows the significant advantage of network coding based multicast schemes

over the scheme without network coding, which reinforces the merit of using network coding in practical system.

B. Performance Comparison of PSNR-maximized Layered Multicast Schemes

In this section, we compare the performance of all candidate schemes for multicasting a H.264 SVC [20] confined

scalable video stream, generated by the JSVM 9.15 codec [19]. A simple IPPP coding structure is used in the

experiments. We encode the ”Foreman” video sequence (CIF) with 300 frames at a frame rate of 30fps. The video

sequence is transmitted during a single transmission slot of duration δ = 10 seconds. By enabling the median

grain scalability (MGS) feature in JSVM, we can get a scalable video stream with fine quality scalability. Notice

that H.264 SVC supports the division of the bitstream into scalable data layers only at certain points. Out of the

whole set of possible division points we have selected a subset such that the size of each scalable data layer to be

approximately 300 kbits (i.e., 30 kbits/second). The average rate-PSNR curve of the scalable codestream is shown

in Figure 11. The points marked with a diamond correspond to (r,PSNR(r)) pairs for the selected division points

in the scalable bitstream, where r × δ is the length in kbits of the prefix up to the division point. To generate

the source segments x1, x2, · · · , xM , the scalable bitstream is divided into equal sized segments of S kbits each.

The value of the fidelity function φ(R) used in the optimization problem is computed as the PSNR achieved after

decoding all scalable data layers wholly included in the prefix of size S×R kbits. Precisely, if r1 < r2 < · · · < rQ

are the rates in kbits/second of the division points, then φ(R) = PSNR(rq0), where q0 = max{q|rqδ ≤ SR}.

We first compare the rate-maximized solution (i.e., where φ(R) = R) with the PSNR-maximized solution (where

the fidelity function is PSNR) of the proposed layered multicast scheme. In both cases the one sink-per subset

partition is used (i.e., scheme B). The performance measure is the average PSNR at the sink nodes. Figure 12 plots

the average PSNR for the PSNR-maximized solution and for the rate-maximized solution, when NU=10, C1=320

kbit/s, C2=320 kbit/s, P=50% and S = 300 kbits. The comparison results in Figure 12 show that maximizing

PSNR directly always outperforms the rate maximization approach in terms of reconstruction fidelity.
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Fig. 11. Rate-PSNR curve used in the experiments.

Fig. 12. PSNR comparison between the PSNR-optimized and rate-optimized solutions for Inter-layer scheme B.

Next, we compare the PSNR-maximized solutions for all candidate schemes in the same network configuration

(NU=10, C1=320 kbit/s, C2=320 kbit/s, P=50%) and for the same source size (S = 300 kbits). The results in

Figure 13, show that the relative performance between the candidate schemes is similar to that exhibited by the

rate-maximized solutions. Precisely, the proposed inter-layer schemes are always superior to the intra-layer scheme,

and the network coding based schemes greatly outperform the scheme without network coding. Moreover, inter-

layer scheme B is always superior to scheme A. As the network size increases, the achieved average PSNR of all

schemes decreases. On the other hand, the inter-layer scheme B has the lowest decrease rate.

Figure 14 presents the performance of Inter-layer scheme B for different source segment sizes S = 150, 300, 450

kbits. The network is configured with NU=10, C1=480 kbit/s, C2=480 kbit/s, P=50%. The test results show that

increasing the source segment size S above the approximate size of scalable data layer may lead to significant

performance degradation. This was expected since in such a case the transmission scheme does not take full

advantage of the bitstream scalability. On the other hand, reducing the source segment size below the size of the

scalable data layer improves the performance since the capacity constraints in the optimization problem become

more relaxed, but the improvement is very slim.
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Fig. 13. Average PSNR of different layered multicast schemes.

Fig. 14. Performance of Inter-layer scheme B for different source segment sizes.

C. Cost Analysis

In conclusion, our simulations have shown that the proposed inter-layer multicast scheme can outperform in

throughput existing multicast solutions, and in particular, the intra-layer scheme. In this comparison we have

disregarded other practical aspects like storage needs, computational complexity, delay, etc. It is expected that

higher throughput to be achieved at the expense of increasing such costs. We defer a thorough analysis of the

trade-offs, of methods to decrease the associated costs, as well as other aspects related to the practical application

of the scheme, to future work. In the remaining part of this section we only briefly discuss the incurred costs with

respect to the intra-layer scheme.

The flow optimization problem has roughly the same complexity for the intra-layer and inter-layer schemes, when

the initial sink partition is the same. This stems from the fact that the number of variables and constraints in the

optimization problem is the same as mentioned in section IV.D. An increment in complexity (which is difficult

to evaluate analytically) occurs when the partition becomes more refined. On the other hand, if the transmission

scheme is updated only after a large number of transmission slots or not updated at all, then this computational

overhead is not necessarily an issue.

The complexity of the code construction algorithm is again approximately the same in the intra-layer and inter-
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layer case, irrespective of the sink partition, as noted in section V.C.

The decoding complexity is higher for the inter-layer scheme. If S denotes the size of a source segment in bits, then

for a sink t, the decoding time amounts to O(R2
L(t)S) per transmission slot1 compared to O(S

∑L(t)
i=1 (Ri−Ri−1)

2

for the intra-layer counterpart. Additionally, the fact that the sink t needs to wait for all RL(t) messages to be

received in order to start decoding, together with the fact that the decoding takes longer, leads to higher delay in

the inter-layer case. To keep the delay small the transmission slot has to be small enough. Other possible methods

to decrease the delay are to exploit the special form of the matrix of global encoding coefficients and perform early

decoding when possible. For instance, for the example in Figure 8, the sink can decode the messages received in

the first transmission layer without waiting for all messages to be received.

There are some other aspects related to the practical use of PSNR-optimized solution versus the rate-optimized

solution, that we have not treated in this work. In a static network, as we have considered, the rate optimized flow

does not need to be changed during the multimedia session. Since the PSNR data is dependent on the multimedia

content the question arises how often should this solution be updated during a multimedia session to keep the

complexity within reasonable limits2. This can be done periodically at fixed intervals in time, or when ”significant”

changes are detected in the multimedia content.

VII. CONCLUSION

In this paper, we propose a novel layered multicast technique using inter-layer network coding. Compared to its

predecessors that are confined to intra-layer network coding, the new technique has greater flexibility in optimizing

the data flow, and thus achieves higher throughput. Future work includes finding better initial orderings among

sinks, which do not necessarily agree with their max-flow value. Besides, our current work performs network

coding across different data layers but still within each multicast layer. Further relaxing this constraint and allowing

network coding among different multicast layers is another objective for our future work. Another subject to be

addressed in future work is a detailed analysis of incurred costs and methods to decrease such costs.

APPENDIX

In this appendix the proofs of Lemmas 1-3 are presented.

Lemma 1. Assign each imaginary edge eit to a layer as follows. Let L(eit) = k if and only if Rk−1 < i ≤ Rk. Then,

after assigning the imaginary edges to the s − t paths, condition C2 is still satisfied for all flow paths. Moreover,

1This is the number of operations needed to multiply the inverse of the RL(t) × RL(t) matrix of global encoding coefficients with the

RL(t) × S/B matrix formed out of the RL(t) received messages, where B is the number of bits needed to represent a symbol in the field

F . Notice that each message can be regarded as an S/B-dimensional row vector of elements in the field F . The overhead in running time

of O(R3
L(t)

) needed to invert the matrix of global encoding vectors becomes negligible if the number of transmission slots using the same

network coding scheme is high enough.
2The PSNR-wise flow optimization has higher complexity than the rate-wise optimization for both the intra-layer and inter-layer schemes.
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the invariant holds at the initialization step.

Proof. The fact that the invariant holds at the initialization step is obvious. It remains to prove the first claim.

For any sink t, and any k, 1 ≤ k ≤ RL(t), let n(t, k) denote the number of s − t paths for which the first edge

(before the inclusion of imaginary edges) is in layer k. According to the source potential constraints (1d) and (1e),

we have
j∑

i=1

n(t, i) ≤ Rj , 1 ≤ j < L(t) (5a)

j∑
i=1

n(t, i) = Rj , j = L(t) (5b)

The above conditions together with C3 imply that the first edge in the path Qi
t (before the inclusion of the

imaginary edge eit in the path) is in at least k-th layer, where Rk−1 < n ≤ Rk. Since L(eit) = k the conclusion of

the lemma follows.�

Lemma 2. The global coding kernel f(e) in step (∗∗) can be found, when |F | > |T |.

Proof. This proof closely follows the proof of Lemma 4 in [5]. Let P (e) = {φt(e) : t ∈ T (e)} denote the set of

predecessor edges of e in some flow paths. The global encoding vector f(e) is constructed by finding first a local

encoding vector (ke(e′) : e′ ∈ P (e)) and setting

f(e) =
∑

e′∈P (e)

ke(e
′)f(e′). (6)

Since all flow paths satisfy conditions C2 it follows that L(e′) ≤ L(e) for all e′ ∈ P (e). By the invariant,

we have fj(e
′) = 0 for all j, RL(e′) + 1 ≤ j ≤ RN . Hence, (6) will further ensure that fj(e) = 0 for all

j, RL(e) + 1 ≤ j ≤ RN .

It remains to show that there exists a local encoding vector (ke(e
′) : e′ ∈ P (e)) such that f(e) is linearly

independent of {f(c) : c ∈ Ct \ {φt(e)}} for any t ∈ T (e). By condition C1, we have L(c) ≤ L(t) for all c ∈ Ct,

hence the last RN −RL(t) components of f(c) are zeros. Then, for each t ∈ T (e) and c ∈ Ct, let f ′(c) denote the

RL(t)-dimensional vector obtained from f(c) after removing the last RN −RL(t) components. Define f ′(e) in the

same manner. Clearly, relation (6) still holds if f is replaced by f ′, i.e.

f ′(e) =
∑

e′∈P (e)

ke(e
′)f ′(e′). (7)

Note that due to the invariant, the set of vectors {f ′(c) : c ∈ Ct} forms a basis of FRL(t) . Then when writing

f ′(e) as a linear combination of the vectors in this basis, the coefficient assigned to basis vector f ′(φt(e)) must be

ke(φt(e)) + α for some uniquely determined α which does not depend on ke(φt(e)).

It follows that for any choice of {ke(e′) : e′ ∈ P (e) \ {φt(e)}}, there is one and only one ke(φt(e)) to

make f(e) linearly dependent of {f(c) : c ∈ Ct \ {φt(e)}}, namely, ke(φt(e)) = −α. So there are |F ||P (e)|−1
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invalid local coding vectors for a receiver t ∈ T (e), and the total number of invalid local coding vectors is

N ≤ |T | · |F ||P (e)|−1 < |F ||P (e)|. Therefore, there must exist at least one valid local coding vector.�

Remark 2. The new algorithm does not require a larger field size compared to previous layered multicast scheme.

Lemma 3. Any sink t ∈ T , is guaranteed to receive RL(t) messages which are linear combinations of the source

messages x1, · · · , xRL(t)
. Moreover, these RL(t) messages are linearly independent, thus ensuring the recovering

of the first RL(t) data messages.

Proof. By Lemmas 1 and 2 the invariant holds at the end of the algorithm. Hence t receives RL(t) messages,

carried along the edges in Ct. Furthermore, due to condition C1, all edges in Ct are in layer L(t) or lower layers.

Therefore, these messages are necessarily linear combinations of the data in the first L(t) layers, x1, · · · , xRL(t)
.

They are also linear independent by the invariant. Thus the proof is complete. �
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